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ABSTRACT

An exposition of the potentiality of production
systems as a model of the detailed control structure
of humans, Contains a detailed treatment of the ele-
mentary Sternberg reaction time experiments in binary
clasgification as a means of exhibiting the uses of
production systems. Leads to a hypothesis for these
experiments different from the usual one of exhaustive

search, called the Decoding Hypothesis.
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PRODUCTTION SYSTEMS: MODELS OF CONTROL STRUCTURES

Allen Newell
Carnepie-Mellon University

A production system Is a acheme for specifying an
information processing system., Tt coonsists of a set
of productions, each production consisting of a con-
dition and an action. It has also a collection of
data structures: expressions that encode the Infor-
mation upon which the production system works--on which
the actions operate and on which the conditions can be
determined to be true or false.

A production system, starting with an inftially
given set of data structures, operates as follows.

That production whose condition 1s true of the current
data (assumc there is only one) is executed, that is,
the action is taken. The result is to modify the cur-
rent data structures. This leads in the next instant
to another (possibly the same) production being executed,
leading to still further modification. So it goes,
action after actiom being taken to carry out an entire
program of processing, each evoked by its condition
becoming true of the momentarily current collection of
data structures, The entire process halts either when
no condition is true (hence mothing is evoked) or when
an action containing a stop operation occurs.

Much remains to be specified in the above scheme
to yield a definite information processing system. What
happens (a likely occurrence) if more than one produc-
tion is satisfied at once? What is the actual scheme
for encoding information? What sort of collection of
data structures constitutes the current state of knowl-
edge on which the system works? What sort of tests
are expressible in the conditions of productiens? What
sort of primitive operations are performable ¢n the data
arndl what collections of these are expressible in the
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actions of producticns? What scrts of additiconal
memories are available and how are they accesged and
written into? How is the production saysgstem itself
modiflied from within, or 1g this possible? How much
time (or effort) is taken by the various components of
the system and how do they combkine to yield a total
time for an entire preccessing?

There are many guestlions which <an be answered 1n
many different ways. Each assemblage of answers yields
a different precduction system with different properties
from itsg =aiblings. Taken in all, they congtitute a
family of sgchemes for gpecifying information procesgsing
systems. Within this family can be found almest any
process sgpecification scheme one could like—though not
in fact all possible schemes. There are other ways of
specifying the infermation processing to be done. There
are languages, such ag Algol and Fortran, that take as
their basie a sgpecified sequence of operating-procesgses
to be performed, punctuated by test-procesgses that
expliclitly direct processing te switch to another
sequence. There are languages, such as SNOBOL, that
use productions (conditiens associating te actiomns),
but each production explicitly switchey the procesgsaing
this way or that to other sequences of preoduction.

Look at the sgituation a different way. Suppose
you know about an Iinformation procesgsging system: its
memories, its encodings and its primitive operations
(both tests and manipulations). What more would you
require to obtain a complete picture? You need to know
how the gystem organizes these primitivesg inteo an effec-
tive processing of 1ts knowledge. This additional
organlzation 18 called the contrel structure. Produc-
tion systems are a type of control structure.

The purpose of this paper is to illustrate the
poggibility of having a theory of the contrel structure
of human information processging. Gains geem posggible
in many forms: completeness of the microtheorles of how
varicus miniscule experimental tasks are performed; the
ability to pose meaningfully the problem of what method
a subject is using; the ability tc suggest new mecha-
nigsmg for accomplishing a task; the facilitation of
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Comparing behavior on diverse tasks.

We illustrate by actually proposing a theory of
the control structure. We are in earneat about the
theory; In this respect we are being more than illus-
trative. However, to be taken seriously, a theory of
control should encompass a substantially greater scope
of experiments than we are able to deal with here. This
also appears to be the first explicit model of the
control structure at this level of detail. It would
hardly geem that details of the structure are right-—
even if (as I currently believe) a production system
of some sort appears to be a suitable model of the
human control.

Our plan is to present a particular production
system, noting its psychological properties, but with
no attempt to defend it againgt variant schemes. Using
this system we will conduct an analysis of the basic
Sternberg paradigm, which underlies sgeveral of the
experiments discussed in the present symposium. With
this basic analysis in hand, we will then discuss in
varying levels of detail the potentialites of produc-
tion gystems asgs models for human control and the issues
raised therebyv,

PSG: A Particular Production System

The particular production system presgented here,
PSG (for producticon system version G) , was developed
ag a caontinuation of work with problem solving in
crypt-arithmetic (Newell & Simcon, 1972, Chapters 5-7).
The original data that PSG was designed to deal with
were about an order of magnitude grosser than the
reaction time data that currently seem most appropriate
to0 defining the behavior of the immediate processor—
i.e., 1t worked with freely produced phrases of a. few
gseconds duration. A recent paper (Newell, 1872)
describes P3G and begins the task of applying it to
the more detailed situation, focussing on the problem
cof stimulusg encoding.

The overall architecture of the system is shown
in Figure 1. All of the action in the system takes
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TOTAL SYSTEM

LTM

PD1: (AA and BB —'-_[OLD ¥
PDZ: (CC ond BB — {SAY HL))

PD3:{0D and(EE )~ BB)

PD4{AA —CC DD

STM

QQ {EE FF)RR §S TT

]

Ak

Fig. 1. Overall architecture of PSG.

place in the Short Term Memory {5TM}, which contains

a set of symbolic expressions. STM dis to be identified
with the memory of Miller (1956) and Waugh and Norman
(1965),! 1ts size is some small number of chunks
(proverbially 7 + 2].

e prefer not to use the terms primary and second-
ary memory Ilntroduced by Wauph and Norman, since the
terms conflict directly with theilr use in computer
science. There, primary memory is the memory that a
procescor can access for its program, secondary memory
being more remote {e.g., a disk or wagnetic tape, see
Bell & ¥ewell, 1971}. What Waugh and Norman call pri-
mary memory would be called 2 scratchpad memory or a
working momory. STM seems suitable as & name.
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There 1ia no direct representation in PSG of the
various buffer memories that asppear to be part of the
immediate processor of the human: the visual icon of
Speriing (1960), (posaibly) the precateporical auditory
atoxe of Crowder and Morten (1969}, and others. The
interface to the senses id not represented as well, nor
is the decoding on the motor side., Such deficiencies
in the architectural model undoubtedly limit the acope
and adequacy of the system, but will noe be of first
importance in this paper.

The S5TM holds an ordered set of symbolic expres-
siona (1.e., chunks}). The ordering shows up, as will
ba seen later, in that new expressions always enter S5TH
at the front and that the conditinns examine the expres-
pions in order starting at the front (hence the frontal
expressions may preempt later cnes). As can be seen In
Figure 1, a symbelic expression may be simply a symbol
(e.g., CC) or it may consist of an ordered collection
of symbolic expressions (e.g., (EE (AA DD)) ). Thus,
symbolic expressions may be built up in a nested
faghion, and we can represent them in the manner of
algebraic eswpressions. STM may be taken as holding
symbol tokens {i.e., pointers) to the expressions, or
it may be taken as holding the expresszions themselves.
Operationally, there is no way of tellinpg the differ-
ence. The degree to which an element in STM 18 opaque
(Johnson, 1970) is determined by the conditions of the
productions, which in essence are a description of what
aspects of an expresslon can be responded to.

The Long Term Memory (LTM) consists entirely of an
ordered set of producticns., Each production is written
with the condition on the left separated from the actien
on the right by a2n arrow, Ia Figure 1 only four produc-
tiona are shown, PD1, PD2, PDJ and PD4. Some of the
conditions {e.g., that of PD4) consist of only a single
symbelic expression {e.g., PD4 has AA); others have a
conjunetion of two (e.g., PD1 has AA and BB). Some
actions consist of a single symbolic expression (e.g.,
PD3 with BB), some have a sequence of expressions
{e.g., PD4 with CC followed by DD), some have expres-
sicns that indicate operaticns te be perfermed (e.g.,
the SAY in PD2).
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We will not, for the purpuvses of this paper, be
considering either the question of other types of LTM
or of storing new information (nrv productions) in LTH.
This imposes a substantial restrictlon on the classes
of experiments we can conslder, but this class srill
includes many of thoge in the present symposium. Our
agsumption about LTM implies a form of homogeniety, but
not ane that precludes having essentially distinct mem-—
ories for (say) distinct modalities--the distinctive-
naeas arlses from the content of the conditions, not
from the gtructura of the memory itself. The creation
of new expreassioms in STM 1s not to be taken as creating
them in LIM as well. Thus chunking is separated from
storing the chunks in LTM so they can be retrieved
later,

As the system stands initially, none of the pro-
ductione is gatigfied by the contents of S5TM and nothing
happens. However, we have shown an AA about to anter
into S5TM from the external world. When it does so we
get the situation of ¥igure 2. Here we have shifted
to the representation of the system we will use from
now on, All the essentlal elements in Figure 1 are
represented, only the various enclosing boxes and
input/output arrows are wmissing. 5TM now holds the AA
and has lost the TT from the far right. (The SIMI in
the figure is the fnitial contents of 5TM.)

In Figure 3 we show the trace of the run, as it 1s
produced by the system.” At each cycle the production
that is erue (i.e., the first whose condition is true)
ias noted, followed by each action when it 13 taken.
Then the new state of STM 15 printed and the cycle
repeats. The numbers to the left are a count of the
number of actions that have pccurred s#o far in the run.

0aL00 PS.ONE: (PDL PC2 PD2 PRI}
Qo200

DO3I00  POL: {AA AND BR --> (QLD »e))
DO4A0Q PDZ: (CC AND BE - > {SAY Hi
QOB00 PR3 (D0 AND (EE) --» 88)
Qo600  PDA: (AA --r CC D)

00700

Q0200  STM: (AA U (EE FF) RR 55)
00800

Fig, 2. Example production mystem P5,0NE
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00100 ©. STM: (AN (0 (EE FF) RR 55)
00200 PD4 TRLE

00300 0. ACTION- CC

Q0400 1. ACTION- DD

Q0500 2. ST™: (DD CC AA QQ (EE FFY)
00600 PDI TIUE

00700 2. ACIIN- BB

00800 3. SVM: (BB DD {EE FF) CC AA)
00900 POl TRUE

01000 3. ACTION- {OLD ¢}

Q1100 4. STM: ({OLD AA) BB DD (EE FF) CC)
01200 PDZ TRUE

01300 4. ACTION- (SAY HI)

01400

01500 sesxevsrex H

01600

01700 B, STMb: (CC BB (OLD AA) DD (EE FF)}
0800 PD2 TRUE

01900 6. ACTION- {SAY HI}

02000

0Z100 sesxexsxzes H

02200

02300 6. STM: {CC BB (OLD AA) DD (EE FF))
02400 PD2 TRUE

02500

Fig. 3. Run of PS5.0ONE

Let us work through the trace, explaining how the
conditions and actions operate. The only condition of
the four productiocns satisfied is that of PD4, the AA
on the left side of PD4 matching the AA in STM. This
leads to the action of PD4 being evoked, first the CC
then the DD. Notice that AA is still in STM but RR and
88 have disappeared off the end. This can be seen in
Figure 3 at Line 500 where the contents of STM are
printed after all actions for production PD4 have been
taken,

A production (FD4) having been successfully evoked,
the system starts the cycle over. PD4 is of course
still satisfied since AA is still in STM. But PD3 1is
also satisfied since the DD matches the DD in STM and
the (EE) also matches the (EE (EE FF))} in STM. This

2pPSG is a programming system coded in a system
building language called L*(G) (see Newell, McCracken,
Robertson and Freeman (1971) for an overview of L*(F),
the immediate predecessor of L*{(G)). PSG operates on
a PDP10 and the runs in this paper were made on the
PDPP10 system of the CMU Computer Science Department,
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latter follows from cne of several matching rules in
PSG. This one says that a match occurs 1f the condi-
tion matches completely, starting with the first symbol
in the STM expression but optionally skipping some.
Thus (EE) would also match (EE (FF GG)), but would not
match an expression without EE at the front, e.g.,

(FF EE).

When two productions are simultaneously satisfied,
tha rule for resolving such confliets is to take the
first one in order--here PD3. The result of PD3's
action is to put BB into STM as shown at Step 2.

Notice that when PD3 was evoked the two items in
its condition moved up to the front of STM in the same
order as in the condition. Thus, attended itemg stay
current in STM, while the others drift down toward the
end, ultimately to be lost. This mechanism provides a
form of automatic rehearsal, though it does not pre-
clude deliberate rehearsal. It also implies that the
order of the items in 5TM does not remain fixed, but
flops around with the details of processing.

At the next cycle PDl is evoked, being the first
of the productions satisfied, which includes PD2, PD3
and PD4. The action of PD1 introduces a basic encoding
(i.e., construction) operation. (OLD**) i{s a new
expression, which will go into STM like any other. But
%% ig g variable whose value is the front element in
ST™.? 1In the case in point the front element 1s AA,
which was moved up by the automatic rehearsal when the
condition of PDl was satisfied. Hence the new element
is (OLD AA). This element replaces the front element,
rather than simply pushing onto the front. The net
effect is to take the front element and embed it in a
larger expression. Any expression may be written with
k%  For example, if the action of PD1 had been (XX *#*
(YY **)), then the new element replacing AA in STM

3The constructive operation using ** is an addition
to PSG beyond Newell (1972). There we used a replace-
ment operation to modify STM elements; here no modifi-
cation is possible,
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would have been (XX AA(YY AA)), creating a rather
complex encoding. It is importamt that the AA no
longer exist in STM (i.e., as the second element, after
pushing in the code), since it is necessary to modify
STM so AA cannot re-evoke a production,

The fmport of PD1l's actiom is that it deactivates
the STM item able to evoke PD4 (and itself, as well).
On the next cycle only PD2 is satisfied. 1Its action
involves SAY, which is a primitive operation of the
system that prints out the expression following it in
the element, i.e., it prints HI {(as shown in the
figure).

We see from Figure 3 that the system continues to
evoke PD2 and say HI. Nothing happens to modify STM so
the condition of PDZ remains satisfled. If we had
written:

PD2: (CC AND BB --> (SAY HI) (OLD *%))

then the production system would have turned off by
marking CC as old.

We have indicated by illustration a number of
detalls of PSG, enough to permit us to turn to the
analysis of a substantive example, The details given
so far are not sufficient. There is a somewhat wider
array of primitive operations and many more details of
the matching operation for conditions (Newell, 1972),
We will introduce the additional aspects of this
specification as required throughout the paper.

We can see, even at this stapge, that many assump-
tions are required to specify a complete control strue-
ture. Some of them, such as the STM itself, its
encoding, and the automatic rehearsal, constitute
rather clear psychological postulates. Others, such
as the details of matchinpg have psychological impli-
cations (presumably every aspect of the system does),
but it is hard to know how to state them directly as
independent postulates.
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The Sternberg Paradigm

Let us consider the simplest of all binary clas-
gification tasks gtudied by Sternberg (1870), The
gubject memorizes a small get of svmbols, say digits.
This is called the positive set. 1In a trial of the
experiment proper the subject is given a ready signal,
followed by a digit after a short fixed delay. The
subject responds "yeg" if this so-called probe digit
ig a member of the positive set, "no" if it is not.
The “yveg’ and "no" regponses are usually encoded into
button pressings. Many trials are given, so that the
task beccmes well practiced, the goal being to respond
as quickly as possible while keeping a very low error
rate. The positive set is varied in blocks, both as to
size and composition. The measure taken is the re-
gsponse time (RT) from presentation of the signal to
response, meagured in milliseconds (ms),

The results of this experiment are well known and
form a basis for a number of the experiments which are
discussed by Posner (Chapter 2} and Hayes (Chapter 4)
in the pregent symposium. Let us just summarize the
basic findings:

(1) Response time is linear with the size
of the positive set, the slope being in
the range of 35-40 ms. The natural
interpretation is that a search is made
through the positive set.

{2) The intercept 1s of the order of 350
mg, but its absclute magnitude is never
analysed in detaill since it contains
several unknown components (e.g.,
motor response time} .

(3} The size of the positive set <an be
be up to the size normally associated
with STM, 1.e., around seven elements.
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(&) The slope for negative responses (when
the probe digit is not in the set) is
the same as for positive responses
(when the probe is in the set). This
viclates the results expected if the
gsearch 1is terminated whenever it Zfound
the probe in the get (which would make
the positive set appear to be on the
average only half as large in the case
of positive responses). This gives
rigse to an interpretation of so-called
exhaustive search (as oppesed to so-
called self-terminating search),

(5) There ig essentially no serial position
effect (the time it takes to respond
to a positive probe as a function of
where in the positive set the prche
digit cccurs). This agrees with the
exhaustive gearch notion.

{6} The negative response can differ from
the positive responsge by a constant
amount (independent cf set size, so the
two linear curves lie parallel}. The
amount is usually about 50 ms, depending
on experimental conditions.

Much more 1s known about this simple task, a full
list including all the qualifications to the above
would probably run to a hundred statements, rather than
the six above. The basic results are highly reproduc-
ible and robust. The total set of results, however,
is by no means easily seen to be consistent with any
simple model.

We can use this paradigm to i1llustrate concretely
what a model of the contrcl system involves and how it
makeg contact with experimental data. Since we want to
reveal the strengths and issues with respect to produc-
tion systems we will not simply present a final system,
but will proceed by a process of step-wise refinement.
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We will work our way through a series of production
systems until we arrive at one that seems appropriate
to the task and the data,

PS.85T1: Immediate Recognition

The obvious scheme, shown in Figure 4, is for STM
to contaim the positive set, whence the probe is intro-
duced, leading to the attempt at identification. We
cannot just have digits as the elements in STM, since
we need to distinguish the probe digit from the posi-
tive set digits. Thus, we encode the digits of the set
as (ELM <DIGIT>), where <DIGIT> means that any digit
can go 1n that place, e.g., (ELM 5); likewise we encode
the probe as (PROBE <DIGIT>»). The class <DIGIT> is
defined explicitly at the top of the figure. STM is
initialized with a set of three elements and a ready
signal (Line 1500). This latter simply controls the
rasponse to attend to the stimulus,

The labeling of items 1s responsive to a general
igssue. ©STM may contain various odd expressions from
a diversity of sources. The subject must (normally)
be able to distinguish the relevant items from the
irrelevant. For instance, the positive set might con-
sist of 2, 3, 4 and the subject (say) become aware of
the digit 5 upon a final rehearsal, so that 5 is in STM
upon presentation of the probe. We would not expect
the subject simply to take 5 as a member of the positive

G000 <DiGIT» {CLASS D 1 23456789

00200 ANY: {VAR}

00300

00400  RESPOND: LACTION (NTC {RESPONSE ANY)) (SAY ANY) (OLD )
00500 ATTEND: (OPR CALL.TO.USER)

00600

00700 PS.S11:{POL PD2 POF PO4)

00800

00900  PDI: ({PROGE} AND (OLO (RESPONSE)) --> (OLD es))

01000  PD2: ((FROHE ~DIGIT+) AND (ELM <DIGIT>) --> (RESPONSE YES)
01100 RESPQMI)

01200 PO3I: UPROHE) AND (ELM) - (RESPONSE NG RESPOND)
Q1390 PO4: (READY --> ATTEND)

01490

01500 STMI: (READY (FLM 1) (ELM &) (ELM %} NIL NIL)

01600

Fig. 4, PS.5T1l: TJTmmediate recognition.
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set, though whether some additional processing would be
called for is not clear. 1In any event, the general use
of codes that declare the nature of the item seems to
be appropriate and we will do it throughout, without
making special arguments each time.

The production system, PS.STl, consists of four
productions. The performance of the task is accom-
plished by PD2 and PD3. PD2 1is satisfled 1f there is
an ELM and a PROBE both of which have the same digit.
Thus the occurrence of the class name <DIGIT> in an
expression operates as a variable to match against the
actual items in STM. The action of PD2 is to put into
STM a response expression {(in this case to respond YES)
and then to fire an operatcor, RESPOND, This operator,
shown at the top of the figure at Line 400, consists
of a sequence of actions, i.e., essentially the right
side of a production. There are three actions in
RESPOND. The first action is to notice anywhere in STM
an element of the form (RESPONSE ANY), where ANY is a
variable that can take any symbolic expression as value
(it is declared at the top of the figure at Line 200).
NTC is a primitive operation, that performs a recog-
nition of the same sort as is performed in the matching
on the condition side. The second action is to say the
value of ANY, which is accomplished by the SAY operation
used in PS.ONE. Finally, RESPOND marks the RESPONSE
element old, so that the system now knows (in some
sense) that it has said the response.

Production PD3 is sensitive to the occurrence of
any ELM and any PROBE, and will respond with NO.

“It thus behaves like a subroutine from a control
point of view, However, it works with the same STM as
do all other actions., That is, there is no isolation
of its data, as there is for instance with a subroutine
for computing the sine, SIN{X), which operates in an
isolated envircnment where it knows only about the
value of the passed operand, X. Whether or not sub-
routine control occurs and whether or not subroutine
data isolation occurs are psychological questions
about the human control system,
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However, it sits behind PDZ and thus will only be evoked
if FD2 is not, l.e., only If the probe is not a member
of the positive set, Thus, P5.5T1 composes its reaponse
to the task out of a recognition of membership and a
recognition that it is appropriate to respond.

The other two productiona in P5.ST1 provide some
of the additional control te make the system behave,

PD4 responds to READY as does the operator ATTEND,
Since we have no model of the external environment, we
finesse the matter by having ATTEND call t¢ the console
of the user to obtain the input5 (which will be de-
scribed in Figure 5, coming up). PD1 is an analog ko
FP1l in P5.0NE, which serves to recognize that the task
ig done and to encode this by marking the PROBE element.
The effect of this is to keep the system from saying
YES YES YES ..., as PS.OWE keeps saying HI HT HI ...

Figure 5 shows a run of P5.3T71, from which it can
be seen that the system perfoerms correctly inm both the
positive and negative cases. The system was reinitial-
ized for the second trial (Line 2600).,% When ATTEND
fires it prints a message to the user., The user puts
in the expressicn after the grnmpt and then executes a
+Z to return contrel to PSG.

Variables occur in two places in P5,5T1: ANY in
RESPOND and <IGIT> in the condition of PDZ2. Tn both
cases they are assigned a value during the course of a
match, in order to satisfy the match. But they perform
distinct functions.

>Thus PSG operates In an essentlally Interactive
mode, The main gain, besides the usual cne of flex-
ibility, is that there is no need to program an ocuter
environment.

SWe might have simply put in another probe at the
end of the first session, without reimitializing.
However, it would not have behaved properly (why?).

’This tZ is necessary, since the system allows the
user to do whatever he pleases after ATTEND sends its
message, hence cannet krow until teld when the user 1s
finished and wishes to return control to it,
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G100 PSATH STAATE

03200 O, SThA: {READY (FLhS DX AELM 43 (ELM 9} Kw KIL)
o303 PO4 TRUE

0043 8. ACTIOMN- ATTEMD

LTl ATTEMDHNG - INPLUT NENT STIMWALUS = (PROBE 44
o0EIq -

COT0O 4, ACTION- (PROBE )

GOa00 2. ST L[FRCHF 4 READY (ELM §) (ELK &1 (ELR 91 NIL)
D00 PD2 TAUL

QLleoD 2. ACTFIOM- §RESFOMNSE YES)H

OL100 3. ACTION- RESFCND

QL2003 4. ACTHIN- {NTC {RESPONSE AMYI

QL3G0 5 ACTICN- {SAY 4ANY)

D LAGD

QL)  sesenennss YET

QLG

QL7CO 8. ACTION- (LD »e)

Q1800 7. SThiz §OLD (RESPOMNSE YESH {PROBF 4 (ELM 43 READY (ELM 1) LELM 90}
QE%0G PRI TRUE

Q2000 7. ACTION- {0LD 2¢)

Q2100 8. SThic (OLD (PAOBE 411 (0LD (FESPONSE YES1H {ELM aF READY (ELM 1) {ELM+ 9))
azzon  PD4 THUE

Q2300 B, ACTIOM- ATTEND

Q2900 ATTENDING - INPUT NEXT STHAGLLS =

02500

02600 PS.ST) START!

02700 ©, ST (READY [ELM L) {EM a1 {ELM 3) NIL NIL}
Q2800 PDA TRUE

02800 0. ACTION- ATTEND

Lol 4] ATTENDING - INFUT MEXT STe4LLLIE = (PROBE B)
oHay ~

33200 1. ACTKON- (PRCHE B

Q3IAQ 2, STHE: WFAEE B) READY {ELM 1§ {ELM AF {ELM 93 ML)
03900 P03 TRLE

03500 2. ACTION- (RESPQOMSE MO}

036 3. ACTHIN- RESPOND

03700 4. ACTION- (NTC (RESPOASE ANYLHE

03800 B ACTION- (SAY ANY)

03900

OHI0  trdasiscss NO

Q4 1aa

oaz00

Fig. 5. Run of P5.5T1 on positive and negative cases.

The ANY in RESPOND Is used to communicate between
one action, which sets the value of ANY, and ancther,
wvhich needs to use it., This communication of wvalues
from one action to another occurring later, or from a
condition te its actiou, implies the existence of mem-
ory. By the nature of things, this memory camnnot be
STM {which would lead to an infinite regress). ©On the
other hand, this nemory cccurs only over the scope of a
single production. This 1s a short time, providing we
restrict the time taken by an action. For instance, we
should not permit an entire production system to be
evoked by one action before going on to the next action?
Thus, our control system must posit a very short term
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buffer memory in additien to the STM working memory.
The <DIGLT> in PD2 serves to restrict the match to
work on digits (so that e.g,, (FLM BOAT} woulid not be
recognized}. MNo such restriction eccurs with ANY,
Hore important, it serves to enforce the equality
between two cccurrences of digits, since the value
assipned at the firsr place will he uscd at the second
and glve a match only 1f the same digit recurs. Thus,
the nmultiple oceurrence is performing a major functien
of the task--the equality test of probe digit and member
digit. Whether there can be multiple occurrences of
variables in a condition is an independent psychological
question. To replace it with the provision that a
variable can occur but once ou the condltion side Is
tantamount to making ouly identification possible
(including class memberszhip), This would imply that a
primitive operation ¢f equality testing would be re-
quired, tao be uged in the action part. The processing
implicatiaons of ane assumption or the other is unclear,
since what additional memory and control is required
within the match te accomplish multiple occurrences
depends on the mechanism used to iwplement the match
(in particular the amount and kind of paralle].jsm).B
How do we know this production system is the right
sort of mechanism, given the rezults of experiments?
We need to adopt an explicit timing model, so that we
can compute the taotal time taken in performing the task,
The central assumption we will make has three parts:

8Such facility represents good programming language
design, in which cone wants indefinite capabilities for
recursion. However, we are trying to model che human
contrel system, mot construct & neat system.

IWe sLate all these issues to show that the con-
venticns of the production system, which may appear to
be linguistic ia nature, contain substantive psycholog-
ical assumpticns,
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The time to evoke the next production is
independent of:

(1) the number of productions in the system;
(2) the contents of STM;
(3) the condition of the evoked productionms,

The assumptions are meant only as a first approximation,
However, they do rule out time being proportional to the
numher of productions (the assumption that comes nat-
urally from the definition of a production system and
its implementation on a digital computer).

In favor of Part (1) is the circumstance that in
writing a production system (PS5,ST1 or any other) we
only put down a few of the conditions to which the
subject is presumably sensitive and could respond to
if the situation (i.e., the contents of S5TM) warranted:
a wasp lighting on the apparatus, the smell of smoke,
an irrelevant remark in the background, turning off the
lights and so on, any of which would surely evoke a
noticing operation and subsequent alteration of the
contenta of 8TM, While reaction to such conditions
might be somewhat longer, in no way could the subject
be imagined to iterate through all such possible con-
ditions taking an increment of time per possibility,
Thus, the set cof preductions we work with bears no
relation to the set of productions that we envision
constituting the LTM. More generally, the basic control
structure is to be viewed as one of a recognition fol-
lowed by an action followed by a recognition again--
the act of evoking the next action (or mini-sequence of
actions) being the basic pulse of the system.1

Parts (2) and (3) of the assumption are not quite
so compelling and alternatives can be imagined.ll That

10This recognition-act cycle is to be contrasted
with the basic fetch-decode-execute cycle which is the
primitive control structure of the digital computer.
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all the conditions are tested simultaneously implies
that the time to determine the next production depends
on all the unsatisfied conditions as well as the one
that is chosen. Thus, no strong dependence could exist
on the particular items, and in any event all the items
in SIM mugt be involved in the processing, not just
thoge that enter 1into the selected production.

These three assumptions imply that it takes a
congtant amount of time, call it 7T,evoke to determine
the next production te be executed. Each production,

of course, evokes a sequence of actions. The total time
to accomplish the sequence may be varlable, depending on
the exact actions that cccur. The simplest assumption
is one of geriality: that each action takes a fixed

amount of time and that the time for the sgsequence is

the gum of the times for each action. Even gimpler is=
the assumption that each action takes the same time,
call 1t T.action. Under this assumption the time for

a producticn with N actions can be written:

T.production = T.eveoke + N * T.,action
The special case of T.evecke = 0 is worth a moment's
attention. The obvioug interpretation is that it takes

no time tec evoke the production (i.e., to reccgnize
what actlion sgedquence to perform) and all the time 1sm
taken by the performance of actiens. An alternative
interpretation is that only a single action can be
evoked at a time. That is, writing of a sequence of N
actions is gimply a shorthand for writing N productiocns,
each of which has a condition and a single action. We
aggert thereby that the conditions are =so unique that
only the production asgsociated with the next action
would fire. Under this assumption the total time cf a

preducticn-as-written with N actions is:

“"For instance, considering elements in order from
the front of STM and evoking the first gatisfied produc-
tion would make the time dependent on the contents of
STM.
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T.production » N * (time-to-evoke f time-for-action}

The two times coalegce to form the T.actien in the top
formula.

The sgimplicity of these assumpticns should nct be
disturbing. Their cecmplication can be left to the
impact cof specific data. Even in this simple form they
offer guidance in the analysia of a production sygtem.
Notice, by the way, that the production sgystem hasa a
buililt 1in serlallty in the sequence of production evoca-
tions, 1ndependent of whether we make the gerlal assunmp-
tion for performing a sequence of actions for a given
production. Roughly speaking, the time to do a task is
proportional to the number of productions evoked to do
the task.

Given this much of a timing model, it can be seen
from Figure 5 that PS.8T1 produces an answer in a time
that is independent of the size of the pogitive aset
(eggentially, T,evoke + B5*T.action). Thus PS5.8T1 dis-
agrees fundamentally with the empirical results. Con-
sequently, let us explore other methods for the task
{putting to cone side for the moment what is implied by
not using a scheme cof action that seems possible
a priori).

PS8.8T2: Terminating Search

Figure 6 shows a production system, P8.8T2, that
performs the task by explicitly sgearching through each
ot the members of the pogitive set. PD2 in Figure 6
looks very similar to PD2 1in Figure 4. However, there
1ls a c¢ritical difference. In Figure 4 the diglt selec-
ted by <DIGIT> is defined by the probe; thus this seeks
cut an element in STM that has the same digit. In

00100 PS.5T2: (PDI PD? P03 PD4 PD5)

00200 i

op3op PDI: ({PROBE) AND (OLD {RESFONSE)) --> {OLD =)}

opaop PD2: ({ELM <DIG1T-) AND (PROBE =<DIGIT*) --> (RESPONSE YES)
o0s00 RESPOND)

00600 PD3: ((ELM} AND (PROBE) (OLD «))

ao7o0 PD4: ((PRCBE) AND (v ABS -> (RESPONSE NO) RESPOND)

ooson PD35: [READY --> sollmiud
00900 H

Fig. 6. PS.sST2: Linear terminating search.
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Figure 6, the digit is selected by the first (ELM...)

in STM; only if this has the same digit as the probe,
will there be a match., If this doesn't occur, the next
production (PD3) then mndifies the first element so that
it will not be sensed apain by PD2, Thus, these two
productions work through the positive set and will find
a match if it exists. Only if no more elements exist,
will PD4 be evoked and say NO. (PD1l and PD5 are iden-
tical to PD1 and PD4 respectively of PS.STL.)

The condition of PD4 involves detecting the absence
of an element in STM, indicated by the ABS following
the element, Thus PD4 will not be evoked if there is
an item in STM of form (ELM...). This happens not to
be strictly necessary for PS5.ST2 to work, but somehow
providing a production that could be trigpered to say
NO on the occurrence of the probe alone seems risky,
Suppose, for instance, the probe arrived simultaneously
with the ready signal. PS5.5T2 would behave right; a
system with only (PROBE) in the condition of PD4 would
not, producing NO immediately.

We have now introduced all but one of the ingre-
dients of matching: (1) the matching of items in S5TM;
(2) the conjunction of condition elements, either for
presence or absence; (3) the use of variables and clas-
ses {which operate as variables with restricted domains);
and (4) the rules for matching an element (or subelement)
of the condition with an element (or subelement} of the
STM, namely subelement by subelement, working from the
front, but allowing the tail of the STM element to not
be matched (e,g., (EE) matches (EE FF)). The one addi-
tion (to occur in the next example) is (5) permitting
a variable to have an associated domain locally. An
example of this is:

(A X1 == (B C) D) where X1: {(VAR)

This savys that X1 must match (B C), Thus the entire
condition element matches (A (B C) D), but not (A B C D),
((B €) D) or (A (C B) D).

Examination of the logic of P5.ST2 shows that the
time is indeed proportional te the size of the set
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60100 0. STM: {READY (ELM 1) (ELM 2) (ELM 9) NIL NIL)
60200 PDB TRUE

Q0300 O, ACTION- ATTFND

00aon ATTENDING - INPUT NEXT STIMUE LIS = (PHOBE 4)
ou800 -

00600 1. ACTION- (PROBE 4)

QD700 7. STM: ((FROBE d4) READY (ELM 1) {ELM 4} (ELM 9) NIL}
00B0OO PD3 TRUE

00900 2. ACTION- (OLD )

O1000 3. STM: ((OLD (ELA 1)) {PROBE 43 READY (ELM &) {(ELM 2) NIL)
01100 PD2 TRUE

Q1200 3, ACTION- (RFSPONSF YFS)
01300 4. ACTION- RLSPOND

Q1400 5. ACTIDN- (NTC {RESPUNSE ANYY)
01500 6 ACYHON- (SAY ANY)

01600

QLFO0  xesraneren YES

01800

Q1900

Fig. 7. Run of P5.8T2 on positive case.

ROL0Q 0. STM: (READY (ELM 1) (ELM 4} {ELM 9) NIL NIL}

DDZOQ  PD% TRUE

00300 ©. ACTION- ATTEND

[vlv L4143 ATIENDING - INPUT NEXT STIMIAUS = (PROBE B)
o000~

0Oe00 1. ACTION- {(PROHE R)

Q700 2. STM: ((PROBE B) READY (FLM 1) {ELM 4} {ELM 9) NIL)
40800  PD3 THUE

G080 2. ACTION. (GLD e}

Q1003 3. STh ({(OI D (€1 M 13 (PROBE R} RTADY [ELM 8) (ELM 9) NIL}
Q1100 PR3 TRF

Q1200 3. ACTION- (LD 4}

01300 4. stM: ((OLD (ELW A3 (PROBE 8 {OLD (ELM 1Y READY [ELM 21 NIL)
o140 P03 TRUE

01500 4. ACTION- (OLD 4+}

D100 5. STM: ((DLD (ELM 9% (FROFE B) (DL D (FLW 3} (DLD (ELM 11 READY NIL)
o170 P04 TRUE

Q1800 5, ACTIOM- (RESPONSF MNG)

Q19060 6. AGTION- HESPOLD

QOO ¥ ACTION (NTC (RLLPONGE ANYH

G200 8. ACTION- {(EAY ANY)

02200

Q2300  +esvwnints NO

Q2a00

07500

Fig. 8. Run of PS8.8T2 on negative case.

searched requiring one evocation and one action for each
element examined that is not the probe and then one more
(FD2 if positive, P4 if nepative) to generate the re-
sponge, However, as demonstrated in Fipures 7 and B,
P5.5T2 does a self-terminating search. It looks at all
the elements in the set in the negative case (Figure 8),
but only half the elements (on the average) in the pos-
itive case (Figure 7), thus making the slope of the pos-
itive casze appear only half of what it is in the nepa-
tive case, But, as noted earlier, the evidence ig
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unequivocal that the slopes are tha same for the pos-
itive and negative cases. Furthermore, there i8 no
serial position effect (as there would be in P5.5T2).
Thus, we have not yet found a method for doing the
task that has the right characteristics.

P5,5T73 and PS.ST4: Encoded Representations

The system of Figure 9, P5.S8T3, introduces the
notlion that the set 1s actually held in an encoded
representation (i.e., as a chunk}), Thus, we have
changed the STM to hold some irrelevant items prior to
the gtart of the trial. At the READY signal the encoded
positive set 1is brought into STM (PD5).

The positive set is encoded as a nested set, as can
be seen in the action side of PD5 for a set of three
elements. A set of five would have the form:

(X (X (X (X X)))). This means that a single production,
PD2, can perform the decoding by repeated application,
The pelnt of introducing rhe decoding is that the entire
set must be decoded before any further processing is
done on it. Thus, the time to decode will be indepen-
dent of whether the result is to be positive or neg-
ative, Thus, P5.57T3 satisfies the experimental results
that lead to the inference of the exhaustive =zearch.

It does so, however, by attributing the time, not to
gsearch (which is done in constant time by PD3 and PD4),
but to a linear tiwe to decode the expressicn. Filgures
10 and 11 show runs on PS$.5T3 in the positive and neg-
ative case that illustrate thia. Tt can be seen that
the time to do the task ig:

T.total = 2AT,action + N¥{T,evoke + 3I¥T,action)

Examination of P5.S5T3 shows that what enforces the
compulaive decoding before testing is that Ph2, the
decoding production, occurs before PD3 and PD4, the
comparison and response productions, Why don't we
simply reverse the order? Then we should catch the
elements as they are being decoded, and reinstitute a
termination search, Figure 12 shows the result, using
PS.ST3X which iz eimply a reordered version of PS.5T3,




00100
00200
00300
00400
00500
005600
00700
00800
00900
01000
olico
QL2000
01260
01400
01500
01600
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X1: (VAR)
X2: (VAR)

PS.ST3: (FD1 PN2 FD3 PO4 PDS PD6}

PD1: ((PROBEY AND {OLD (RESPONSE}) --> {((LD #s))

PD?: ({SET X1 N2) AND (PRCBE) --> (OLD as} X2 X1)

PD3: ((FROIRC «DIAT>) AND {ELM <DIGIT>) -~> {RESPONSE YES)
RESPO 3

PD3: ((PROIBEY AND (ELM) --> {RESPONSE NO) RESPOND)

PDS: (READY AN (SET) ABS -->
(SET (FLM L) (SET (FLM a) (ELM 91 )

PD6: (ANY --> ATTEND)

i
STMI: {JUNK NIL NIl NIL NIL NH. NIL)

Fig. 9. PS.S8T3: ©Nested representation.

Co100
00200
0Q300
00400
00500
00600
00700
00800
00900
0900
01100
01200
01300
0La00
01500
0i600
01700
01I800
01900
02000
02100
02150
Q2200
077300
Q2400
02500
02600
02650
02700
02800
02900
03000
03100
03200
03300
03400
03500

0. STM: {(JUNK Nt Nit. NIL ML NIL NIL}
PD& TRLE
0. ACTION- ATTEND
ATTENDING - INPUT NEXT STIMULUS « READY
1. ACTION- READY
2. STRA (READY JUNK NIL NIL NIL ML NIL)
PDS TRUE
2. ACTION- (SET (ELM 1) (SET (ELM 4) (ELM o))
3. STM: {(SET {FLM 1) (SET (ELM 4) (ELM 9))) READY JUNK NIL L NIL NIL)
PD& TRUE
3. ACTION- ATTEND
ATTENDING - INPUT NEXT STIMULUS = (PROBE 4)
4. ACTION- (PROBE 4)
5. STM: ((PROBF A) {SET (FUM 1} {SET (ELM 4) (ELM 91} READY JUNK NIL NiL NIL)
P02 TRUE
ACTION- (01 1) «¢)
ACTON- X2
ACTION- X1
STM: ((ELM 1) (SET {ELM 8) (ELM 92 (OLD (SET {ELM 1} (SEY {ELM &) (ELM 910
(PROBF 1) READY JUNK NIL)
PD2 TRUE
B. ACTION- (D10 s}
9. ACTINN- X2
10. ACTION- %1
11, STM: ((ELM A} (ELM 93 {OLD (SET (ELM ) (ELM 9} (PROBE 4) (ELM 1)
{OLD (SE1 (FLM 1) (SET (ELM 4) {ELM 9} READY}
PD3 TRUC
11. ACTION- {RESPOMSE YES)
12. ACTION- RESPLHD
13. ACTION- (NTC (RESPONSE ANYH
14, ACTIDN- (SAY ANY)

mame

sepeassvax YES

Fig. 10. Run of PS.ST3 on positive case.
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001040 . ST (JUNK ML NIL NIL MIL NIL ML}

00200 P06 TRUE

03300 0. ACTION ATTEND

04400 ATTENDING - iNPUT AEXT STIMULUS = READY

00500 =~

Q0600 1. ACTION- READY

00700 2. STM: (READY JUNK NIL NIL MIL NII ML}

QOROQ PS5 TRUF

Q0900 2. ACTION- {SE€T {EIM 17 (SET {F1 8 4} {ELM 90))

01000 3. STM: ((GET (FLA! 1) (SFT {ELM 4) (F1 M 9} REANY JUNK NIL NIL ML NIL)
oLLag  POG TRUE .
Gl200 3. ACTION- ATTEND

01300 ATTENDING - INPUT MEXT STIMULUS = (FROBE B)

01400 ~

C1500 4, ACTION- {PROBE R)

01600 S, STM: ((PROBE 2) (SET {FLM |} (SET (ELM 4) (ELM 9))) READY JUNK NIL WA, [4iL)
01790 PO2 TRUFP

Q1803 % ACTION- (OLD »x)

01900 & ACTION- X2

02000 7. ACTION- X1

Q2100 8 STM: ((ELM 1) (SET (ELM 4) (ELM 9)) (OLD (SET (ELM 1] (SET {ELM 4} (ELM 911}
02150 (FROBE B) READY JUNK MIL)

02200 FPDZ TALUE

02300 A ACTION- {OLD »=x)

024900 9. ACTION- X2

02900 10, ACTION- x|

Q2600 11, STM: {(ELM 43 (ELM 9) (DLD (SET (FLM 8} (ELM 310 (PROBE BY (ELM 1}
QP675 {01 0 (SET (ELM 1} {SET (FLM 1) (FLM 3N)) Ri ADY)

Q2700  PD4 TRAUF

OZ80Q 11. ACTION- (RESPONSE NQ)

Q23900 12, ACTIQN- RESPOND

03000 13, ACTIQN- (NTC (RESPONSE ANYH

03100 14, ACTION- (SAY ANY})

03200

03300  wsarzsartns ND

3400

Q3R00

Fig. 11, Run of P5.5T3 on negative case,

Trouble results, as we see, since PD4 responds to the
non-satisfaction of PD3 by declaring NO immediately,
thus causing an error,

What ways exist of patching up the system so it
avoids the difficulty of Figure 12, while preserving
the self-terminacing features? PD4 must he inhibited
while deceding goes on, whereas PD3 must not be. The
gimplest solution is to split the two productions,
putting PD3 ahead of PD2 and PD4 afterward. This works
Just fine. Other alternatives involve making P4
conditional upon the set being completely decoded. Thisa
can be done, for ilustance, by changing PD4 to:

PD4: ({PROBE) AND (SET) ABS --> (RESPONSE NO)} RESPOND)

Thus, although intreducing the idea of decoding per-
mitted us to produce a version with the correct timing




Q0100
00200
00300
00400
00500
00600
00700
00800
00900
01000
01100
01200
01300
01400
01500
C1600
01700
01800
01900
02000
02100
02200
02300
02300
02500
02600
02700
02800
02900
03000
03050
03100
03200
03300
03400
03500
Q3600
Q3700
03800
033500

Q0100
00200
00300
00400
00500
00600
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00800
00900
01000
01100
01200
01300
01400
01500
01600
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P8.STaX: (P PD2 PD3 PDA POS PDE)

PRt ({PRODEY AND (OLD (RESPONSE} --> (LD »o}}

PD31 UPROI «DIRITS} AND (ELM «DIGIT>) -~ (RESPONSE YES) RESPOND)
PDA: ({(PROBE) AND (LLM) --> {RESPONSE NGO} RESPOND}

PD21 ({SET X1 X2) AND (PROBE) =-» (OLD es) X2 X1}

POS: (READY AND {SET) ABS ~->» {SET (ELM 1} (SET (ELM 4) (ELM 91D
POB: (ANY --> ATTEND)

PS.STIX START!
0. STM: (JUNK NI NIE NIL NIL NIL NILY
PD6 TRUE
0. ACTION- ATTEND
ATTENDING - INPUT NEXT STIMULUS = READY
t. ACTION- READY
2. STM: (READY JUNK NIL NIL ML NiL NIL)
PD5 TRUE
2. ACTION- (SET {ELM 1) (SET (ELM &) (ELM )1
3. STM: {{SET {ELM 1) {SET {ELM 4} (ELM 1)) READY JUNK NIL NiL NIL NL)
PDB TRUE
3. ACTION- ATTEND
ATTENDING - INPUT NEXT STIMULUS = {PROBE &)
4, ACTION- (FROBE &)
5. STM: ((PROBE 4) (SET (ELM 1) (SET (ELM 4) (ELM 97)) READY JUNK NiL NIL NiL)
PD2 TRUE
5. ACTION- (OLD =+}
6. ACTION- X2
7. ACTION- Xi
B. ST ((ELM 1) (SFT {ELM 4} {ELM 9} {OLD {SET (ELM 1} (S8ET (ELM &) {(ELM 8))))
(PRODE 4} READY JUNK NIL)
PDA TRUE
8. ACTION- (RESPONSF MO}
9. ACTION- RESPOND
10. ACTION- (NTC (RESPONSE ANYY)
11. ACTION- (SAY ANY)

senndsrene NO

Fig. 12. Run of PS.ST3IX showing error.

X1: (VAR)
X&: (VAR}
X3: (VAR)
X4: (VAR)

1

PS$.574: (PD1 PD2 PDJ PD4 FDS PDE PD7 PDS8 PD9)

'

PD1: ((PROBEY AND (DLC {RESPONSE) --> (OLD 1)

PD2: ((SET X1 X2 XJ %£4) AND (PROBE) --> {OLD #r) X4 X3 ®2 X1}

PD3: ((SET X1 X? X3) AND (PROBE) --» {OLD ##) X3 X2 X1)

PO ((SET X1 X2) AND (PROBEY --> {OLD #w} X2 X1)

PDS: ((SET X1} AND (PROBE) --> {OLD ) X1)

PD6: ((PROBE <DIGIT~) AND (ELM <DIGIT>) --> (RESPONSE YES)
RESPOND)

PD7: {((PROBEY AND (E1 M) --> (RESPONSE NQ) RESPOND)

PD8: (READY AND (SET) ARG ~e>
(SET (ELM L) (ELM A} (ELM 931

PD9: (ANY --> ATTEND)

}

Fig. 13. PS.ST4: Linear representation.
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properties, we have found minor variations of the same
scheme that re-instate the terminating cenditicn, and
appear to be sgomewhat more efficient than the exhaus-
tive scheme.

Figure 13 shows an alternative form of encoded
representation that appears to overccome these difficul-
ties, A& set 1is now represented by a linear expressicn,
e.g., (SET ABCD) , Such gets cannot be decoded re-
curgively, but require a get of productichs, one member
for each set size. Thus, PD2 to PD5 1in P8.8T4 accom-
plish jeolntly the decoding of a set 1in 8TM 1into 1te
elements. The recogniticen cof the larger sets occcur
before smaller ones, since by the matching rules of PSG
the productions for smaller sets would alsoc be satisg-
fied by larger s=ets. The maximum size sget admitted in
P8.8T4 1z four elements; 1t could be extended to any
specific upper limit.™

The decodling now occursg within the action sequence
of a single preduction. Thus, it takes minimal time
(N*T.acticn) and there is no opportunity tec slip in the
evocation of a production (i.e., PD&) that would termin-
ate the search. The rest of PS.ST4 is the same as in
P8.8T3. Figure 14 shows a run cn a posgitive casge that
illustrates how the decoding goes.

Throughout the discussion we have ignored where
the positive set came from. In the first examples
{PS.ST1 and PS.8T2) we gimply pogited the elementsg in
STM initially. In the later examples (PS.S8T3 and
P8.8T4) we posited a set 1in LTM already assimllated inte
a production and in the encoded form we wished to work
with. We have set to one side the way new producticns
are created in LTM (i.e., the gquestion of LTM acgquisi-
tion as it shows up in our gystem), but the mechanics
of encoding are within our purview.

Figure 15 shows PS.38T5, which is an augmentation
ot PS.ST4 to encode a gequence of incoming elements

““The capacity of STM would appear to limit the size
of the sets that could be successfully deccded; sc also
could the capacity of the variable buffer store.



VISUAL INFORMATION PROCESSING

00100 0. STM: (JUNK NIL NIL NIL NIL NIL NIL)

00200 PD9 TRUE

00300 0. ACTION- ATTEND

00400 ATTENDING - INPUT NEXT STIMULUS - READY
00500 ~

00600 1. ACTION- READY

00700 2. STM: (READY JUNK NIL NIL NIL NIL NIL)

00800 PD8 TRUE

00900 2. ACTION- [SET (ELM 1) [ELM 4) (ELM 9))

01000 3. STM: ({SET {ELM 1} {ELM 4) (ELM 9]) READY JUNK NIL NIL NIL NIL)
01100 PD3® TRUE

01200 3. ACTION-ATTEND

01300 ATTENDING - INPUT NEXT STIMULUS - (PFROBE a)
01490 ~
01500 4. ACTION- [PROBE 4) <

01600 5. STM: ({(PROBE 4] (SET (ELM 1) {ELM 4) (ELM $)) READY JUNK NIL NIL NIL)
01700 PD3 TRUE
01800 5. ACTION- (OLD *+)

01200 6 ACTION X3

Q2000 7. ACTION- X2

02100 B. ACTION- XI

02200 9. STM: {{LLM 1) (ELM 4) (ELM 9) (OLD (SET (ELM 1) {(ELM 4) (ELM 9)}}
02250 (PROBE 4) READY JUNK)

02300 PD8 TRUE

02400 9. ACTION- [RESPONSE YES)
02500 10. ACTION- RESPOND

02600 11. ACTION-(NTC (RESPONSE ANY))
02700 12, ACTION-(SAY ANY)

02800

Q2900 *rererssrs  YES

as3poo

az100

Fig. 14. Run of PS.9T4 on pesitive case.

into a set with the linear encoding. Figure 16 sghows
a run where thls encoding coccurs, s=topplng at the polnt
where one would go 1nte the rest of the Sternberyg task
with a READY and a (PRCBE). Again, there has to be a
separate production fot each set size, since each item
of the get has to be acquired ({(with a variable)} and
then the new get c¢reated. A gimilar program can be
written to construct sets in the nested representation.
In this c¢ase, only a pair of productions 1s needed (as
shown in Figure 17, which gives only the enceding part
of the complete system). This pair has the; property
that it can construct indefinitely large sgetg, though
ot course the sgetsy must still be decoded sgtep by step.
We have attended primarily to the equality between
the salope of the responsge time for pogitive responges
and negative responses, when regponsge time 1s plotted
against the size of the posgitive set. However the
negative response can differ from the positive response

{(Point 6 in our list of empirical properties). This
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00100 PS.ST5: (PO1 PDZ #D3 PDA PDS POB POY PDB FOY PDLO POL1 POIZ)
Q0200

DO30G  PD1: (PROBE) AND (OLD (RLSPONSE]) -=> (OLD s4})

00400 PD2: {(SET X1 X2 X3 X4} AND (PROBE) —-> (OLD s} X4 X3 X2 K1)
00500 PD3: ((GET X3 X2 X3) AND {PROBE) -—> {OLD ++) X3 X2 X1
00600  PDA: ((5LT X1 X2) AMD (PRGGED ~-» (OLD +4) X2 X1)

00700 PDS: ((SLT X1 AND (PROBE} --> {OLD »&) K1)

00800 PD6: ((PROBE <DIGIT>) AND (ELM <DIGIT>) -=> (RESPONSE YES)
00300 RLCSPOMD)

01000 PD7: (1PROBL) AMD (ELM) --» (RESPONSE NO) RESPOND)

Q1100 PD8: (X1 = (ELM) AND X2 == (ELM) AND READY -

01200 (00D ##) (NTC (ELM)) (OLD o} (SET %2 K1)

01300 PD9: (X1 == (ELM) AND (SET X2 X3 X8) AND PEADY --»
01400 (DLO we) (NTC (SETH (OLD #2) {SET X2 X3 X4 X1))
O1500 PDIO: (X1 == {11 M) AND (SET X2 X3) AND READY -5
01600 (OLEY #0) (NTC (SFT)) {OLD o») {SET X2 X3 X1}
01700 PDJ1: (X1 = (ELM) AID SET X2) AND READY -->
C1800 {OLD #¢) (N1C (SE1) (OLD ##) (SET X2 X 1)}
Q1900  PD12: (ANY --> ATTEND)

Q2000 ;

Fig. 15, PS,ST5: Linear representation, encoding
and decoding.

affect can be attributed to a response bias--that is,
the subject sets himself to respond one way, e.g., YES
s0 that the expected response occurs more rapidly than
the unexpected cne. Such a bias could presumably be
adopted in either direction, which is in accord with

the empirical findings. (For instance, if there 1s an
appreciable frequency difference between the occurrences
of positive and negative instances, then the response

is quicker to the more frequent.)

Given a system such as we have been considering,
we can ask how, or whether, a response bias can be
programmed to permit a more rapld response in one or
the other case, Figure 18 shows a solution, PS.ST7,
that puts the (RESPONSE YES) element in STM in advance,
80 it does not have to be done by the positive response
production (PD6). We do not show what determines which
way the bias goes; from the structure of the production
system it could be either way. The actual size of the
bias depends on the difference between PD6, which now
simply executes RESPOND, and PD7, which has the burden
of changing the response to NO. We have shown three
different productions, PD7A, PD7B and PD7C. The first
does not bother to neutralize (RESPOND YES), but simply
puts a (RESPOND NO) ahead of it in STM. Presumably
this raises some problems about a freely wandering
(RESPONSE YES), but perhaps this could be neutralized
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00100 0. STM: {JUNK ML NiL NL NIE NIL NIL)

0200 PD12 TRUE

00300 ©. ACTION- ATTEND

00400 ATTENDING - IWPUT NEXT STIMULUS =« READY
00500 ~

00600 1. ACTION- READY

00700 2, STM: (READY JUNK NIL MIL ML NiL ML)

00800 PDIZ TRUE

00900 2. ACTION- ATTERD

03000 ATTENDING - INPUT NEXT STIMULUS = (ELM 1)
oL1C3 ~

01200 3. ACTION- (FLM 1)

01300 4. STM: {(ELM 1) READY JUNK NIL ML NIL NiL)
01400 POI2 TRUE

01500 4. ACTION- ATTEND

01600 ATTENDING - INPUT NEXT STIMULUS = (ELM 2)
Q1700 ~

01800 5. ACTION-{ELM 2)

01900 6. STh: ((ELM 2) {(ELM 1) READY JUMNE NIL NIL ML)
02000 PD8 TRUE

02100 6. ACTION- {OLD *¢)

02200 7. ACTION- {NTC {ELM))

02300 8. ACTICN- {OLD *)

02400 9. ACTION- [SET X2 X1)

02500 10. STM: {(SET (ELM 1) {ELM 2)) {OLD (ELM 11 {OLD (ELM 2)) READY JUNK NiL ML)
02600 PDL2 TRUE :

02700 10. ACTION- ATTEND

02800 ATTENDING - iINPUT NENT STIMULUS = (ELM 3)
02900 ~

03000 11, ACTION- {FIM 3)

03100 12. STM: ({ELM 3) {SET (ELM 1) {ELM 2)} (OLD (ELM 1)) {OLD {ELM 2)) READY JUNK NiL)
03200 PDIO TRUE

03300 12. ACTION- {OLD #*)

03400 13, ACTICN- {NTC {SET)H

Q3500 14, ACTION- (OLD #%)

03600 15. ACTION- (SET X2 X3 X1}

03700 16, STM: ((SET (ELM 1) (ELM 2) (ELM 3)) {OLD (SET {ELM 1) (ELM 2)1) {OLD {ELM 32}
03750 READY (OLD (ELM 11 {OLD {ELM 2)) JUNK)
03800 PDi2 TRUE

03900 16. ACTION- ATYEND

04000 ATTENDING - INPUT NEXT STIMIALUS « (PROBE )
04100

Fig. 16. Run of PS.S875 on encoading part only.

001C0 PDS: (X] w= (ELM) AND X2 == (ELM) AND READY ~->

00200 {OLD sx} (NTC (ELM}} (OLD +#} (SET X2 X1))
00300 PD6&: (X1 == (ELM) AND X2 == {SET) AND READY -->
00400 {OLD »2) (NTC (SET)) {QLD we) (SET X2 X{}}
00500

Fig. 17. Encoding productions for nested
repregentation.

after the response was actually made. PD7B and PD7C
both mark the YES respond OLD, PD7B does so by locating
the response element in its condition part; PD/C takes
an extra NTC action to locate it. Thus, we have a range
of time differences depending on which mechanism we

opt for.
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00100 PS.ST7: (PD1 PD2 PD3 PDA PDS FD6 PD?X PCB PO9 PDIO PDI ) PDI2
Q0200 POL3)

00300

00400 POL: ((PROBF) AND (LD {RESPONSEN -=» {OLD 92
00500 PD2Z: ((SET X1 X2 X3 X4) AND (PROBE} --> (OLD »+) X4 X3 %2 X1}
Q0600  PD3: ((SET X1 X2 X3) AND {PROBE) --> (QOLD ) X3 X2 X§)
00700 PD4: {(SET X1 X2) AND {PROBL) --> (OLD =4} X2 X1}
00800 PD5: {(SET Xi} AND (PROBE) --> (OLD #3) X1}

00900 PD6: ((PROBE ~DIGIT>} AND (ELM <DIGIT>} =«» RESPOND)
01000 PD7A: ((PROGE) AND {ELM) --> (RESPONSE NO) RESPOND)
01100 PD78: {RESPONSE) AND (PROBE} AND {ELM} --> {CLD #s)
01200 {RESPONSE MO RESPOND)

Q1300 PO7C: ((PROBEY AND (ELM) --> (NTC {(RESPONDY) (OLO »)
01400 (RESPONSE NQO) RESPOND}

01500 PD8: (X1 == (ELM) AND X2 == (ELM} AND READY ~->
01600 (OLD ##) (NTC (ELM)) {OLD *#) (SET X2 X1L))

01700 PD3: (X1 == (ELM) AND (SET X2 X3 X4) AND READY -->»
01800 (OLD #¢) (NTC (SETY) (OLD 2#) (SET X2 X3 X4 X1}
01900 PR1O: (Xt == {ELM} AND (SET X2 X3) AND READY -->
02000 {OLD #+) (NTC (SETH {OLD #») (SET X2 X3 X1}

02100 PO11: (X1l == (ELM) AND (SET X2) AND READY -->

02200 (OLD x4} (NTC (SET)) {OLD ##) (SET X2 X1}

02300 PODLI2: (READY AND (RESPONSE} ABS --> (RESPONSE YES))
02400 PDIL3: (ANY --> ATTEND}

02500 ;

Fig. 18. PS.ST7: PS.ST5 with response bilas,
Summary

The final production system, PS5.S5T7, comes close
to satisfying the several empirical propositions listed
earlier: the linear dependence on set size, the
equality of slope for positive and negative cases, the
constant difference between positive and negative cases,
and the lack of a serial position effect,

However, the situation is not perfect. We can
write the total response time as:

T = T.external + 3I*T.evoke
+ (6 + X)*T,action + N*T.action

where X = 0 for the positive case
X=1, 2, 3 for the negative case
for PDJ7A, B, C respectively,

Actually, this equation contains a small addition to
the constant part., If the system is actually run
through both the encoding and decoding stages then
(RESPONSE) gets lost from STM before it is called by
(PROBE) after decoding. This can be aveided by the
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addition of another production that brings (RESPONSE)
to the front when (PROBE) i1s first detected:

PDX: (READY AND (PROBE) AND (RESPONSE) —-> (OLD ##))

This production goes right after PD1., It marks READY
as old to avoid repetition of PDX itself; READY has in
fact done its job of controlling the encoding and ini-
tiating the response when (PROBE) occurs. PDX adds one
T.evoke and one T.action to the constant part of T
above, since it is evoked on every occasion.

The experimental value of the slope of time
against set size is around 35 ms. Hence from the
equation above, T.action must be around 35 ms. The
difference between positive and negative cases 1s
either 1, 2, or 3 times T.action, which is to say,
either about 35, 70, or 105 ms, Empirically this
difference is often found to be around 50 ms, which
lies halfway between the two values for A and B,

Notice that both the slope and the positive-negative
difference are determined solely by T.action. T.evoke
enters the equation only as part of the total ordinate.
since this also containg various peripheral perception
and motor response times (here symbolized by T.externalh
there is no way to derive any independent information
about T.,evoke., The best we can do is make a check of
reasonableness. Since the total ordinate is around

350 ms, there is about 140 ms available for T.external +
3I%T.evoke, which does not seem out of bounds if T.evoke
1s not too large,

There is little point in attempting to assay the
seriousness of the discrepancy between the theoretical
and empirical values for the positive-negative Jifference
or to explore various potential explanations, The model
is still enough within the ball park to remain worth
considering. Other more pressing issueg need exposing.

Let us note what the control structure has accom-
plished for us so far, First, we have been able to
approach the task of binary classification in the
Sternberg paradigm as a programming task. We could
tell when an arrangement accomplished the task and when
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it did not.!3 oOnce a viable production system was
discovered, all of its properties were fixed, to the
extent that we had settled on an explicit timing model.
Thus, explicit predictions follow for the entire range
of inputs.

In thig view PSG represents the basic structure
of the human information processing system. It follows
that agny program written in PSG should be a viable
program for. the subject, Only such an assumption per-
mits us simply to program the task in PSG. However,
nothing has been provided to determine which of all the
feasible production systems will come to govern the
subject's behavior. Our example makes clear that the
multiple production systems are possible. Without a
theory of which system is selected the total view
remains essentially incomplete.

General considerations of the adaptivenesa of
human behavior lead one to adopt the following:

Prinaiple of adaptation: Other things
equal, the subject will adopt that
production system that more closely
obtains his goals.

It is, after all, a principle of this sort that leads
ug to believe that the subject will come to perform the
task at all, once instructed. For we do not believe
that the subject comes equipped with a preformed organ-
ization for doing the Sternberg task (before encounter-
ing it for the first time). This organization is com-
posed in response to the demands of the task, i.e., the
subject himself selects this organization, presumably
from among others that he could adopt that would not
solve the task. That he should also be able, say, to
use one organizatiom that takes less time than another
is simply another application of the same principle.
Why then does not a subject use the more efficient

13§e do face verifying that the program does in fact
work, i.e., debugging the program. While simple for
the task at hand, it can become a serious problem,




- 33 -

VISUAL INFORMATION PROCESSING

schemes, such as PS,.ST1 which recognizes the action in
a time independent of set size and (importantly) less
than for the other systems? Resolution can be sought
in several directions. Possibly the timing model is
wrong, or the particular structure of PSG, or the
gendral structure of production systems, A different
sort of possibility is that additional constraints
exist that limit the production systems that are pos-
sible or selected. For example, if the subject can't
learn a given type of production system or assemble it
on demand, then it can be excluded from the feasible
set. Something of this sort, perhaps, makes us hesi-
tate at splitting the response productions on both
sides of the decoding productions in PS.ST3 (Figure 13).
We have reason to be leery of the linear ordering of
productions, since we do not interpret a production
system as considering productions serially, but rather
in parallel. TIf productions are not completely inde-
pendent, but are developed in subsystems, arbitrary
ordering may not be possible.

Notice that the set of all production systems
plays a somewhat different role here than does, say,
the set of all Markov processes in mathematical learn-—
ing theory. In both cases the set in question is
indeed the set of all theories under congideration.
But with the Markov process the problem of selection
is one of descriptive adequacy (i.e., of the fit to the
data). In the present case, since the selectlen is
ascribed to the subject {by a not yet formulated pro-
cegs, unfortunately) we must confront the issue of why
psychologically one rather than another production
system occurs--in addition to the gquestion of whether
it fits the data.

Leaving tco one side for the moment the major issue
Just raised, working with the production systems has in
fact led us down a somewhat new path in theorizing
about the basic phenomena in the Sternberg paradipgm,
The basic linear effect is ascribed not to a search
process but to a decoding process., This solution was
discovered in the attempt to find a production system
that fit the basic phenomena. One can find in the
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literature some suggestiong that encoding may be
involved (e.g., Sternberg, 1970), but no genuine
presentation of such a theory is known to me. This
at least illustrates that the additicnal level of
detail of a control system theory serves to generate
new hypotheses about the mechanisms involwved.

This aggumption about decoding is sufficiently
novel and sufficiently central to the model, that it
rates additional investigation. This will let us ex-
plore additional aspects of what a detailed theory of
control can provide.

The Decoding Hypothesis

We wish to explore the decoding hypothesis and
attempt to discover whether it ig reascnable, or
whether (ag introduced) it ig to be viewed as a deus
ex maahina to permit the construction of a production
System that happens to fit the empirical data. There
are two directions (at least) in which to loock. First
we can search for basic theoretical reasons why the
decoding should exist. Second, we can look at other
tasks to see whether they too seem to require the
decading hypothesis.

Why Decode?

The argument starts Ifrom the generally accepted
view (within an information processing thecory of human
behaviecr) that subjects encode stimuli ubiquitously.
Hence, the argument goes, the system ig simply unable
te pick & production system that does not do the encod
ing, hence the decoding.

The argument has perhaps some force, though it is
better when kept rather general. In detail, it would
not seem to rule out the decoding of the set upon re-
ceipt of the ready signal, rather than the probe, so
that by the time the prcbe came along only the instan-
taneous matching productions would need to be evoked.
This would not be possible in the dynamic versions of
the task where the set is given sequentially right up
to the problem. But we know that the behavicr in the
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static task (the positive set in LTM) and the dynamic
tagk (the positive get given each time) are essentially
the same. Thus we must gtill face the issue: Wiy not
decode the positive set intoc STM at the ready signal?

Let us return to the guestion of sgdaptive behavior
raised in the prior section in a more pointed way: Why
should the subject encede and decode a set rather than
leave it in S8TM where the task can be performed in a
single recognition (ag in PS.8T1)? Consider the follow-
ing agsumption:

Agsumption of Unreliable STM: The
contents of 8TM are sufficiently
variable, noisy and unreliable that
the gubject will adopt production
gystems with lower risk from STM
unreliability.

Unreliability of STM could be the case because it fades
rapidly or because it 1s the confluence of uncontrolled
input from many sources, koth from LTM and from percep-
tion. The production system itself is consonant with
such a view. Imagine, as argued earlier, that the
small production system that we use to describe the
program of the subject is really embedded in a wvery
large system, From time tc time other productions may
be evoked instead of the ones in cur set. The only
effect of these, mostly, may be to add junk to the
memory and to add scme time to performance (g few

T.evokes and T.actions). From a control point of view
the procesgs locks like cycle-stealing (as it goes on
in most computers today for input/output). From a data

point of view it makes the STM unreliable.

Given such a sgituaticn the raticnal way to obtain
reliable behavior 1s to work with programs that are as
safe as possible—in which the parts of the program are
positively coupled. In the case at hand, if the total
organization {(our PS.8T7) both dumps the elements into
STM and then tests for a match, then the test production
can operate with the knowledge that the elements of the
set are all there. It is a reliable method for solving
the problem. If the system (PS.ST1l} simply scans
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whatever is in STM at the probe signal when the set
was dumped earlier at the ready signal, then it is not
gafe, The chance of a apurious NO is appreciable and
even the chance of a spurious YES increases., What 1if
the subject thinks about some possible element during
the interval between READY and PROBE--he has no way of
guaranteeing that he will be able to distinguish it
from a true element. Note that he caanot process such
a stray thought, since processing conflicts with being
prepared to react to the PROBE when it comes,

This argument essentially introduces a second
criterion, reliability, in addition to speed as a
governor of the production system that the subject will
construct. We have thereby preserved the principle of
adaptation. Against this we have only a qualitative
notion so far of how to assess the reliability (as seen -
by the subject) of a proposed production system. In
the case at hand, an ad hoc argument goes some ways
toward establishing that the speedier production system
is less reliable than the slower cne (which is also the
empirically correct one). We should at least package
this assumption in a principle:

Prineiple of Coupled Systems: When
attempting to behave reliably the
subject uses production systems
where early evoked productions
produce guarantees on the contents
of STM that can be utilized by
later productiong (thereby coupling
the productions together),

The argument above leads directly to two quali-
tative hypotheses, one rather easy to verify, another
much harder. First, if the selection of PS.ST7 over
PS.STl is due to a requirement for reliability, then
releasing that requirement should move subjects to
adopt PS.ST1l. As mentioned at the beginning of the
paper, the conditions for the Sternberg paradigm are a
low error rate {of the order of a few percent). If one
permitted much higher error rates and paid off for speed
only, one should see the slope disappear. It is unknown




- 37 -

VISUAL INFORMATION PROCESSING

of course, how much the error rate would go up, since
selection of the reliable system i3 based on a choice

of the subject in the face of a task demand, not on
demongtrated failure of the faster algorithm. Thia
experiment should be rather easy to carry out and indeed
the essential facts may already be known (though I don't
know them),

The second hypothesis comes from noting that we
have an instance of the speed-accuracy trade-off, which
is a general phenomenon much studied in the literature.
One of the features of that literature {which we cannot
review here) is that no mechanisms are proposed as to
how a speed-accuracy trade-off is possible. One often
proposes to represent such a trade-off by a criterion
parameter which can be changed. But (to my knowledge)}
this never is embedded within a model for how such a
parameter effects a shift to greater speed at the
expense of accuracy or vice versa. The hypothesis then
is that the space of feasible programs 1s indeed rela-
tively large and that selection (construction) of dif-
ferent production systems with slightly different speeds
and reliabilities provides the underlying ability of the
subject to trade off speed for accuracy., Within this
hypothesis, the freedom of programmability of production
syatems, far from being a disturbing theoretical feature
(reflecting a preference that a unique production system
exist for a task), is an essential aspect of the human
information processing system.

Wa state these two hypotheses to point out how
having a specific theory of the control system is able
to generate hypotheses of the rather global nature long
favored by experimental paychology.

Memory Span

A major advantage of a theory of the contrel system
is the applicability of the theory to a wide range of
tasks. One should be able to test an hypothesis, such
as the decoding hypothesis, against its indicated use
in other tasks. A particularly transparent task from
this viewpoint is the standard auditory memory span
test.
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We can take the task as receiving a sequence of
elements, each of which can be perceived as a chunk,
When the signal to repeat occuxs, the subject is to
repeat the sequence exactly.

Figure 19 gives a production system PS,MS1l, for
performing the memory span test in the most obvious
way. The subject lets the elements accumulate in STH
and then, upon REPEAT, proceeds tc respond with each
one, It keeps from repeating an element by marking
each element used. Thus, we get a production system
of only three productions: PDl to emit the response
and mark old; PDZ te terminate the trial by deactivat-
ing REPEAT when no more elements are left; and PD3 to
attend to the envircnment, We do not include an ini-
tial ready signal in this simple versiom.

Figure 20 gives a run of PS.M5]1 on a sequence of
three elements, We have modified the executive struc-~
ture so that the ATTEND operator goes to a list,
STIMULUS (given at the top of the figure), and attends
to each symbol successively. Although all members of
the sequence are emitted, the system does not aobtain
them in the correct order. A moment's consideration
shows that this is not a fluke. The STM is indeed a
stack-like memory which performs generally in a last-
in first-out manner,

How can this order be reversed? There are two
directions to explore: reversing at response time; and
reversing at input time so that the regponse process
works off something in the right order, Let's consider
each in turn.

Simply tring to pick up the last element of a
given type in STM appears difficult. The subject
(i.e., the production system) knows about the elements
only that they belong to the same type (e.g., are marked
ELM). The nature of the match is such that the more

00100 PS.MSI: (PD1 PD2 PD3}
oD200

00300 PD1: ((ELM X1} AND REPEAT --» {OLD %) (RESPONSE K1) RESPOND)
00400 PD2: (REPEAT AND {ELM) ABS --> (OLD =)}

00500 PDJI: (ANY --» ATTEND)

00600

Fig. 19. PS.MS1: Simple PS for memory span.
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STIMULUS: {{ELM A) (ELM B) (ELM C) REPEAT)

PS.M51 5TART!

0. STM: (JUNK NIL WIL NIL ML NIL NIL)

PD3 TRUE

0. ACTION- ATTEND

ATTEND T10: (ELM A}

1. ACTION- (ELM A)

2. STM: (ELM AY JUNK NIE ML NIL ML NiL}
PD3 TRUE

2. ACTION- ATTEND

ATTEND TO: (ELM B}

3. ACTION- (ELM B)

4, STM: ((ELM B) {ELM A} JUNK ML ML NIiL NIL)
PD3 TRUE

4. ACTION- ATTEND

ATTEND YO: (ELM O

5. ACTION- (ELM C)

6. STM: ((ELM C) {ELM B) (ELM A} AR NIL NIL NIL)
PD3 TRUE

6. ACTION- ATTEND

ATTEND TO: REPEAT

7. ACTION- REPEAT

2 STM: (REPEAT (ELM C) (ELM B) (ELM A) JUNK NiL NIL)
PD1 TRUE

& ACTION- {OLD +#)

9. ACTION- (RESPONSE X1)

10. ACTION- RESPOND

1i. ACTION- (NTC {RESPONSE ANY))

12. ACTION- {SAY ANY)

(2221 TETTE I o

13, ACTION- (OLD #%)

14, $Th: ((OLD (RESPONSE C) (OLD {ELM C)) REPEAT (ELM 8) (ELM A) JUNK NIL.)
PD1 TRUE

i4. ACTION- {OLD #1)

15. ACTION- {RESPONSE X1)

16, ACTION- RESPOND

17. ACTION- (NTC (RESPONSE ANYH

18. ACTION- {SAY ANY)

stEtaskars B

19. ACHION- (OLD #3)

20. 5TM: ({OLD (RESPONSE B} (OLD {ELM 81 REPEAT (OLD {RESPOMNSE C))
(OLD {ELM C)) (ELM A) JUNK)

PD1 TRUE

20. ACTION- (OLD «)

21. ACTION- (RESPOMSE X1}

22. ACTION- RCSPOND

23, ACTION- (NTC (RESPONSE ANYY)

24. ACTION- (SAY ANY)

trsenrsene A

Fig. 20. Run of PS.MSL.
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recent elements will be selected first, Thus, the only
way to get the last element is by brute force~-by pro-
ductions that latch onto all preceding elements. One
needs a set of productions of the form:

X1 AND X2 AND X3 AND X4 --> ...
X1 AND X2 AND X3 --> ..,

X1 AND X2 --> ,,.

Xl —> ..,

While this hears some resemblance to the encoding pro-
ductions, it still seems like an uncomfortable way to
do business,

An alternative strategy is to mark each element
as it enters in a unique way so that that production
system can know about the first one. This essentially
produces an STM paired-assoclate structure, e.g., -

STM: (... (ELM3 C) ... (ELM2 B) ...(ELM1 A) ...)

With this arrangement the response productions have to
be an explicit set, knowing first to respond with
(ELM1), then with (ELM2), etc. Again, it seems a
possible, but awkward strategy, However, an attempt

on the part of a subject to use the 1-BUN, 2-SHOE, ...
mnemonic on the memory span test would be an application
of this, (General experience is that presentation rates
of 1 symbol/sec are too fast for this.)

As a final example of the reverse-while-responding
strategy, the system could respond internally as in
Figure 20, which reverses the order, and then respond
again externally, thus emitting them in the right order.
This is also a conceivable strategy and in slightly
different circumstances can be detected (e.g., in recit-
ing an alphabet backwards, McLean & Gregg, 1967). It
seems an unlikely strategy in the simple memory span.

It should produce a substantial delay before the first
response; further, the task of repeating the set back-
wards should be easier than repeating it forwards and
should not have the delay. Empirically these seem not
to be the case.
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Turning to gtrategies of reverging on input, the
attempt to do thig for each element at each moment of
input creates a fair amount of thrashing, In which the
sot of already ordered elements must be brought in
front of each new element and still left in the same
order.

A second scheme ie to encode the elements on
input, just as we have done for the Sternberg task.
Thig leaves a single chunk in 5TM which is decoded in
the right order at response time. Figure 21 gives a
production system, PS.MS2, for this encoding. To show
the ralationship to the Stermberg task we have labeled
the productions with the oneg they correspond to in
PS.5T7 (Figure 18), the final produetion aystem for
the Sternberg task. Producetiong PD1 and PDl.]1 are the
regsponge productions and are unique to the task. Pro-
duction PD1.1 is the response production for the mem—
ory span task, and takes the place of PD6 and PD7 in
the Sternberg task. PDI12 in the Sternberg task seta
the response bilas. Thia is not a feature of the memory
span task, so0 it is missing as well. Corresponding
productions are not all identical. The encoding
productions (PD8 - PD1l)} are the same. However, the
decoding productions (PD2 - PD5) are responsive to
REPEAT rather than to (PROBE). To make them identical
would require anothar level of indirectness--one that
might be expected perhaps in the early stages of per-
formance (when the subject, in effect, muat interpret

00LO0  PS.MS2: (POI PDLL PDZ PD3 PDA PDS POB PDY POLO POLY PD13)
v

O0I0  POL: (REFEAT AND (ELM) ADS AND {SET) ABS === (OLD )}

00400 PDL.L: ((ELM X1} AND RFPEAT --» (OLD wa) (RESPONSE X 1) RESPOND)
00500 PD2: (SET XI X2 X3 X3) AND REPEAT --> (OLD sx} X X3 X2 X i}
00600  PDA; ((SET X1 X2 X3) ANU HEPEAT —-» (OLD »&) X3 X2Z K1)

G000 FDA: ((SET X1 X2) AND REPEAT --> (OLO ##) X2 X1}

QO8G0  PD%: ((SET X1 AND REPEAT »-» (LD #¢) X})

00800 PDE: (X1 =» {ELM) AND X? == (ELM) AND READY --»

(1] [4)a]4] (OLY we} {NTC (ELMY) (OLD »#) {SET X2 X1}

OLI00 PDO: (X1 =w (T M) ARQ (GET X2 X3 X4) AND READY --5
Q1200 (OLO =#) (NTC (SETH (OL0 =4} {SET X2 X3 X4 X1}
Q1300  PDLO; (X1 == (ELM} AND [SET X2 %3) AND READY --»
1400 {OLD wo) (NTC {SET)) (QLD *#) (SFT X2 %3 X1))
QL5600 PDLI: (X] == (ELM} AND {SET %2) AND READY -->
01800 (OLD *x} (NTC {SETH (OLD «a) {SET K2 X1}}
L7000 POL13: (ANY --> ATTEND)

QL8oD

Fig. 21. PS.M32: PS5 for memory span, with encoding.
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the signal in terms of a common meaning—to decode) ,
but would presumably be adapted out with practice.
Finally, PD1, which recognizes the end of the task, is
respongive to different features in the two tasks.
Figure 22 ghowsg a run of PS.MSZ on a three element
sequence, which can be seen to perform appropriately.

Let us summarize. Substantively, we have found
that the encoding hypothesis is not only consigtent
with behavicr in another distinct task, but provides
an appropriate solution to a difficulty ({(the ordering)
that arises from the application of a naive formulation.
We showed, however, that it was not the only way to
overcome the difficulty. Some of the alternatives,
desgspite our disparagement, clearly represent alterna-
tives to be considered further. We indicated scme
ather tasks in which they appear to operate. Never-
theless, the encoding hypothesis comes through appear-
ing substantially less ad hoc.

Methodologically, we say that it was relatively
casy Lo move to a new task and to construct a theory
that had substantial contact with the initial one.
With a little care one could insist that exactly the

game theory {(i.e., the same total production system)
be able to perform both tasks. To be sure, some of
the productions will be unique to each task. Indeed,

they must be 1if the unique aspects of a task are to
be represented.

In seeking support for the decoding hypothesis in
the phenomenon of response order we have taken the
structure of the STM to be fixed. As we observed
earlier, it is the last-in first-out character of the
STM that creates this prcblem and makes it a fundamental
one. Alternatively, the solution might lie in changing
the structure of the underlving system. One can cer-
tainly construct STM models that have a first-in first-
out character and thus make the response order identical
to input order. However, such systems must ultimately
have other problems. For the underlving empirical real-
ity is that humans appear to behave in positive time
order (first-in first-out) in the short run and in
inverge time order (lagt-in firgt-out) in the long run.
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00100  STIMULUS: (READY (ELM A) (ELM B) (ELM C) REPEAT)
00200

00300 PS.MS? START!

00400 0. STM: (JUNK NIL NIL NIL NIL NIL NIL)

00500 POI3 TRUE

Q0600 0. ACTION- ATTEND

00700 ATTEND TQ: PFADY

00300 t. ACTION- READY

00900 2. STM: (READY JUNK NIL NIL NIL NIL NIL}

01000 PD13 TRUE

01100 2. ACTION- ATTEND

07200 ATTEND TO: (ELM A)

01300 3. AGTIQN- (ELM A)

01400 4. STM: ((ELM A) READY JUNK NIL NIL NIL NIL)

01500 PD12 TRUE

01600 4. ACTION- ATTEND

01700 ATTEMD TO: (ELM B)

01800 &, ACTIGN- (ELM B)

01900 6. STM: ((ELM B) (ELM A} READY JUNK NIL NIL NIL)

02000 PD3 TRUE

02100 6. ACTION- (OLD *«

02200 7. ACTION- (NTC (ELM))

02300 8. ACTION- (OLD

02400 9. ACTION-(SET X2 XI)

02500 10, STM. ((SET (ELM A) (ELM B)} (OLD {ELM A)) {OLD {ELM B)) READY JUNK NIL NIL)
02600 PD13 TRUE

02700 10. ACTION- ATTENG

02800 ATTEND TQ: (ELM CJ

02900 11. ACTION- (ELM C)

03000 12, STM: ((ELM C) (SET {ELM A) (ELM B)} (OLD (ELM A)) (OLD {ELM B)) READY JUNK NIL)
03100 PDIOTPUE

03200 12, ACTION- (OLD =7}

03300 13 ACTION- (NTG (SETY

03400 14 ACTION-(OLD **

03500 15 ACTION- (SET X2 X3 XI)

03000 16. STM (SET (ELM A) (ELM B) (ELM C)) (OLD (SET (ELM A) (ELM B») {OLD (ELM C)>
03650 READY (OLD {ELM A}) (OLD (ELM 8)) JUNK)

037C0O  PD13 TRUE

03300 16, ACTION-ATTEND

03900 ATTEND TO: REPEAT

04000 17. ACTION-REPEAT

04100 18. STM: (REPEAT (SET (ELM A) (ELM B) (ELM Q) {GLD {SET (ELM A) (ELM B)»
04150 'OLD {ELM C)> READY (OLD (ELM A3) [OLD [ELM B]))
04200 PD2 TRUE

04300 18. ACTION-(OLD =*)

04400 19. ACTION-X3

04500 20. ACTION- X2

C4600 21. ACTION- XI

04700 22. STM: ((ELM A) (ELM B) (ELM G) {OLD {SET (ELM 4) (ELM B) (ELM C}))
04750 REPEAT (OLD (SET [ELM A) (ELM B») [OLD [ELM CJ))
04800 PD1.4 TRUE

04900 22. ACTION-(OLD **)

05000 23. ACTION- (RESPONSE X1)

05100 24, ACTION- RESPOND

05200 25. ACTION- (NTC (RESPONSE ANY))

Fig. 22. Run of PS.MS52.
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05300 26, ACTION- (BAY ANY)

U540

DEVON  sesssvnsar A

[SLATEN 4]

05700 27, ACTION- (OLD +x)

GRARO 28 STM: ({OLG (RESPONSE A)) (OLD (ELM AY REPEAT {ELM B) {ELM C)
AT (D00 (ST (LLM A} (ELM B) (ELM €))) (OLD (SET (ELM A) (ELM B}
0BS00 POL. TRUE

QE00T P8, ACTHIN- {DLD =)

D610 29 ACTION- (RES['ONSE X1)

06700 30, ACTION . RESPOND

067300 3L, ACTION- (NTC {RESPONSE ANY))

086400 32, ACTION- (SAY ANY)

[¢1:1aT¢1e)

QG600  sesaesrsss G

QG700

Q600 33, ACTION- (LD =¥}

06900 34, STM: {01 D (RISPONSE 8)) (OLD (ELM B)) REPEAT (OLD (RESPONSE AD
06950 (LD {ELM AD) (ELM C) (OLD (SET (ELM A} (ELM B} {ELM CH)}
07000 POLL [RUE

Q7100 34, ACTION- (OLD +2)

Q7200 35. ACTION- (RESPONSE X1)

Q7300 36 ACTION- RESPOND

07400 37. ACTION- {NTC (RESPONSE ANYH)

a7a00 38 ACTION- (SAY ANY)

Q7694

Q7700  ¢shesxvsss

Q7800

Q7900 39, ACTION- DLL) #x)

TLOGT A0, STM KULL (ILSPONSE C) (OLD {ELM C) REPEAT (DLD {RESPONSE B))
QEOSG (QLD (ELM B)) (OLD {RESPONSE A) (OLD (ELM A¥)

05100 PR TRUF

05200 90, ACTION- (ULD ##}

05400 41 ST ((OLD REPEAT) {OLD (RESPONSE C)) (OLD (ELM C)) (OLD (RESPONSE B))
QE3LD (OLD (FLM @1 (DLD (RESPONSE A)) (QOLD (ELM AW

05400 PO13 TRUE

05500 41, ACTION- ATTEND

Q08600 END: NO PO TRUE

08700

Fig. 22 (continued).

Thus, there i3 a reversal at some stage (from primacy
to recency, if you like to think of it that way) and
the structure of the system must account for both
agpects.

Applications of the Theory

We have now developed a theory of the simple
Sternberg binary clasgification task that has modest
standing. It should be possible to apply it to the
experiments discussed in this symposium that make use
of similar task situations. To do this praoperly re-
quires that we extend the theory to these variant
situations, much as we did to the memory span task,
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keeping as wmuch communality with the original situation
as possible. However, there is a limit to an intro-
ductory paper and to go into the results of Posner
{Chapter 2) and Hayes (Chapter 4) in detail exceeds
those limits. Thus, we must be content with a cursory
examination of a few aspects. Methodologically, we

can make a virtue of this restriction, since it pro-
vides the opportunity to apply the theory in a qual-
itative way, thereby illustrating how such applications
might go. :

Perceptual Enhancement

The brief discussion in Posner's paper on the
phenomenological experience of perceptual enhancement
of the successful item in a Neisser paradigm offers a
pimple example. He observes that Cavanagh and Chase
(1971) found that in a Sternberg task with two probes
(one positive, one negative) the positive one only was
enhanced. Posner's argument was that this controverted
the use of the enhancement as an indicator of the
boundary between pre-attentive and attentive processes,
since much attentive processing (i.e., the search) went
on prior to the enhancement and did so for both probes.

The present model offers a somewhat different
characterization. Presenting two probes rather than
one has no effect on the linear-time component, which
is the decoding time. It might have an effect on the
intercept if the two probes are themselves encoded in
some way, or enter STM serially. One and only one of
the probes evokes the positive production (PD6). The
other probe simply does not evoke anythin%. Thus a
single decoding operates for both probes.!®

Examination of the production system puts the

Irhe actual slopes are somewhat higher than the
usual 35 ms. This complicates the interpretation. It
suggests (as only one among several alternatives) that
some subjects may have processed each probe separately
and that the data represent a mixture of methods.
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enhancement effect on PD6, which 18 to say on the
multiple occurrence of a variable in the matching.
This offers a clue about how one might explore the
details of the match processes. However, the present
model does not offer a clear interpretation of pre-
attentive versus attentive processes. First of all,
the model does not include a perceptual component so
that one can determine whether the match is or is not
part of the same apparatua that carries out percepticn.
No matter how one determines the latter question, the
mateh (the selection of the next production), and hence
the enhancement, is involved intimately with whatever
can be called attentive procegses, !’

Having gone this far, 1t is tempting to state a
hypothesis about the locus of consclous experience.
It is not to be asasociated with the content of any
memory, not even of STM which defines in an operational
sense what the subject 13 momentarily aware of, i.e.,
to what he can respond to in the next tens of milli-
geconds. Rather, phenomenal consciousness is to be
agnociacted with the aet of matching, and 1ts content
is given by the get of STM itema extracted by the
matched condition., Thus, it is an ephemeral fleeting
thing that never stays quite put and never seems to
have clearly defined edges (the never-step-into-the-
same-river~twice phenomenon). Tt seems like an inter-
esting hypothesis. That the hypothesis can he stated
in such a precise form is attributable to having a
datailed wodel of the control structura,

Reeency Effects

Posner's paper discusses several Sternberg-like
tasks in detail. A prominent feature of hils data is

15The diffuseness of this discussion only shows that
each theory puts its own classification on phenomena
and ene cannot easily discuse ene in terms of the other
(attentive versus pre—attentive derive from a certain
rough model of the total machinery).
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the non~linear relation to positive set size. This
leads him to plot all of his graphs against the
logarithm of sct size, since this tends to linearize
the curves gomewhat. This decision of how to display
the data makes me uncomfortable, I confess, since it
seems not to be theoretically motivated. In fact it
serves to obscure, rather than clarify the explanation
Posner provides in passing. He notes that the effect
may be a recency effect on the first item, namely, that
subjects respond more quickly to sets of size one than
to larger sets. If this 1s so, then the curves should
be linear for set sizes greater than one., However, all
the data are limited to three sizes, 1, 2 and 4, and
thus no direct empirical test of this 1s possible.

This recency phenomenon appears to be not unknown
elsewhere in the literature on the Stermberg task and
geems to be agsociated with dynamic presentation--
defining the set just prior to test——with a relatively
short delay between set definition and probe. Posner's
experiments fit this format, since they run from set
to probe continuously (at half second pacing) and
without warning.

An explanation is not far to seek within the
present theory, consisting of both the production
system framework and the decoding hypothesis. With
set size of one the system delays encoding until the
second element arrives. If instead the probe arrives,
then there is no decoding step; rather, the system
simply responds. In fact, if one runs the full range
of set sizes one fiands the recency effect.. From the
formula given earlier, which expresses the correct
linear growth,l6 one gets:

T(1l) = 3*T.evoke + 6*T.action + 1*T.action

= 3%T_ ovoke + 7*T.action

161q deriving that formula we siwply did not reflect
the special circumstances of the special case. A care-
ful enough analysis would have revealed it, of course,
and perhaps the perspicacious reader in deriving it
independently detected the flaw.
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The measured value 1s:
T{1)' = 2*T.evcke + 5%T.action

This provides a difference of T.evoke + 2*T.actlon,
which iz something in excess of 70 ms, taking the 35 ms
figure for T.action. This is somewhat high for the
meagured values, which run 40 - 60 ms. As with the
digcrepancy on the response bias, we do oot know whether
or not to be disturbed by the approximate fit., Basi-
cally, the ambilpulty of interpretation arises becauses
the experimental numbers are averages over trials and
over gubjects. This means they are undoubtedly gener-—
ated by mixtures of strategies to some unknown extent.

Posner's Figure 2 shows a gtrong serial position
effact for a det size of four. Thizs ig a recency effect
in which the last item (the fourth} is processed about
S0 mg faster than the other threa, which are reasonably
censtant. Our theory as it atands does not handle this,
gince it produces the recemcy phenomenon only for sets
of one. We can extend it to the new situation, however,
if we asgume that the subject can react to the last
element directly, even though he has zlso encoded ic.
The size of the effect indicares that this happens some-
tiwea, but not always, go that the data would be a
mixture of two ways of doing the task. If this ig the
axplanation, we should also find recency effects for
the other set gizes,

In general terms, such an explanation is consiatent
with the nature of production systems. There is no
reason why the reaponding production (PDA} should not
pick up the data of the unencoded element directly.

In fact the ability to short ¢lrcuit a longer procese
and to mix methods would seem to be a major peint im
favor of production systems, providing a detailed
explanation for varlety and lability of behavior.
However, as our experience on the several production
systemg should Indicate, it may not be trivial to con-
struct the production system to get the recency result.
We may find that it works just as well on all meibers
of the set, 4f we fix it up to work on the most Trecent.
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Whereas recency seems consistent with the unreliability
agsumption of STM, so that the subject might trust the
most recent one but not the older onesa, the ayatem may
not be able to tell the two situations apart. We
mention these potential difficulties to indicate the
gap between having the right sort of theory and having
it deliver the right predictions in detall.

Continuous Staernberyg Experiment

Enough work has been done with the Sternberg para-
digm to accumulate a number of experiments whose inter-
pratation appears to pose extreme diffieculries. One of
these 18 an experiment by Stermberg and Scarborough
{1969). Unfortunately it has not been replicated nor
extended, but it is still worth attempting an explana-
tion in termas of the present theory.

Briefly, a subject was given a fixed positive set.
Then he was tested with 20 probes in sequence. Exactly
one probe was positive or.none was, The time between
probes was 70 ms, so tha entire set of 20 probes went
by in under 1.5 seconds. The subjact was Lo react to
the posltive probe in the usual way. The result! the
reaction time was identical to that in the basic task,
being a linear function measured from the time of the
probe, with a slope of about 35 ms and an intercept of
about 350 ma.

This result is extremely difficult for search
theories to deal with. Sternberg and Scarborough erect
an ad hoe pipeline processing system with stages for
each probe. The present theory produces the essential
result on the assumption that the probes trigger the
decoding of the set, thus filling STM with both probes
and elements. Due to the unreliability of STM, 1if a
hit gats made, the set is decoded again to confirm the
hit.

Figure 23 gives a production system, P5.CS8TL, for
the continuous Sternberg task. It differs somewhat,
as it must, from PS.ST7, the production system for the
basic task. We have kept the names of productions the
same, so that the correspondence is evident. Mostly,
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QQICO PSS .CSTH (PD1 PD1.71 PD2 PD2 PD4 PRS PDB PR12 PD13)
Qo200
00300 PD1: (MARK) AND (CLD (RESPONSE)) --> (OLD **))

0a4ap PC1.1: (iPRCBE =<DIGIT») AND (ELM <DIGIT>) AND (RESPCNSE) ABS -»
aos00o {MARK =% (RESPONSE YES) POSITIVE.SET)

ansoo PDZ: ((SET X1 X2 X3 X4) AND (PROBE) —=> (OLD **) X4 X3 X2 XI)
ao7ao PD3: ({(SET X1 X2 X3) AND (FROBE) --> (OLD **) X3 X2 XI)
apaao PD4: ((SET X1 X2) AND (PROBE) --» {OLD '-) X2 XI)

aogoo PDE&: ((SET XI)} AND (PROBE) —-> (OLD *") XI)

1000 PDG: ({(MARK (FRODE <DIGIT>} AND (ELM <DIGIT>} --> RESFOND)
01100 PD1Z2: (READY AND (SET) ABS (OLD (SET)) ABS --» POSITIVE SET)
01200 PD15: (ANY —> WAIT)

013200

Fig. 23. PS.CS8T1l: PSS for continuous Sternberg task.

productions drop out. Since the subject has the set
in LTM, no encoding productions are needed ({(though they
could have been left in the system). Instead, PD12 is
modified to put the positive set inte STM, either on
the ready signal or whenever there is an indication
that some elements might be lost from STM. The cues
te this are there not being any set in 8TM, either
undecoded— (SET) ABS—or decoded—(CLD (SET)) ABS."V
Thu$, the system dumps sets into STM at every indica-
tion, 8o to speak, in an™attempt to aveid losing some
elements of the positive zet from STM.

Decading of a set takes place whenever there is a
set in STM to be decoded and a probe to initiate it.
Since there is a continuous stream cf prcbes {(once they
gtart), decoding takes place immediately (and produces
small refractory pericds)e The task itself dictates
the removal of the negative response production (PD7) ,
since the test is only for presence. {actually, the
production system could have been expanded to say NO
at the end of the segquence.) The positive response
production (PD6E) is modified to only sense an identical
probe and set element with a marked probe (with MARK) e
The key production is PD1.1, which responds to an

""The wvigilant reader will notice an error in the
figure, namely the AND missing between two condition
elements of PD12. The interpreter doeg not in fact
reguire the AND. Thus it behaved correctly, so that
the error was not noticed until later.
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POSITIVE SET: (SET (ELM 4) {ELM A))

PSCST1 START!
0 STM: (JUNK NIL NIL NIL NIL NIL NIL NIL NIL NIL NIL}
PD13 TRUE
0. ACTION- WAIT
INPUT FORCED STIMULUS (F' ANY) - READY
1. STM: (READY WAIT JUNK NIL NIL NIL NIL NIL NIL NIL NIL)
PD12 TRUE
1. ACTION- POSITIVE.SET
2. STM: (POSITIVE.SET READY WAIT JUNK NIL NIL NIL NIL NIL NIL NIL)
PD13 TRUE
2. ACTION- WAIT
3 STM. (WAIT POSITIVE.SET READY WAIT JUNK NIL NIL NIL NIL NIL NH)
PD13 TRUE
3. ACTION- WAIT
INPUT FORCED STIMULUS (If ANY) - (PROBE 1)
4. STM: ((PROBE 1) WAIT WAIT POSITIVE.SET READY WAIT JUNK NIL NIL Ntt. NIL)
PD4 TRUE
4. ACTION- (OLD »»)
5 ACTION- X2
INPUT FORCED STIMULUS (IF ANY) - <PROBE 2)
& ACTION- XI
7. STM: ((ELM 4) (PROBE 2) (ELM A) (OLD POSITIVE.SET) (PROBE 1)
WAIT WAIT READY WAIT JUNK NIL)
PD13 TRUE
7. ACTION- WAIT
INPUT FORCED STIMULUS (IF ANY) - (PROBE 3)
8 STM: ((PROBE 3) WAIT (ELM 4) (PROBE 2) (ELM A) [OLD POSITIVE.SET) [PROBE O
WAIT WAIT READY WAIT)
PD13 TRUE
8. ACTION- WAIT
9. STM: AWAIT (PROBE 3) WAIT (ELM 4) {PROBE 2) (ELM A) [OLD POSITIVE.SET) (FROBE 1)
WAIT WAIT READY)
PD12 TRUE
8. ACTION- WAIT
INPUT FORCED STIMULUS (IF ANY) - (PROBE 4)
10. STM: ((PROBE 4) WAIT WAIT (PROBE 3) WAIT (ELM 4) (PROBE 2) (ELM A)
{OLD POSITIVE SET) (PROBE 1) WAIT)
FD1.4 TRUE
10. ACTION- (MARK »7)
11. ACTION- (RESPONSE YES)
INPUT FORCED STIMULUS (IF ANY) - (PROBE 5)
12. ACTION- POSITIVESET
13. STM. (POSITIVE SET (PROBE 5) {RESPONSE YES) (MARK (PROBE 4)) (ELM 4)
WAIT WAIT (PROBE ) WAIT (PROBE 2) (ELM A))
PD4 TRUE
13. ACTION- (GLD *»)
INPUT FORCED STIMULUS (IF ANY) - (PROBE 6)
14. ACTION- X2
15. ACTION- XI
INPUT FORCED STIMULUS (F ANY) - (PROBE 7)
16. STM: ((PROEE 7} (ELM 4) (ELM A) (PROBE 6} {OLD POSITIVE.SET} (PROBE S}
(RESPONSE YES) (MARK (PROBE 4)) {(ELM 4) WAIT WAIT)
PD6 TRUE
18 ACTICN- RESPOND
17. ACTION-{NTC (RESPONSE ANY)}
18. ACTION- {SAY ANY)

srsarsazrs  YES

Fig. 24. Run of PS.CST1.
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identical probe and set element by marking the proba
and reinitializing the positive set. Thig realizes
the checking assumption.

Figure 24 shows a run of PS.C5T]1 with a two element
get, consisting of (ELM 4), to be matched to the probe,
and (ELM A), the irrelevant one. The executive for the
run was modified so that it came to the console on
almost every other action. At 35 ms per action, this
approximated a 70 ms interstimulus duration. The
experimenter forced an element inte STM at each of
these times, starting with READY and then, after a
slight wait, a sequence of probes. Examination of the
run shows that it reacts to (PROBE 4) appropriately,
marking it, going through another decode and responding
YES, despite the fact that other probes are being
entered throughout.

The system deals with the main effect in an
appropriate way. It would appear to have a slightly
higher intercept, which was not found in the experiment.
However, this is an uncertain measure, since the abso-
lute value of the intercept is always contaminated.
Also, a somewhat higher error rate might be expected,
due to the chances of missing the match with PD1.1 if
the probe arrives and STM haa just lost the key set
element. However, experimentally the error rate
remained low. It is possible that the scheme of PS.CST1
is in fact relatively reliable, but it raquires more
exploration than has been done.

A Difficult Experiment

The impression should not be that the theory is
unchallenged. The total set of Sternberg-like exper-
iments is too diverse for that. For instance, the
theory appears to have great difficulty with another
experiment reported by Sternberg (1970). The positive
set (digits) is stored in LTM and its transmission into
STM is held in abevance by an auxiliary STM task of
remembering a set of letters. Sometimes the subject
gets a probe digit to classify as in the positive set
or not. Sometimes he gets a signal to repeat the letter
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set, which helps to assure that he attends to the
letter set prior te the signal. The result is a slope
of about twice that of the normal paradigm (which was
run as a control)--namely, 80 ms versus 40. The inter-
cept ig also hipher by about 100 ms in the experimental
situation.

Sternberg interprets the higher slope as belng due
to the time to transmit the positive set from LTM to
STM, which is a close analog of the decoding hypothesis.
The difficulty for the present theory is that, if this
is a decoding, then the slope should be exactly the
same as in the control case, since both have involved
one act of decoding. Alternative interpretations are
always possible, but none has occurred that comes close
to resolving this experimental result.

Concluaion

Let us sum up what we have done in thig paper.

(1) We introduced the notion of a control structure.
(2) We introduced a general class of systems-—-—
production systems-—that could serve as models of the
human control system. (3) We developed in detail a
specific production system—-PSG--which incorporated
assumptions about the structure of the human infor-
mation processor. (4) We exercised the theory on the
basic Sternberg binary classification experiment, which
led to an additional psychological assumption-~the
decoding hypothesis. (5) We purgued in lesser detail
some other applications--the memory span and some
aspects of the experiments in Posner's paper.

Our intent throughout has been jointly substantive
and methodological and we have mixed the two thoroughly.
In the remainder of the conclusion we will attempt to
sort out the main points and issues.

Production Systems as Theories

Production systems offer an explapnation of human
behavior at the information processing level (Newell &
Simon, 1972). They are only one of many forms of pro-
gramming system that can be used to describe behavior




- 54 -

YISUAL iINFORMATION FROCESSING

in information processing terma. As we have scen in
P56, the production system {tself has become the car-
rier of the basic psychoelopgical assunptiens——the system
architecture of PSG 18 tnken to be the svatem archi-
tecture of the human information processing system.
In this respect cthese systems represent an evplution
beyond propramming languape systems, such as LISP, IPL,
SKOBOL {and even more, ALGOL. and FORTRAN). TIn these
earlier systcoms the programming lanpuage was an essen-
tially neutral affair, designed for the user to write
his speciflc systems. In production systems, as rep-
resented by PS5G, any particular set of productiens
represents a possible momentary performance organization
of a human subject.

The eveolution te & theory-laden propgramming lan-
guage, to use a term of Pylyshyn, apvpears to me a
major advance. By the same coin, however, the language
is mot neutral, so that variations in the psycholegical
theory imply variatlons in the programming system. A
moment's reflectiou will show how wide 12 the potential
varistion in syatem architecrure. The STM can be run
accarding to many disciplineg: lagt-~in first-put, as
now; first=in firat-out, which preserves order; random
replacement in a fized set of addressable cellsz; a cir-
culating loop, which provides another form of rehearsal,
etc. The matching rules can be varied: no nultiple
variables in the condition} only single levels in the
condition {not nested expressicons); no recognition of
absence; etc. The operations can be varied: a decoding
gperation that simply dumps the contencs into STM,
rather than the encodlog operation as now,; etc., The
gelection of productions can be varied: mere than one
satisfied production preducing a psychologically mean-
ingful conflict state; evocation of a production leading
to an automatic refractory state that inhibits re-
evocation immediately} etc. The timing model can be
varied: parallel processing in the action sequence;
matching time dependent on the elements in the satis-—
fied condition,

listing many alternatives emphasizes that PSG is
anly one member of the class of psycholopically relevant
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production systems. Despite this variety, production
aystems as a class incorporate some psychological
assumptions thal seem highly plaussible. One is the
recopnize-act cycle of activicy in which the human
continually recognizes some features in the situation
and acts accordingly. Ancother is making the locus of
the condition correspond to those aspects of the sit-
uvatlon that the subject is momentarily aware of, and
the ldentification of this as the relevant short term
memory.  Yel another, though it applies to a somewhac
narrower class of systems, ig the incorporation of
enceding dnto all STHM processing, not simply as an
added mechanism,
The structure of production system models, as

we have described them here, are seriously deficient
in several respecis, They do not model the perceptual
component, including the various huffer memories and
the controul interface between perceptual structures
amd the coutents of STM (see Newell, 1972). They do
not model LM, especially the acquisition of new infor-
mation. We took the contents of LIM as counsisting of
productions, but never defined the way new productions
were to be created. They do not model the motor appa-
ratusz, including the control interface to the contents
of 5TM and the actions of productions. These missing
aspects cripple the model with respect to many phenom-
ena, though there is no reason why the moedel should not
be extended appropriately.

Completaness

Production systems, like other preogramming systems
and mathematical theories, are complete in the sense
of producing theoretical consequences that are deduc-—
tiony from the theory. We are interested also in com-
pleteness of another sort. Ts the theory complere for
the phenomena of interest? Does it provide a vehicle
of sufficient richness and scope to model what appears
to need modeling? Yreduction system models, like other
so~called simulation models, seem teo have this complete-
negs. This is often expressed by saying that they per-
form what they model. Thus P$.577 not only is a theory
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of binary classification; it can do binary classifi-
cation. As long as the interest of the psychologist
remains focussed on the performance of the task, includ-
ing its bhehavioral details, a production theory claims
theovetical coverage (though of course it can be dead
wrong in its predictions),

It is ugeful to compare this sltuation with some
of the other techniques we currently use for degecribing
our processing Lheories, As commented uwpon in the
companion paper (Newell, this volume, Chapter 6), the
theoretical structure of work on the immediate pro-
ceggor has been dowminated by the classification of
mechanisms. We have gerial versus parallel, exhaustive
versus self-terminating, attentive versus preattentive,
and so0 on. Such terus hold low-level generalizations
resulcing from the experimental studies. Suppose
PS.5T7 were the actual mechanism. Is the human, then,
a serial or a parallel system? It appears to be para-
1llel on selecting productionsz, serial on executing
micro-sequences of actions, parallel on examining 5TM,
serial on the order of that parallel examination as
revealed by shielding of one 5TM clement by another.

Is its search exhaustive or self-terminating? Within

a given task Lhere are production systems of each type.
Slightly more complex systems would yield strategiles
that mix the type of search couditionally within a given
trial. 1s something pre-attentive or attentive? We
found it hard to ascertaln that as well. The point is
not that a given system doesa not give rise to clagaifi-
cations. The present system lias sharp distinctions,
e,.g., betwean the use of 8TM and of the variable memory,
or between sequences of actions and the evocation of a
sequence of recognitions on §TM. The polnt ia that the
existing classifications don't seem to help much in
describing wmore complete systems,

Flow diagrams have become a primary vehicle for
expressing theories of processing, and they represent
a substantial advauce on the simple classification of
mechanisms. There is an example In the paper by Cooper
and Shepard (Chapter 3) in the present. symposiun, which
summarizes well a processing structure that might give
rise to rheir experimental resulcs.
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What is the relatlonship between production syztcms
and flow diapgrams azs they are used in the psychological
literature? The flow diagram provides a precise model
of control flow——of what follows what.!® Tt provides
a frome within which informal specification of oper-
atious can be made {the little descriptive plhirases that
go in the boxes), It does not provide any way of dis-
ciplining the structures so built up. A= noted, the
operations themsclves are informal. Sometimes, as In
some of the diagrams in Sternberg (1970), the boxes
appear so elementary as to be well-defined {c.g., a
comparator, a match register, ete.}, but 1n fact the
flow diagram atill remains informal.

More important from the present view, theve is no
discipline on the eontvel structure. There are neither
primitives of control, uor ways of determining that
additional apparatus or processing must cccur to effect
control. The offect of this is ro make the flow dia-
gram unique ta each task. 1kt must of course be unique
in some way since the tagks are different. But there
ig then no way to assert when twe different flow dia-
gramg represcnl the same processing mechanism,

The production system, on the eother hand, provides
a complete set of primitives and determines what auxil-
iary control processing ig necessary to perform a task.
This comparison between tasks is possible. This is not
8 peculiar property of production systems, of course,
but is true of any programming zystem. Writing programs
in SNOBOL or FORTRAN would do az well, methodologically,
except that their uvnderlying structure does not mirrox
reasonable psychulegical assumptions about the human
aystem architecture,

The wirtue of the flow diagram is that it expresses
clearly the indepewdeuce and orderipg of stapes derived
experimentally by careful design (e.g., Sternberg, 1969).
Flow diagraws, by their very incompleteness, do oot

189pasides flow diagrums, which show control flow,
block diagrams, which show data flow, are also used.

The remarks of Lhiz section apply equally well to both.
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over-commit their user to more than what the data say.
Thus they are good for summarizing experimental data,
at the game time that they ate weak for constructing
theory.

The Problemof Methods

Variability over subjects comeg in large part from
the variaticon in the methods (strategy, procgram, . ee)
they use for a task. This is conjectural, of course,
but much evidence supports it. A major contribution
of a detailed theory of control is to make possible
the proper posing of the question of what method a
gubject used for a given task. It doesg this by provid-
ing the space of all methods (based on the constants
of system architecture and the primitive operations)
for a subject. Thus, the problem of discovering the
method takes the form of a preogramming proeblem. As we
illustrated, there are often many soclutions, i.e., many
production systemg that perform the task, but these
can be generated and analysed, and scientific reasons
found for selecting cone over ancther within the limited
set. This is a guite different situation than currently,
where anything seems possibkble in discussing what might
go in a subject's performance.

This formulation of the problem of methods comes
not just from the use of a precise language (e.g., a
gimulation language). It comes from the identification
of the space of all programs defined by the system with
the space of all programs feasible for the subject.

2 theory of control is more important to analyzing
methods than just another aspect of the total system
necessary to complete specification. Much of what goes
on in information processing is contrel. Almost every
operation in a large complex program doeg nothing except
arrange things so something else can do something. Thi$
appears to hold for both humans and computers. For
instance, Dansereau (1969) found it to be true of humans
doing mental multiplication {(e.g., 36 x 152}. The times
for the additicns and multiplications—the productive
part of the process, so to speak—plaved a small role
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compared to the times for fixation, operand positioning,
etc, The same is certainly true of the theory as devel-
oped in this paper. The decoding hypotheslis is in fact
a form of the same wmagicians trick, in which the actions
that take time are not the apparently productive part
(the iterated test for identity), but a preparatory
piece of housekeeping. In short, methods are mostly
control, so that any theory of methods must operate
within an explicit theory of control.

The Problem of Scope

How to congtruct theories that range over a wide
diversity of tasks is a major issue for psychology.

To do so would seem to require a theory that was
specific about those aspects of structure and content
that in fact were used in common in divergse tasks. A
detailed theory of the control structure would seem

to offer this, since it specifies the common archi-
tecture and the boundaries within which a task-specific
method can be sought.

The evidence we have presented that production
systems will indeed make a major contribution to this
issue is still meager. In this paper we applicd the
theory only to a couple of tasks. The original pro-
duction system was applied to a puzzle, a much vaster
task than any discussed here, and there are some other
applications in Newell (1972). The PSG production
system by Klahr (Chapter 11) in this volume provides
one mere example.

All these efforts provide evidence only about half

the issue. They show that it is relatively easy to
construct a theory in a new task environment that 1is
responsive to the empirical issues in that environment.
One obtains, as well, strong comparability. For
instance, Klahr's counting production system can be
examined in conjunction with the Sternherg one here.
In an important sense they are the same system, since
they both use PSG and thereforc make the same assump-
tions about underlying structure. However, the con-
stants of the time model differ. Klahr also uses
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replacement operators— (X ««> Y] replaces the syobol X
in an element with the gymbol Y—whereas the model here
uses only the encode operator, (**)s Thig leads to a
quite different gtyle of programming. Some of his
conditions are wvery long and raise questions about
whether constraints should exist on the size or com-
plexity of conditionsg.

This cellection of production systems does not
constitute a coherent theory for the set of tasks
involved. To do so, they must be melded together into
a gingle production system that performg all the taske,
corresponding to the total organization of a single
human. Such a production system will have productions
that are unigue to each task. But it must face scrutiny
about using disparate mechanisms for common operations.
It must also handle the instructional problem, since
something in the environment must select out the per-
formance relevant to the task at hand. The interaction
af the instructions with the task performance program
ig as much central to control as the internal part of
the performance program. It is predictable that a full
fledged theory of task instruction will be reguired.

T stresgs the creation of a single preoduction sys-
tem to represent the unified performance on a get of
tasks. This seems to me the only way to validate a
theory of control. We saw in the discussion of the
bagic Sternberg paradigm that many degrees of freedom
were available, though they showed up as alternativeg
in method, rather than freedom of parameter gettings.
This arises primarily because the datum taken from a
single trial is so small (i.e., overall reaction time)
compared to the complexity of the system that generates
it. To compensate, behavior in many disparate tasks
must be obtained, so that finally the mechanisms and
methods being used become uniguely identified. My own
personal estimate is that a model of the control struc-
ture should claim to handle some dozens of diverse
experiments before it is a genuine contender. The
present theory, though promising, still has a ways to
go.
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It should be noted in passing that the theory
refers to individual performance with a specific
method. Thus all forma of aggregation raise the spectre
of averaging over disparate methods, hence producing
mixed estimates. Thus one is driven towards cellecting
and reporting data only on individual subjects, and
even thaere not averaging disparate performances.

The Prospecte for this Particular Theory

As noted, the present theory is only nascent. A
few words might be said about its prospects. Misging
from the model as it atands iz a theory of error. The
theory makes only time predictions. Errors are indeed
posgible din the system, due te incorrect programs and
to limited S5TM. Both of these sources are important
in some task envirenments. Neither of them appears
to provide the errors that oceur, say, in a Sternberg
paradigm. The current theory has implicit in it a
model of error, but whether it will work out is not yet
clear. Tt 1s worth stating because it tranaforms the
theory in an interesting way.

Take S8TM as having indefinite length but being
gufficiently unreliable so that there 13 an increasing
probability of an element disappearing entirely.
Whether this is decay with time, with activity or what
not ie secondary. The fate of each element 1s somewhat
independent so that carly ones can disappear before lat~
er ones. Thias i3 the primary ervor gource, frow which
error propagates te all tasks according to the strategy
with which the subject operates., 5Such a strengthening
of the unreliability assumption will reinforce the
encoding hypothesis, so that all tasks must be dealt
with by encoding. The role of STM becomes one of hold-
ing a few itcws after decoding (dumping into STM) to be
picked up quickly by coupled productions, and of holding
a few items strung out prior to encoding inte a new
chunk. Thus the short term capacity is not the length
{(or expected length) of STM, but is composed from the
size of codes and the space for their decoding. For
example, a short tcrm capacity of seven might oceur via
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a chunk of three and four, with the STM holding four
items reliably cnough to get them decoded and emitted.
Thus, no memory structure exists in the system that
has a capacity of seven. In particular the $TM would
appedar to be misnamed.

As we have already mentioned, the theory is miss-
ing perceptual mechanisms, effector mechanisms and a
good theory of LTM acquisition. All of these are
serlous. The question of how te acquire new productions
seems to me the most serious of all, In part this 18
because we know it to be a hard problem, whereas the
others appear to be simply aspects that have not re-
ceived their share of attention.

All existing theory is delightfully vague on the
mechanism of LTM acquisition. It is tied somehow to
amount of residence in STM, measured either by time or
by rehearsals. But what is stored is left unspecified.
Proposing to create a new production makes clear that
decisions (by the system) must be made about both con-
ditions and actions. The condition is essentially the
accesdg path., The action is essentially the content,
though it consists of both passive content (elements
to STM) and active content {operators). Siunce there
is good, though indirect, evidence that humans do not
have voluntary control of the acquisition process (i.e.,
operators for constructing productions, which can be
part of actions), there must be some more automatic
process for learning. 1Its gtructure is a puzzle.

The fate of the decoding hypothesis is extremely
uncertain. The appeal of an indirect non-obvious
explanation of a major regularity in behavior must be
resisted. There are an immense number of studies whose
interpretation seem straightforward in terms of linear
search. Until the decoding hypothesis is shown to be
compatible with many more of these than the present
paper has considered, the hypothesis should be taken
as a strictly secondary challenger. However, the
emphasis that it gives to the processes of coding and
decoding seems certainly on the right track.
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