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ABSTRACT

This report represents a collection of papers published in
various conference proceedings that are not readily available for
researchers working in the field of spesch recognition. The papers
reprinted are:

1. Reddy -~ Speech Input Terminals (June 1397B).

2. Reddy, Erman, and Neety -- The CMU Speech Recognition
Project (October 1578},

3. Erman and Raddy -- Telephone Spesch {August 1971},

4. Neely and Reddy -- Noise in Speech (August 19711,

S. Reddy -- Speech Recognition: Prospscts {August 1971).

6. Reddy, Bell, and Hulf -~ Speech Hecognition in a
Mul tiprecessor Environment {Oecember 1971).

7. Reddy, Erman, and Neely -- A Mechanistic Model of Speech
(April 1972). '
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SPEECH INPUT TERMINALS FOR EOMPUTERS: PROBLEMS AND PROSPECTS
1. R. Reddy

Computer Science Departmeant
Carnegie~Mel lon Univeraity
Pittsburgh, Pennsylvania 15213

INTROOUCTICON

It 18 not surprising that many ecientists and engineers eshould
have thought about building machinas that could understand spesch.
What is surprising is hou many of them greossly underestimated the
effort required to build a non-trivial speech recognition syetem. In
spite of many years of research, not only are ue not in a position to
pravide speech input terminais for computers but we cannot even
ansuer satisfactorily a8 few essential questions about them. UWhat
tupe of 2 speech input terminal can uwe expact to have Within the next
decade? MWill it be wusable, i.e., reliable, accurate, fast, eic.?
Hho nouid vant to use it? UWhat would it cost? The answer to thess,
and other similar guestions, ig ‘we are not sure’. What is more,
there is no clear plan at present to obtain reliable answers to these
questions. All that can be done is to see uhat has been accomplished
and what problems remain to be sclved before we can begin to ansuer
theae questions, Ta this end, this paper presents an evsluation of
the atate of the art, describes the structure of a real time spesch
recognition system presentiy working in a time-sharing environment,
and discusses several unsolved problems wuwhich must be solved, at
least partially, before we can expsct to have spesch Input terminals
for computers.

Why do uWe need speech terminale? We seem +to be doing fairly
vell with cards, tapes, keyboards, and CRTs {(Pierce, 1963), Why
waste our resuvurces on thie area, especially when it looks Jike no
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spesech input terminal we can hope to build in the foreseeabie futurae
is likelty to converse in spoken English with the facility of a native
speaker in a noisy environment? Such a comparison would not be
entirely relevant since we don’t now use Eng!ieh, or nolisy telephone
lines, for man computer communication with the exisiting I-0 devices.

A more appropriate question would be wubether there exist
situatione where a speech input termiral is needed and whers the
present!y available devices are not satisfactoryw. There are several
simple tasks which are worthuwhile and can be done using a linitad
vocabularly word recognizer. The main probiem here is that the
people uho are not in favor of speech recognition research claim, and
rightful ly so, that "anything” yocu can do with a !imited vocabulary
recognizer you can do uWith a special iy designed box of function Keys.

Clearly, if we had a computer system which can do half as decent
a job of recognizing human spesch as other human beings can, and do
it economical ly, speech will eventually replace cards, paper tape and
even Keyboards for communication uwith computers. But we are not
likely to perform speech recognition economically for some time to
come. Thus it is necessary for us top look for taske where the
economice are only eecondary to the problem of getting the task dons.
1t seems to be rather difficult to come up with a task domain in
Which speach recognition systems can play a useful rois and where the
cost incurred is justifiable.

le supggest a few task domains that come to mind.

av- Applicationg —that-need - human -controt-—of-large numbers of
devices uhere their hands and feet alone are not sufficlent,
e.g., aircraft and spacecraft control.

b. Applications uhere one can onfy afford an inexpensive input
device |iKe 2 telephone for communication With the computer,
e.qd., computer conducted pells and referendume.

c. Applications where the sophisticated control provided by the
computer is necessary, but the human being in the Ilogap is
not able to Keuy-in the necessary data fast enough to Keep up
With the rapidly changing situation, e.g., air traffic
control problems.

% Ses Lea (1968} for an optimistic vieupoint on the value of veice
communications With computers.
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d. Scientific problems such as automatic protocol analyses
which are usad to model human problem solving behavior.
Here we have a limited task domain in which free-flouing
English ie used by the buman being to describe his problem
solving behavior permitting us to construct the necessary
gsmantic model, namely the problem behavior graph, which can
then be used to predict uhat the speaker is likely to say
next.

Speech terminals are not likely to replace other input-output
terminals in the foreseeable future but are likeiy ta be invaluable
in & few specialized application areas just as the graphics terminal
have bhecome in computer-aided design probtems.

The analogy with graphics terminal is worth pursuing. Although
CRTe had been available even before the emergence of the computer, it
was not untif their use in computer-aided design they had captured
the imagination of the computer industry., Since then the use of
video-graphic terminals continues to increase each year in wmany new
and wunanticipated directions, Once zan easily corrsctable, if not
highly accurate, speech terminal becowes available it appears
possible that it uwill be used in many presently unanticipatable nays.
This seems inevitable, if for no other reascn than that speech is the
universal and natural mode of communicaticn. On the other hand, the
ultimate acceptance of speech input terminals in day-to-day use is
likely to be {imited by the cost,

The cost per bit is likely to be much higher for speech input
terminals than for discrete devices like a Keyboard for the following
obvious reasone. Firstly, some processing will be required to
discretize the continuous spesech signal. Secondly, since the
resulting input string {of pseudophones}) can never be guaranteed to
be errcr-free, the string interpreters in the monitors and compilers
Wwill have +to have bhetter facilities for error detection and
correction. The cost of performing these functions wiil require non-
triviati amounts of processor time in contrast to present day I-C
devices. However, if the present trend continues and the processors
become Iess and less expensive uhile the cost of mechanical 1-0
devices remains steady, the cost of a spesch termina)l may not be as
exorbitant as it might seem a2t a first glance.

The complexity of present speech processing algorithms indicates
that a speech terminal s likely to be ancther peripheral digital
processor rather than a hard-uwired device. The cost of this
peripheral processor will depend on the performance expected of it.
To be more specific, the cost per bit, while using a speech terminai,
may be reduced by relaxing any of the folliowing performance measuras,
e.g., accuracy, response time, size and structurs of the vocabulary,
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and size and etructure of the language as illustrated by the
following remarks.

1, Cost can be reduced by lowering the expected accuracuy.
Computatiocnal effort appears ta grow exponentially with the
reguired accuracy. Our sxperience indicates that almost any
appreach fo spesch recognition can expect to achieve 8B8%
accuracy. Tuwice as much computational and resesarch effort
seems to be required to incrsase the accuracy from &B% to
98%, tuice as much again to go from 98% to 5%, and en on.

2. In applications where response time is not critical the cost
can be reduced by using & less expensive pracessor.

3. Larger vocabufaries will require more memory to store the
lexicon of acoustic descriptions and correspondingly more
time to search the lexicon.

4, Discrimination among phaneticaliy similar words {"spit",
"spiit", "slit") requires substantially more computational
effart than between pheonetically dissimifar words. Thus,
the cost can bs reduced by carefully choosling the
vocabulary., This might occasionally require going to the
extreme of catning new words in the language.

5. Phonemlc ambiguity among words can often be resolved &t a
higher lTevel if two gimilar words do not cccur in the same
syntactic or contextual poeition. Thus by suitably
modifying the structure or the complexity of |anguage one
can reduce the cost.

These cponsiderations indicate hodw systems can be tailorad to suit the
needs of any specific application and are alsp useful for evaluating
the effectiveness of many different approaches to speech recognition.

The averriding factor governing the cost, usability, and
availability of a speech terminal will be the progress we make in
research over the next decade. [f we attempt to extrapolate from our
expertence of the last two decades we find that the future (s very
bleak indeed. When one lgoks for the reasons for the slow rate of
praogress of the last two decades in speech recognition ressarch, it
becomes cbvious that investigators have in gensral grossly
underestimated the complexity of the problem, In the face of
unexpected difficuities, many left the field after having traced the
same uncertain ground wWithout building on wsach other's results.
Othars chose to work on some peripheral undemanding problem where the
criterion for success or failure s not as uWell defined. Some
knouiedgeable scientists, wuho might well have made the difference,
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chosa to ignore the problem reasoning that recognition of spoken
English uith eguat facility as a native speaker in a noisy
environment scems far away. Lacking the {org term Intensive problem
oriented research that any complex problem needs, progress has
natural ly been slou. '

The mlou progress in spesch recognition has aleoc been due to
inadequate models., Attempts to force spegech recognition into the
simpiistic mold of a "feature extracticn-classification" paradigm of
classical pattern recognition have met wuith partial success in the
recognition of digits and other very small vocabularies {Talbert et
al, 15683; King and Tunis, 1366). But with large voccabularies and
connected speech this paradigm 18 sither unusab!e or tends to beconme
a brute-force technique. At the other extreme, models such as
'*Analysis-by-Syntheais’ (Stevens and Halle, 1984}, have not
prograssed much beyond the proposal stage for a number of rezsons,
not the least of which ia that synthesis has proved tc be no easier
than analuysis.

Inadequate technolagy has alsc been responsgible, in part, for
the slow progress. Before the availability of appropriate computer
systems, attempts by Fry and Denes (1959) and Sakai and Doshita
{1363) to build speech recognition machines were abandonsd after
limited success. The main reasan appears to ke that hardware
modification and checkout of a neu idea often reguires many man-
menths of effort and at the end one may have to un-modify the system
since the attempt did not succeed. Even now, most spesch rasearch
groups are timited to the use of small dedicated computers which make
it difficult to experiment with complex models. When !arger computer
systems were used, (Bobrow and Klatt, 1858), the inability of the
menitors to handie large data rate real-time regquests has forced
researchers to use limited, pre-recorded data sets thersby making it
difficult to measure the performance of the system in a realistic
situation. ‘

Tta  HEAR -iHighly Efficiert Audiv Recognition)- system being
deveioped by the author and his colleagues at Carnegie-Melion
University does nat suffer from some of the above disadvantages.
This system uses a large time-shared POP-1@ computer with real-time
facitites and is based on an "analysis-by-lsarning” model. The
acoustic features required for comparison are abstracted from actual
utterances and stored in a lexicon, thereby sliminating the need for
the specification of an a priori model of speech production required
by the "analysis-by-synthesis" approach. A presently working
program, based on this model, uas written by Yicens (1963} as part of
his doctoral dissertation and is capable of clogse-to-realtime
interaction,
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THE HEAR SYSTEM

The main aim of the HEAR system is the recogniticen of connected
gpeech of languages of about the same complexity as the present day
computer languages, wWith an efficiency approaching the human
perception of speech. This goa! was chposen because it separates the
probiem of connected speech recognition from the problem of dealing
with the idiosyncrasies of the English language and because this
appears to be the mpst difficult subproblem in speech recognittion
which can be undertaken with scms hope of achieving the goal in less
than ten years. The requirement of connected speech was itnposed
because thse system wculd be of very limited use if the speaker had to
pause between words, It is assumed that languages like Fortran and
Algoi would be awkward for speaking to computers and that each user
would specify his ouwn !anguage to suit the needs of his problem, The
system is expected to handie vocabularies of around a thousand words
Without too much difficulty.

A criticaj requirement of the HEAR system 1is that it should
equal human performance in at least a limited language situatian.
The time for recognition should be no more than the time for saying
the utterance. Furthermore, most of the anaiysis is expected to take
place concurrentty wWhile the command is being wuttered so that the
task requested may be performed immediately folliowing the utterance.
While a large number of approaches to spesch recognition have bsen
suggested, most of them seem to ignore the question of efficiant
recogni tion. The literaturs abounds wWith brute-force methods of
guestionable value.%

v ——— - B oy i B i

% The reader can verify the validity of this statement by apptltuing
the performance measures discussed earlier to the long list of
references given in Pisrce (139B3).
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The reguirement of highly efficient recognition of connected
gpeech o©of non-trivial vocabulary makeg our approcach gsignificantly
different in many ways from various short term attempts at speech
recognition, as will bhe demonstrated in the rest ¢of thig section.
Clasgsical methods of pattern recognition, such as the use of a metric
in a2 multidimensional space pariticned by hyperplanes, are not easily
extendakle for analysis of complex sequence of sounds which may be
part of a spoken message. The structure of the message and the
interrelationships among the scunds o©f the message are important
factors. Even in those parts of the analysis where classification is
reguired, such as the comparison cof part o©of the utterance with the
entriesg in a lexicon, what seems to be more important than
clagsification i1s the selection of a few relevant candidates from the
lexicon by heuristic and asscocliative addressing technigues. Similar
comments apply to analysis-by-synthesis approach. Clearly one does
not want to synthesize acoustic representations of many different
utterances each time in the hope that one of them will match the
incoming signal.

Analysis by Learning

Since we have no gatisfactory medel of human speech perception,
we have found it necessary to let the machine formulate its own model
from & training set of words and sentences of the language to be
recognized. This implies that we must provide the sgsystem with the
necessary data structures and processes which are able to abstract
the relevant information from the training set. In our present
system many of the thresholds and heuristics which can conceivably be
abstracted from the training set are 'built-in* as is the syntactic
and contextual information about the language to be recognized. He
expect that, at some later stage, the system will Dbe able to modify
its thresholds, heuristics, syntax, and contextual information based
on past experience,

Learning in the present system 18 restricted to the construction
of a lexicon of acoustic descriptions associated with concepts f(or

print names). Learning, in our limited context, 1is defined to be the
process of modification of the data structure of the lexicon by a
previously unknown acoustic structure. Recognition, then, is the
compariscn of the incoming acoustic description with the wvaricus
entries 1in the Ilexicon. By organizing the lexicon in terms of the

gross sequential gstructure o©f the utterance, comparisocn can be
limited to only those entries in the lexicon that have similar
structure. The similarity between the parameters of corresponding
segments of the incoming utterance and an entry in the lexicon is
measured in terms of the similarity score with the range of 8 t£o 100
(very diggimilar to identical). Recognition is defined to Dbe the
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discovery of that entry in the lexicon wuwhich has the highest score
exceeding a given threshold.

The analysis performed is the same wuhether the system is
learning or recognizing. In both cases the system searches the
lexicon to see if there existe an acoustic description in the lexicon
that corresponds to the presently analyzed part of the incoming
utterance. [f the search fails or if the result is wrong, a neu
entry is made into the lexicon. Thus {earning is treated as a
special case of recognition. Of course it is alsc possible to direct
‘the system to ’always learn’ or ‘onily recognize’.

The HEAR system does not attempt to model human learning of
speech. The basic structure of the lexicon is much more analogous to
rote-learning., However, by making it possible to associate several
names to various parts of the same acoustic description and vice
versa, a much richer, though complex, memory structure Is obtained
than by a one-to-one mapping of names and acoustic descriptions.

Note that the tearning mechanism proposed here is very different
from the fearning implied by the use of perception type of devices.
We do not propose to connect a parameter extractor to a learning net
and expect it to adapt itself, The emphasis here is on the
development of a sophisticated data structure capable of acting as an
associative net. Thus, once certain gross characteristics of the
incoming utterance are Knoun, they can be used to localize the search
to some small subpart of the associative net. Also note that the
input to the system is the labeled pseudophonemic segments and not
the rau acoustic signal or the output of a bank of filters.

The HEAR system has at least five different phases: parameter
extraction, segmentation, sound ciassification, sentence analysis and
word boundary determination, and word recognition. These operations
on the incoming utterance are not normally intended to be performed
in sequence. We expect that they uwill act as a set of coroutines
Wwith feed back from higher levels guiding the search at lower leveis.
At each stage the system has to use phonological, syntactic and
contextual constraints to reduce the search. The rest of this
section discusses the problems and functional characteristics of
various phases of the system. Those uwho wWish to find the
implementation detaiis of the systems are referred to Reddy (1967),
Reddy and Vicens (1968}, and Yicens (1969).




Speech Terminats SPEECH WORKING PAPERS 1-3

Parameter Extraction

One as-yet-unresolved problem that has attracted more than its
fair share of attention is the search for the sc-called "acoustically
invariant" parameters of speech {Lindgren, 13965). Al though certain
dominant features |ike formants were discovered, !t was found that
most of these dominant features could nhot be counted on to be present
for every speaker, or even tha same spaaker in a slightly dilfferent
context. 1t appears that, if wuWe considar phones to be made up of
bundles of features, the presence cof a majority of these features is
sufficient for the perception of the phone. So much so 1t sometimes
happens that +tuo completeiy disjoint bundles of featurea are
perceived as the same phone by a human |istener, Researchers who
hope to discover the features relevant for analuysis by sunthesizing
speech should bewars. Just because they have succeeded in
synthesizing, say, a single phoneme /K/ they should not sexpect to
find the same set of features in every phoneme /K/. These
considerations have led us to abandon the search for acoustically
invariant features of speech and build a system that is not
criticatly dependent on the presence or absence of any single
feature.

The other main as-yet-unresclved problem is "uhat type of
analysis should we use to extract the parameters?". After many years
of experiments with zero-crossing analysis, spectral analysis,
formant analysis, polynomial fitting, stc., our somewhat surprising
conjecture is that "it doas not matter®. The main problem is that in
day-to-day speech the acoustic signal provides oniy part of the
information. The rest is provided by the listener’s ouwn contextual
and extralinguistic abilities. MNo amount of wsophisticated analysis
can discover features that are not present in the original signal.
So much so it seems irrelevant to fret about determining a frequency
very accurately when that component might very wetl be absant the
next time. It is our conjecture that, for most recognition tasks, It
does not matter what type of analysis is used as long a8 the results
of the analysis are consistent, The syntactic and contextual
information is usuaily sufficient to resclve ambiguities arising from
the variability in parameters. MWhen the language tc be recognized
becomes more compiex, such as two phonemicaliy ambiguous words
occurring in the same syntactic position, a carsful look at the
acoustic signal might be needed. Useful but less dependable features
are extracted in our system only when they are absolutely required.

At present ue use as parameters zero crossing and amplitudes in
six frequency bands in the audible frequency range sampled every 10
mil isecands. He have found this to be a reasonable compromise
betueen high data rate 48 channel filter bank and low data rate
amplitude and zerc crossing measurements of the original signal.
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Segmentation

Figure 1 illustrates the machine eegmentation of the utterance
"How nom brown cow®.  Nots that-the diphthong Yauwd takes on oif ferent
shapes Iin different contexts, illusetrating one of the reasons why
consistent segmentation ie difficult to achleve.

Figure 1.
The many faces of fau/ in "How now broun couw”.

Another instance of "How now broun cow” might result in a
di fferant number of segments even whernr it is uttered by the same
speaker in the same environment. These difficulties in obtaining
congsistent segmentation have ‘fed many invastigators to Jook for
approaches to recognition Which do not regquire segmentation of the
acoustic continuum into discrete parts. The analysis-by-synthesls
approach is oane such. GSegmentation-free recognition has eo far
proved to be usabie only in very smal! limited vocabulary aituatione.
It is usualty ¢time-consuming because it does not lend itself to
techniques for reducticn of the search space.

That ue need segmentation for the analysis of connected ppeech
is obviocus. The question is uhat type of segmentation shouid we pusa!
phonemic, syllabic or morphamic segmentation? Present linguistic
dafinitions are usually subjective and almost impossible to specify
in an algorithmic form suitable for use by a computer. Many
investigators just Ilocate uelt defined boundariss such as unvoliced
fricatives and etops (Hughes and Hemdal, 13965; Denes and von Keller,
1968}, The main disadvantage with this approach is that sentences
such as 'How are you' uWould then have to be treated as a single
segment, thereby complicating subsequent analyses. In our system ue
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find we need all the three concepts of phoname, syltable, and
morpheme. Hence wue have defined the concepts of pseudo-~phoneme (a
collection of adjacent 1B ms. segments with similar acoustic
characteriatics) and pseudo-sy!labie (a collection of phonemic
sagments contalning onhe and only one local maximum of amplitude) to
be suitable for machine segmentation. A hierarchical segmantation
procedurs for obtaining pseude-phonemic segmentation is given by
Reddy and Vicens (1968).

Segment Classification

Classification of segments into phoneme-like categories, while
unreliable because of the varlabtlity of parameters discussed
earlier, isc often useful for the generation of an ordered candidate
list by associative addressing techniques. The difficuities in
cbtaining reliable phonemic classification has led us to generate
segment descriptions in terms of 18 to 15 supra-phonemic categories.
Such classification, wuhile not in itself complete, is wuseful in
dascribing the gross characteristice of a segment. This description
can be used In minimizing the search space in word boundary analysis
and word recognition.

Word Boundary Analysis

Determination of word boundaries in connected speech is by far
the least understood of all the problems. The apparent preoccupation
of most investigators wuith the acoustically invariant parameters of
speech has been responsible for the lack of progress In the
subsequent problem areas. Our oun limited investigations show that
this is likly to be the main bottleneck in the analysis of connected
speech. Two main sources of the difficulties are the substantial
modification of acoustic characteristics of a2 word in various
contexts and the word boundary ambigulty problem, e.g., "ice cream”,
va. "I scream". We are presentiy using a temporary expedient which
ragquires careful selection of the syntax and the vocabulary of the
language so as to minimze these difficultiss.

Word Recognition

A main problem in wuword recognition s the correction of
segmentation errors. When tuo utterances of the same phrase by the
same speaker results in a different number of segments, the guestion
arises as to which segment corresponds with which, so that proper
comparison ecan take place. This is Knoun as the segment
synchronization problem in speech recognition {Reddy, 1963). It is
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similar to sequential decoding in the presence of errors in
communication theory. In our system a mapping procedure determines
the correspondences betwsen segmental descriptions. Dominant
segments corresponding to vouweis and fricatives are mapped first.
The remaining segments are then mapped on the basis of similarity of
parameters,

Another probiem in uord recognition is the formulation and
specification of various heuristics to reduce the time per
recognition. In various word recognition experiments nwe found that
as the vocabulary increases from 58 to 588 words, the time spent in
searching the lexicon increases from 58% to 9B8% of the total time for
recognition even though the search procedure uses several heuristics
for the reduction of search space. This fact reiterates
ourecordedear|ier comment that there exist many other important
problems in speech recognition research besides feature extraction
and classification. Word recognition, then, requires the development
of efficient procedures for the search of the lexicon, and these
become critically important as the vocabulary increases. The
following heuristics, used in our system, illustrate the type of
devices that are helpful in reducing the search.

1., The data representation in the lexicon is arranged so that
only those entries of the lexicon which contain the same
number of syllables and unvoiced fricatives as the incoming
utterance are considered first.

2. The search is terminated wuwhen a candidate obtains a high
enough score, say 35¥% similariliy.

3. If a candidate has a different giobal structure, i.e., if
the sequential similarity constraint is not satisfied, the
candidate is rejected uWithout any further processing.

4, The candidates are ordered so that candidates uWith simtlar
vowel structure are considered first.

5. If the stressed vouwel is significantly different, then the
candidate is rejected.

6. If a candidate obtains a high score but not enough to
terminate further search, the candidate list is re-ordered
go that all other phonemically similar candidates are
considered first.

7. 1f no candidate in the initial Ilist obtains @ high enough
score, say > 80%, then an attempt ies made to transform the
incoming description to correct for possible errors.
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The word recognition system developed by Yicens (1969) obtains 92% to
98% accuracy for a single speaker depending on the. noise and amount
of learning. For multiple speakers the accuracy is around 8B8% to
85%. For a given accuracy the recognition time is a function of the
size of the vocabulary and varies from 6 times real time for a 58
uword vocabulary to 38 times real time for a 588 word vocabulary on a
POP-18 system. UWe seem to be a factor of 58 away from our goal of
real time recognition for a 1880 word vocabulary.

UNSOLYED PROBLEMS

Of the main unsolved scientific and engineering problems in
speech research | shatl restrict myself here to those problemse that
are likely to be critical once the speech input terminals (eave the
laboratory environment and the tender loving care and protection of
their creators, These concern the variables governing the
characteristics of the speaKers, the terminal, distance betueen the
speaker and receiver, noise, etc.

In speech, characteristics of an utterance vary not only from
speaker to speaker depending on the sex, age and physical condition,
but even for the same speaker depending on his emotional state at the
time of utterance. In our experiments we found that utterances of a
speaker irritated by the mistakes of the machines are anything but
normal. Speaker variability is at present minimized in our system by
training for individual speakers and by requiring the speaker to be
cooperative. The main limitation of this constraint is that every
speaker must train the system before he can use it reliably. Mr.
Erman of our group is attempting to formulate techniques for speaker
normatization. Determination of differences and similarities of the
characteristics of various speakers is one of the unsolved problems
that is likely to require many man years of sustained effort.

The human ear can detect sounds betueen 58 to 28,088 Hz of sound
intensities within the B to 118 decibel range uith the smallest
detectable sound resolution of 18 to 20 ms (/1/ as in "slit" as
opposed to "sit"). Most voice input systems to computers have a 188
to 5808 Hz frequency response with a 4@ decibel range (approximately
8 bits of resolution} with a sound resolution of 18 ms. The |lower
frequency response results in an occasional confusion betueen
fricatives /f/, /8/, and /s/. While it is within the capahilities of
the engineering technology to build a receiver of any desirable
characteristics, there has not been much effort to determine the
optimal characteristics of a receiver for speech terminails satisfying
the conflicting requirements of low bit rate and wide dynamic range.
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The distance betueen the source and the receiver is also likely
to be a probiem for speech terminals. A microphone held too close to
the lips also records the expiration after the utterance giving the
illusion of an extra sound, and when hald toc far results in the loss
of resolution with an additional problem of louwer signal to noise
ratio. Reliable discrimination betwsen speech and expiration s
proving to be difficult (note that the /h/ sound in English s a
special case of expiration). Development of the mini-microphones
which can be attached to a collar might minimize this vartability.

By far the most difficult problem for speech input terminals is
likely to be the discrimination betueen the speech source and various
noise sources, While some of the attempts at noise reduction (such
as the design of directional microphones) are acceptable, others
{such as putting the speaker in a noise-free acoustic chamber) would
not be acceptable for use uwith speech terminals. Some of the sources
of external noise for speech terminals are: air conditioning and fan
noise, printer noise, other speakers in the room, 'Hmms’ and 'Hahs’
and clearing of the throat of the speaker himself, etc. There 1is no
simple unique sclution to al! these problems., Software solutions to
these problems are likely to be difficult and time consuming, and are
not compatible with the less than real time recognition requirement
for speech Input terminals. Social solutions, such as that no one
may sneeze or cough in the spesch terminal room are not |ikely to
Hork either. Thus it is imperative that speech terminal designers
design their system s0 that an occasional error cannot be
catastrophic. Further, it should be possibie to correct the system
with minimum of effort. One possible solution is to couple the
speech Input terminal with a CRT for error detection and correction.
In a real-time environment the commands would appear on the CRT as
they are uttered by the speaker permitting him to immediately verify
and correct the command in case of an error.

Unlike other 1/0 devices, the initiation and termination of 1/0
for speech terminals is data dependent. There are some devices in
the market for the detection of the presence or absence of speech.
Houwever, since these are amplitude activated, they are noise
sensitive and cannot yet be activated by low amplitude sounds, such
as stops and fricatives. Development of a more sophisticated device
uill be necessary to minimize unnecessary interrupt processing by the
computer.
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CONCLUDING REMARKS

In thig papsr | have tried to outfine a number of factors
affecting the cost, utility, structure, and engineering of speech
input terminals for computers, In particular, 1t I8 not enough to
just measure the accuracy of a proposed algorithm, but one must
consider all the relevant factors, e.4., accuracy, response time,
vocabulary size, complexity of words, and complexity of language.
Al! of these will affect the cost, utility and structure of a spesch
terminal.

Seymour Pappert of M.1.T once eaid, wuhile commenting on the
disappointing rate of progress in robotics research, that If ue were
to think that building a robot requires any less effort than putting
a man on Mars, wuwe would be sadly mistaken. Since we can produce
neople much less expensively It is very unlikely, at this time of

shifting national priorities, that the billions of dollars Iin funding
required for the research, development, and engineering of a robot
Hill be forthcoming. Speech perception, being a difficult part of
robotics research, is likely to fare no better., In view of the
limited resources available for this tupe of research, it is
essential that we avoid duplication of research, choose research
goals that are likely to be of lasting value, aveoid wuorking on

inconsequential peripheral problems, and develop 8 c¢lose cooperation
between variocus interested ressearch groups.

ACKNOWLEDGEMENTS

This speech research project was initiated by the author at
Stanford University in 1964, following the lead and inspiration
provided by Or., John McCarthy. Since then, several graduate students
have made significant contributions to the project, both at Stanford
and Carnegie-Mellon Universities. Particular mention should be made
of Pierre J. Vicens who wrote our first working real time work
recognitien program and Dr. Morton Astrahan, Lee Erman, Gary Goodman
and Richard Neely uwho are developing Interesting techniques for
machine learning, speaker normalization, language design and
conversational systems, respectvely, The suthor is indebted to Dr.

Allen Newell for many thoughtful comments on a preliminary version of
this paper.




Speech Terminals SPEECH WCRKING PAPERS 1-16

REFERENCES

CI] Bokrou, D.G. and D.EH.KIatt (1988}, "A Limited Speech Recognition
System", Proc. FJCC '68, 385-3218.

[2] Deneg, P.B. and T.G.ven Keller (1968), "Articulatory Segmentation
for Automatic Recognition of Speech", Proc. International
Congress on Accoustics, Tokyo, 11, B1l43-EB146.

[3] Fry., D.B. and P.B.Denes (1959), "The Design and Operation of a
Mechanical Spesech Recognizer”, J. British IRE, 18, 211-229.

4] Hughes, G.U. and J.F.Hemdal (1965), "Speech mAnalyeig", Tech. Rept
AFCRL-65-681, (PI37552), Purdue University.

C5] King, J.H. and C.J.Tunig (196&), "Soms Experiments in Spoken Uord
Recognition", IBM J. of R. and D., 18, 1, 65-79.

[6] Lea, 14.2. (1968), "Establishing the Value of Voice Communication
with Computers", IEEE Transactions on Audio and Electrcacoustics,
A-U-16, 2, 184-1387,

t73 Lindgren, N. {1965), T"Automatic Speech Reccgnition", IEEE
Spectrum, 2, 3, 114-13¢.

[8] Pierce, J.R. (1968%), "Whither Speech Reccgnition", J. Acoust,
Scc. Am,, 46, 4, 1849-1851.

C9] Reddy, D.R. (1967), TComputer Recognition of Connected Speech™,
J. Accust. Soc. Am., 42. 2, 325-347.

Cl0]Reddy, D.R. and P.J.Vicens (1968), "A Procedure for Segmentatiocn
of Connected $Spesch", J. Audic Engr. Soc, 16, 4, 484-412,

[11]Reddy, D.R. (1869), "Segment Synchronizaticn Problem in Speech
Recognition", J. Agoust. Soc. Am., 46, 1, 1, 89 (abstract).

[12)8akai, T. and S.Doshita (1963), "The Automatic Speech Recogniticon
Syatem for Convergational S$Scund", IEEE Trang., EC-12, B35-84¢.

Cl3lSteveng, K.N, and M. Halle (1964), "Remarks on Analysgig by
Synthesis and Distinctive Features", Proc. of Symposium cn Models
for the Percepticn of Speech and Visual Form, AFCRL, 1964, Ed. by
U. Uathen-Dunn, MIT Press, §8-182,

[14)Talbert, L.R. et al. (1963), "A Real-Time Adaptive S8peech
Recognition Sygtem”", Tech. Rept. No. 673-1 (ASD-TDR-63-668),



Speech Terminals SPEECH WORKING PAPERS 1-17

(P133441), Stanford Electronics Lab.

[15)Vicens, P.J. (1969), "Aspectes of Speech Recognition by a
Computer", Ph.D. Thesis, Al Memo No. 85, Computer Science
Department, Stanford University.



Reprinted fraom:

Reddy, D.R., L.D.Erman, and R.B.Neely, The C-MU Speech Recognition
Project, Proc. IEEE Syestem Sciences and Cybernetics Conf.,
Pittsburgh (Dec. 197@).

THE CMU SPEECH RECOGNITION PROJECT

D. R. Reddy, L. D. Erman, R. B. Neely
Computer Science Department
Carnegie-Mellon University

Pittsburgh, Pa.

INTRODUCTION

Efforts at speech recognition in the past have ranged from
recognition of a feuw isolated uords to attempte at the recognition of
spoken English in a noisy environment with the facility of a natlive
speaker. While word recognition has been moderately successful,
systems capable of underetanding spoken English have never gotten
past the model formulation stage. This is in part due to spesch-
independent linguistic problems, e.g., connected speech, multiple
speakers, syntax analysis in the presence of errors, and so on. [MMost
speech-dependent unsolved problems can be solved through the study of
restricted spoken languages. This paper describss the CMJ speech
recognition system which is designed to be the main research tool for
the study of these unscived problems.

The term "speech recognition," not unlike the term "pattern
recognition," has in the past been used to cover a wide range of
problems, varying from the trivial problem of a yes/no recognizer to
the presently unsolvable problem of recognition of spoken Eng!ish.
Even the presently accepted measure of spsech recognition systems in
terms of number of words and speakers that the system can handle can
often be meaningless. A system capable of recognizing the ten words
"ore, core, tore, pour, gore, door, bore, four, Thor, and more" would
have to be much more sophisticated than a system for recognizing the
digits. Accuracy figures can also be meaningless. A system which
gives 38% accuracy in real time may in fact be superior to a system
which gives 98% accuracy but takes 188 times longer to do so. In
this paper, uwe use the term "speech recognition" to denote a system
capabte of recognizing connected speech utterances of an English-1ike
language with restricted syntax and semantics, for a number of
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epeakers with limited amount of training.

At present, there are no systems that are capable of
understanding such restricted fanguages, let alone English. However,
restricted language recognition permits one to buypass many as yet
unresolved linguistic aspects of English sc that one mnay concentrate
on speech-related problems. This problem appears scolvable wuithin the
next few years and seems to be a necessary intermediate step which
Will belp us to study many unsolved problems in speech. Our current
speech recognition project at Carnegie-Mellon University is devoted
to building restricted language recognition systems.

This project is a continuation of our earlier work at Stanford
University which resulted in a phonemic transcription system, & large
vocabulary (5P@ words) isclated word recognition system, and a small
vocabulary(lE words) highly restricted syntax connecied speech
system. Earlier attempts by Fry and Denes {1359}, Sakai and Doshita
(1963}, Martin et al. (1964}, Hughes and Hemdal (1985}, Gold (1968},
and Bobrou and Klatt (1968) are representative of some of the more
aignificant achievements in speech recognition over the last tuo
decades.

Why is speech recognition of interest? There is, of course, the
desirability of developing another mode of man-machine communication,
a mode which is natural, has a relatively high data rate, and does
not reguire use of hands or feet., However, the main scientific
reason for speech recognitlion ressarch is that it provides a problem
domain in Which one can measurs the effectiveness of various models,
methodologies, and algerithme in & number of different areas. HModels
of sgspeech production and perception are but some of these. I[n
computer sclence, speech recognltlon research permits the study of
techniques for reduction of search space, classification technigues,
medels  for machine learning, assoctative addressing, computer
structures, reali-time systems and so on. In linguistics, competence
and performance models can only be validated by studying their
effectiveness in speech recognition.

A system capable of recognition of limited languages appears to
be feasible at this time but Js depandsnt on the satisfactory
solution of several unsolved problems. An on-line system, in which
the user can immediately wverify success or failure of a recognition
attempt, permits evaluation of the adequacy of the soluticns to these
unsolved probiems. The CHU speech system described in a later
section provides convenient facilities for such evaluation in a time~
shared environment.
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SOME UNSOLYED PROBLEMS

The Connected Speech Praoblen

The acoustic characteristics of phones and worde exhibit great
variability in different contexts. This variability is caused by
differing anticipatory movements of the vacal +tract in different
contexts. This connected speech problem is wuelfi-knoun to speech
acientists, but they de net Knew uwhat te do about it, Most previous
speech recognition attempts have ignored this problem by accepting
only single words or short phrases in isolation and treating each of
these utterances as a single unit.

The only successful attempt at connected spesch recognition so
far has been Yicens and Reddy's system for the analysis of commande
for @ computer controclled hand. Considering the difficulties they
had, even with a reetricted syntax and a 16 wWord vocabulary, in
reliably detecting word boundariea (which in turn regquired constant
tinkering rith the vocabulary}, this is likely to be a major chstacle
in the way of a general speech recognition systen,

There are very few cues in the acoustic data to indicate where
word boundaries occur; therefore it would seem that they would have
to be hypothesized in a feedback from higher-level parts of the
recognition system. In order to test these hypotheses, then, a set
of phonologicattly based synthesis rules could be used to operate on
tuo {or more) entries in the lexicon and predict what the result
would be if the lexicon entries were to occur adj}acent ta each other
in speech.

The connected speech problem is further complicated by prosodic
features which can bhave effects on the acoustic signal for time
periods considerahiy longer than one or tWo words. The addition of
prosodic features both adds supra-segmental variability and also
centains information which e often necessary for correct
understanding of the utterance. The primary prosodic features of
ampl itude, duration, and pitch have been used somewhat in recogntion
systems. It is not yet known if there 18 other significant
variability caussd by prosodic features.
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The Multiple Speaker Problem

Present sotutions to the problems of recognizing speech emitted
by several speakers require either multiple acoustic descriptions of
the same word, the acceptance of Jlower accuracy, or often both,
rasulting in a 10-20% degradation in performance (e.g., accuracy
going from 95% to 85% and computation time and lexicon size
tripling). This performance is incompatible with our goals.

An ideal solution to this problem would have a new speaker
initially utter a few sentences under the direction of the
recognition system. From these controlled samples the system would
abstract whatever parameters are needed to tune .the recognition
process for this particular speaker, After that, onty these
parameters, which describe this speaker’s characteristics, would have
to be remembered by the system.

Earlier research indicates that it is possible to define fairly
simple speaker-dependsnt normalizations in the case of manually
measured parameters for at least some aspects of speech. We have
been so far unsuccessful in attempts to apply these technigues to a
particular recognition system, but we believe these failures are
caused by shortcomings in the recognition system. The errorse in
automatic segmentation and feature extraction make it difficult to
identify and compensate for speaker wvariability; advances In these
areas are necessary before more sophisticated speaker normalization
can occur, Further, we believe that the multi-speaker problem -- the
inter-speaker variations -- occur along the same dimensions as the
intra-speaker variations: they are just greater.

Real-Time Performance

It is often =aid that artificial intelligence has an existence
proof in the human being. For robotice this has an extra tuist. In
tasks such as chess and: theorem proving the human has sufficlent
trouble himself so as to make reasonably crude programs of interest.
But humans seem to perform effortlessiy {and with only modest error)
in visual or speech perception tasks that give machines the hiccups.
Thiz carries an implication: If and wuwhen wuwe build speesch-

underatanding syatems, the human who uses these systems will be very
demanding in terms of performance, Whether he Will use a speech
underatanding system or not will be a function of the cost, accuracy,

responsa-tine, size and structure of ths vocabulary and the size and
structure of the |language provided by the system. We bkelieve that
for a general suystem to be above threshold ths fellowing are
appropriate requirements:
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a. The system should cost no more than 81,008 per month.
b. The accuracy should not be less than 95%.

c. The system should usually be ready to respond to the speaker
by the time he finishes saying the sentence.

d. The system should have at least a 18,888 Word vocabulary.

e. The system should be capable of dealing Wwith a non-trivial
subset of English language.

If we bulld a system uwith the presently existing pieces the cost
Wwill be 28-188 times higher; the accuracy Will be around 88-385%
depending on all the other variables; the response time wWwill be 1B-28
times slower; size and structure of vocabulary and language are
likely to be severely restricted by the space and speed |imitations
of the exlisting machines.

Bne thing Iis clear: We will have to re-engineer tha existing
pleces to achieve the required 18 to 188 times Iimprovement in
performance. 5Such improvements are not likely to be realized simply
by speeding up the existing algorithms, but by developing more
pouwerful heuristics to solve these problems. Since We do not Know
what these powerful heuristics are going to be, it is hard to predict
Hhen We might have a handie on the real-time performance problem.

Self-Analysis

One of the features of existing speech recognition systems, and
probably of future ones as well, s the existence of error at every
level of analysis and the conseguent proliferation of heuristic
devices throughout the sgystem to contro! such error and permit
recycling wuWith improved definitions of the situation. Almost
entirely missing from the |iterature, not only of speech recognition,
but elseuwhare in artificial intelligence as uell, are techniques for
evaluating performance characteristics of proposed algorithma and
heuristics. Bu techniques we mean both suitable instrumentation and
experimental design to measure accuracy, response time, cost, etc. in
relation to vocabulary, language, and context, Until such technigues
are developed and applied to existing components of a speech-
understanding system, these components should be considered of
guestlonable valus in an applied system.
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Speech Independent Linguistic Problems

Put bluntly, no one understands yst what it means to understand
mechanistically. Thus ue are not sure wuhat the understanding
component of a speech-understanding program should be. The models we
have, i.e., existing programs that understand in some sense, are too
partial and too lean to hang much confidence on. Certainly, it is
true that as ue gradually restrict the task domain to a narrouer and
narrouer set of questions, We gradually re-enter the domain of
special ized representations uith particularistic programs uwritten to
generate ansuers. It would seem we could find tasks to be handled by
such programs and representations, but it is not clear what we would
gain from it.

Why should one have a system that combines speech and
understanding? From a selective view it is conceivable that
contributions could flow in either (or both) directions., However,
until! now there has been almost no work in hou characteristics of
speech {e.g., stress, intonation, paralinguistic aspects) might aid
semantics. In the converse direction belief is certainly strong:
whenever limits to recognition systems occur there is a tendency to
see it as revealing the requirement for increasingly wider realms of
context. Thus, semantics is to contribute directly +to recognition.
Aithough there are certainly plenty of good examples of higher
context being appiied to help recognition tasks, there is very little
WworkK that has been done for semantic context in this respect.

A particular difficulty that stands in the way of wusing
semantics to heip with speech recognition is the lack of
grammatical ity and general well-formedness in free speech. Although
one may legislate against some of the difficulties in written
language, it is harder to do so in spoken language. Not only do
people "humm" and "hah", and clear their throats, they utter
fragments: "Now the...th'...oh well...they are plying flames--I mean
flying planes.” We believe a whole set of new language analysis tools
will have to be developed before we can expect to have sophisticated
cooperation betueen speech and understanding components of a single
system.,

IMPLEMENTATION OF THE SPEECH SYSTEM

The CMU speech system is being implemented on a Digital
Equipment Corporation (DEC) PDP-18 computer. This 36-bit machine,
which has 112K of 1 and 1.8 micro-sec. core, 18 million words of disk
file space, and 338K of swapping drum space, runs under the DEC 18/58
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time sharing monitor and can support up to 30 or more users. HMore
core and additional processors are planned for the future.

The Audic Machina

At CMU we are adding hardware and softuare support to the PDP-18
toe handle several real-time audio input/output devices. We refer to
these devices and their support as the audio machine. Research in an
ill-understood area such as speech requires a great deal of
experimentation: much work in the past has been painful or
unattempted bacause of the difficulties involved wWith this
experimentation. A major goal! of the audio machine is to relieve the
user of many of the real-time problems associated Wwith speech input
and output.

The most important hardware components of the audio machine are
the analog to digital (and digital to analogl devices. Tha A/D
canverter produces 9-hit digital values of the audio signal at
selected sampling freguencles from 288Hz to 280KHz (188,888 bits/sec.,
which is required for high quality speech input).

Qur principle input device for speech recognition is a
preprocessor which filters the audio signal into 6 bands and produces
for each band a count of the zero-crossings and the |og of the
max i mum peak-to-peak amplitude in sach congecutive 18 msec. sampling
period. (Fig. 1) Thus it produces 12 nine-bit numbers every 10 msec.
(19,880 bhite/sec.). Previous research [2,4,18] indicates that this
tupe of data is sufficient for a Wide range of recognition tasks.
This preprocessor is an economical means (in terms of harduare cost
versus computing effort) of doing @ large portion of the data
reduction which is a major aspect of speach recognition.

Audio response from the computer is provided by a D/A converter
and also by a hardware speech expander which expands time-domain
compressed speech.

These devices are interfaced wuwith the computer via the 1/0 bus
of the PDP-18 (Fig. 2). They are connected te microphones,
telephones, speakers, tape recorders, etc. through an audlio
multiplexing system (AMS) which has four pairs of input and output
channels. Thsre can be as many as sight each of A/D type and D/A
type devices. There are up to 16 input devices {(microphones, etc.)
and 16 output devices ({speakers, etc.). On each ANS input channel,
one of the inputs is used to monitor the audio of its corresponding
output channel, and  vice versa. E.g., the audio produced by the
speech expander can be fed back in through an input channel and re-
digitized by the A/D, or the audio coming in from & microphone can be
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recorded on an audic tape deck. These monitoring facilities provide
excellent means for having the audio machine monitor and test itself.

The AMS, in addition to providing connecting and mixing
facilites, also allows for functions such as automatic gain control,
selective frequency enhancement, and amplification.

The entire operation of these devices (the AMS, the A/D devices,
tape decks, etc) 1s controlled by commands from programs running on
the PDE-10. The "audio machine", then, is made up of thesge devices
and the software support on the PDP-10 which interprets and executes
the commands.

Real-time, interactive recognition {and synthesis), which 1is the
goal o©of the speech system, reqguires real-time I/C handling. This
means that the audio machine must be fagt and responsive enough go
that no data is lost. It also implies that the speech I/0 must
continue concurrently and asynchronously with the rest of the speech
system, at the same time supplying it with input and accepting output
wllen requested.

While real-time performance 1is a major goal o©of the gvyvstem, 1t 1is
not explicitly constrained to operate and respond within any given

time period. Thus, the audio machine must be able to accept real-
time data and supply it to the gpeech system at any rate which the
speech system requests it; in this sense, the audioc machine can be

viewed as a buffer or "de-timer" which protects the speech system
from the pregsures of real world timing and allcows 1t to operate as
slow as it must and as fast as it can.

The audio machine accomplishes this "de-timing" control by
separating its activities into two functions: that of transmitting
data in real-time betwsen the A/D device and buffering files on the
digk file gtorage and that of transmitting data upon request of the

speech system between the files and the speech system. This
separation of functions alse allows for a simple methed of building a
"librarv" of digitized gpeech which can be used many times. This

works on input  to allow the same data to be fed to different
recognition algorithms for «controlled evaluation experiments and on
output as a means of "canning” regponses which can then be re-
synthesized by the D/A converter or the speech expander.

Besides the buffering function, the audio machine also provides

for low level smoothing, silence detection, and preliminary
segmentation of the digitized input. These functicns are critical to
recognition and are an area of continued investigation. The audio

machine structure ig designed for convenient modification of these
a Tgorithms.
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Pﬁogramming Implementation

A real-time interactive speech system is a complex systems
programming task wWith several people wusually uworking on various
parts. Our approach is to construct the system as a set of
cooperating parallel processes, each of which is a job on the PDP-18.
This modular approach allouws for easier modification or replacement
of some section of the system because it forces clean interfaces
betueen the various modulses.

Paraliel processes are implemented through the use of two
primitive capabilities on the PDP-1B system:

1. The "pseudo-teietype"” construct allows one process (job) to
initiate and control other processes and to go into a wait
state contingent on another process.

2. Several jobs can have a section of core storage in common:
this alious the jobs to communicate very efficiently among
themselves, '

Most of the programming (95%) is dome in SAIL, an ALGOL~-1ike
language with string processing, an imbedded associative language,
powerful /0 capabilities, and facliiities for -inserting machine
language instructions within the source code.

Concluding Remarks

Ouring the last seven years we have buitt several recognition
sustems of increasing complexity. The system described here is a
natural outgrouth of these earlier systems. [t eliminates many of
the short-comings of the previous systems and Is expected to be an
adequate tool for spesch recognition research over the next five
years.
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{MPLICATIONS OF TELEPHDNE INPUT FOR AUTOMATIC SPEECH RECOGNITION

L. D. Erman, 0. R. Reddy
Carnegie-Mal lon University
Pittsburgh, Pa. 15213

INTRODUCTION

The telephone, because of ite lou cost and wide availability, is
an attractive device 1ip consider for input to automatic speech
recognition systems. This attraction, howsver, is tempered by tha
distortion in the speech signal wuwhich the telephone introduces. A
great deal is Knouwn about the kinds of distortions which occur over
the telephone {Alexander, Gryb and Nast, 196B; Andrews and Hatch,
19768: Inglis and Tuffneli, 1951} and their effect on human perception
of speech {(Flanagan, 196%5), but nothing is knoun about their effects
on machine perception of speech. Ue present here =some sxperiments
using telephone input to a particular speech recognition system uhich
was designed with no thought of telephone input,

Telephone induced distortions include:

1. 8anduidth limitation--320-328PHz as oppused to 150-7800Hz for
speech.

2. Attenuation distortion--relatively flat response from 3BPBHz to
1188 Hz but a2 Jinear fall of about Bdb per octave outside of that
range.

3. Enveiope delay distortion--pbase delays at the high and low cut-
off frequencies are as much as 1 msec., retative to those 1n mid-
band.

4. Crossmodulation--introduction of an extransous spesch signal can
occur "randomly."”
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5. ODiscretization noise--digital pulse-coded modutation currently
uges a 7-bit encoding for long distance transmisasion.

6. Random noise--random noise alwaye occurs uith transmissions a
major independment variable in its generation is the particular
circuit suitching path of the connection.

THE SYSTEN

The automatic speech recognition system used for this study ie a
version of the EARS system developed by VYicens and Reddy {(Vicens,
1968) and modified by the authors. This version recognizes isolated
utterances (uwords or phrases) of up to several seconds duration after
previous training on & differant set of the same utterances. The
input to the system consists of 18 mssc. samples of speech
parameters, The parameters are obtained by filtering the spesch
signal into five wide bands (Z2BB8-4BBHz, 4PB-888B, 8BP-160P, 1688-3280,
3288-648B8) and, for each 18 msec. sampling period, producing the
numbar of zero-crossing and the maximum peak-to-peak amplitude for
each band. (The filtering, zero-croasing counting, and ampl]tude
detection are done by analocy harduware.) Thus, 10 parameters of 7
bits are produced every 18 msec. for a rate of 7880 hits per second.

The system combines the 18 msec. samples into phoneme~|ike
sagments and makes a rough clagsification into 7 groups -- nasal,
fricative, burst, stop, transition, vouel, and "other". The vowals
are further subcliassified on the basis of their parameters. The
fricative and vous! information is used to salect from the previously
learned "dictionary” the most likely candidates. Each candidate is
matched to the unknown input and results in a eimilarity score; the
candidate with the highest acore, if above a threshold, is taken to
be the "answer"; [f none ie above the thresholid, then the system
responds With no result., The system has many heuristic algorithms
. both for efficiency and for correcting errors made during the
segmentation and candidate selection, Learning (training} cccurs
whan an utterance (e placed In the dictionary along Wwith its name.

The system operates in 3-15 times real-time (depending mostly on
dictionary size} on a time-sharing POP-10 computer with a basic cucle
time of about 2 micre-sec. Results obtained by Vicens (196%9) include
98% to 198% correct for a S4-word list after 4 training !ists by a
single speakKer, 391% on a S5El-uword list after 3 trainings, and 85% on
54 words after tralning on 7 liets by 7 other speakers.
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THE EXPERIMENT

The list of 54 words used for this experiment was origlnally
used by Goid (1966). The data was recorded by Dr. Ken Stevens on
high quality audio tape over a good microphone in a quiet room (S/N »
35db). These recordings have heen used by Beobrow and Klatt (1968),
and Yicens (1969).

To produce tha telephone input, the follouwing procedure was
carried out: The two versions of the 5S4-uword list were played on a
Sony TC184 tape deck with the tone controt set at ite mid-peint, The
mouthpiece of a standard telephone was placed about 7 cm. in front of
the Sony's speaker and a connection was made over the telephone
through a t(ocal suwitchboard into the public telephane netuwork and
received by a recorder coupler {(Yoice Connecting Arrangement CDO6 ~--
Bell Tel. Ca.}. The output from the recorder coupler was recorded on
a Scully tape unit.

For digitization, the audio tapes (both the orlginal and the
telephone transmission) uWere played on the Scully and input through
the Audio Multiplexing System (Reddy, et al, 1970) into the harduware
preprocessor, all under the contro! of the computer. In addition, a
third set of data was obtalned by digitization of the telephone
recording uith an Advent Frequency Balance Control connected in the
audio circuit., This device has tan individual octave filters from 28
to 28,488 Hz and uas used to enhance the high and low ranges of the
speech signal in an attempt to compensate for attenuation distortion.
The frequency enhancement of the setting used is shown in figure 1.

Each run of this experiment consisted of having the recagnition
system learn the first S4-word version and then attempt to recognize
the words in the second version.
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Nigh Tele~  [Enhancec™odificd High Tele- I"nh:.rce lodifjed
Word Qualicey iphonc  [Phone Inhzmcr_-d Hord Quality {Thone rhone l nhanesd
T INSLRT . . " Y, 28 NANE ] EXCHANGY. P
2 DELETE 72 . . . 29 END . . . s .
3 REPLACE . . . . 30 SCALL . NAME, . .
'{I' }IO‘JE L] [] [] » 3] CYCLE - ol * -
5 READ . » . . 32 SKIP . SIX . .
6 BIRARY - ] » 'l 33 JU-HP - POINT » -
7 SAVE . . . . 34 ADDRESS ' . . .
8 CORE . FOUR FOUR FOUR 35 OVERFLOY , . . .
S DIRECTIVE. OCTAL  OUTPUT OUTPUT [36 POINT . ONE . .
10 LIST . . 7? . 37 CONTROL . . COMPARE COPAR:
11 LOAD . . . ’ 38 REG(SIER . . . .
12 STORE - WHOLE . . 39 WORD . . . .
13 ADD . . . . 0 EXCHRANGE . . . .
14 SUBTRACT . . . . 41 INPUT - . . . .
15 ZERD . RAME . N 42 QUTPUT . . . .
16 ONE . BYTE . . 43 MAKE . . . .
1? Ti!{} HOUE 2 . 44 INERSECT [3 [ ] L] .
18 THREE READ . EEAD READ 5 COMPARE . . . .
15 FOUR CORE WHOLE N . 40 ACCUMULATE., . . .
20 FIVE . . . . 47 MEMORY . END END END
2% sIx . . SKIP 1¢ 468 BYTE . Jure . .
22 SEVEN . . . . 49 QUARTER . . . .
23 EIGHT . . . . 150 HALF . OYE . .
24 NINE s . . . 51 WIIOLE a . » .
25 MULTIPLY . . . . 52 URITE . . . .
26 DIVIDE . . . .o 53 DECIMAL . N .
27 KUMBER__ . . 54 QGTAL . ¢ »
’ Correctly recognized 51 9#.&f‘1 72,2047 87,07448 88,97
. indicatescorrect answer, Rejected 1 1.9510 0 1 1,991 1,82
?? indicates word rejected. Incorrect 2 3,741527,8%16 11,145 9,37
word indicate the incorrect Total crrors 3 5,645 27, 8’{ 7 13.02 6 11,17
answer given, tlean computation time 1,5 sec. h 1 sec 12,1 sec 12,0 cec
TABLE 1: Results of the recosnition system rins,
+10 4~ - Figure 1:

Response curve of
Frequency Balance
Control.
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RESULTS

The results of the runs are shoun in Table 1. The column
labeled "word" contains the wuords actually uttered. The other
columns contain the recognition system’'s answers for each of the
runs.

The first run, labelied "high quality," was done with the
original data. The second run, called "Telephone,”" was of the
unmodi fied te!ephone signal, The third run wWas made with the high
and low frequency enhanced telephone signal. Investigation of the
printouts of the errors made on the enhanced signal led to a change
of several thresholds used in the classification system; the same
enhanced digital data was then run again and produced the results
called "modified enhanced,"”

At the end of the table, statistics on the runs are presented.'
The computation times shoun are the average amount of central
processor time used per utterance.

DISCUSSION

The /s/- and /z/-like fricatives are used extensively by the
recognition system as primary clues because of their reliability and
ease of detection. The telephone input contained no segmente which
were classified as fricatives; this is caused by the high frequency
attenuation which masks the major features of these fricatives. The
frequency enhancement was used in an attempt to boost the high
frequencies at the expense of the band from about 45BHz to 188BHz,
where the greatest speech energy is. The result of this enhancement
was the third run which had fricative classification at about the
level of the non-telephone data and, which had 13% errors as opposed
to the 28% of the raw telephone input. The modifications of the iast
run jouwered tuwo of the fricative thresholds in an attempt to improve
the fricative classification further.

The enhancement was alsoc designed to improve recognition of

nasals by boosting the response in the range below 358Hz, uhere the
nasals’ first formants |ie.

The errors in the last run serve as good examples of the
problems yet to be faced. "Core" and "Four" are very difficult to
differentiate under any conditions and, in some sense, are "honest"
mistakes for any recognition system with no semantic or syntactic
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support. The errors in "Directive" and "Memory" were caused by
difficulty in vowel segmentation in the gtresgsed part of the words
{spoken as dRECtive" and "NEfIRY"). This difficulty 1is probably

caused by the envelope delay which introduces distortion in the
amplitude detector of the hardware pre-processor.

The two versions of "Three" had considerably different vowel
amplitudes and represent a speaker-induced wvariability. (It is
gomewhat curious that the non-telephone run alsgo had this error but
the unenhanced telephone run did not.)

The errors on "S5ix" and "Control" reprezent fricative detection

problems. The final fricative in the second version of "Six" was not
detected and the plosive /t/ in the first version of "Control" was
mi gclasgsi £ ied as a fricative. Further tuning of the sygstem {or a
change in the enhancement filter settings) might correct these
EYTrors.

CONCLUSIONS

For the svstem studied, the simple analcg freguency enhancement
of the telephone sgignal resgulted in an error rate of 13% versus 6%

for high quality data; in addition, the required computation
increased by 33%. This degradaticn does not seem  very high for a
system which has not been modified in any other way to handle
telephone input; it is expected that this degradaticn could be
reduced by at least half by a moderate amount of "tuning" threshold

parameters without making any changes to the basic organization or
algorithms used.

The results must ke tempered by the facts that only one
particular system wag investigated, and only a small amount o©f data
from one speaker over one local telephone connection was used.

The results indicate that telephone input need not have a
crippling effect on zutomatic speech recognition systems; the authors
believe that the degradation of machine speech recognition over the
telephone, relative to high-quality input, may be on the order of,
and probably will ke less than, the degradation o©f human speech
perception under the same conditions.
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SPEECH RECOGNITION IN THE PRESENCE OF NOISE

R. B. Neely, D. R. Reddy
Carnegie-Me!lon University
Pitteburgh, Pa.

INTRODUCTICN

There have been studies which evaluate the effect of noise on
human perception of speech {Miller and Nicely, 1355). It bhas been
difficult to evaluate the effect of noise on machine perception of
speech because of the paucity of working speech recognition systems.
It is important that uwe have adequate means of evaluating the effect
of noisy enviromnments with, e.g., computer nolse, air conditioning,
or teletype noize. This paper presents the effect of three different
types of noise at different signai/noies ratios on a particular
speech recognition system and discusess possible transformations on
the speech to reduce the degradation in recognttion caused by noise.

THE SYSTE™M

The basic speech recognition system is that developed by Ylcens
and Reddy (Yicens, 19638) and extended by Erman. This system is
described in the paper on telephone speech by Erman and Reddy in
these proceedings. The source data and the vocabutary are also the
sama. The reader is referred to the above paper for detalls.

Paramster extraction from speech is performed by a special
harduare preprocessor interfaced to a POP-18 computer. The
parameters ars ohtained by filtering the speech signal inte five
bands (28@-488 Hz, 48B-380, 8P@-1698, 1688-3208, and 3289-B4BD Hz)
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and the maximum peak-to-peak ampiitude and number of zero crossings
are datermined for avery 18 ms. interval of speech. The racagnition
system extracts, from these parameters, crude estimatea of three
formant freguencies and thsir amplitudes. Me ehall see later that
the introduction of noiee causss wWids variability in the formant
estimates, making them unusable, Only the amplltudes, atter euitable
normalization for noise, werae used in the final experiment.

THE EXPERIMENT

Data. The spesch data for this investipation consisted of tuo
versions of 3 54 uword |ist. The first list was used to train the
system and the second list was usad for recognition. Resul ts from
this recoghition experiment served as the control for this
investigation. Three types of noise -- teletyps idling, teletype
typing, and machine room {fans and air conditioners) -- uere recorded
uaing an omnidirectiona! microphone. Each Kind of noise Was mixed
Hith each of the wutterances contained in the tWo lists at two
di fferent signal/noise ratios: 1% and 25. This yleidad B pairs of
liata In addition to the control pair, thue making 7 paire for the
entire investigation.

Production of Noise-~mixed Speech. For e&ach control (ist, the
entire list was firat dligitized at 1@ kHz sampling rate. The
beginning and end of each utterance in the list nas then detected and
each Kind of noise was neebarately mixed with each of the utterances
in the tist at 15 and 25 dbh signal/noise ratio. For each utterance,
the average pouer was determined. Then each type pof nolse was added
individually to tha utterance, after appropriate scaling, to yteld
the deaired signal/noise ratios. The noise mixing could have been
accomp ) ished by analog means rather than digitals however, 1t weould
have been difficult ta control the accuracu of mixing of signat and
noise. In addition, }f aralog mixing were used, the detection of
speech boundaries would have to be done on aiready noisy data. MUWhile
the problem of detection of speech boundaries In the presence of
noise is important, it was considered to be of a esecondary natura.
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Parameter Extraction. The amplitude and =zero crossing
parameters of each noise-mixed utterance were chtained by the wuse of
the harduare preprocessor described above. This was accomplished by
satting up the preprocessor and the U/A converter (both of wuwhich are
devices attached to a POP-18 computer) as in the following diagram:

oamran T T
TWAVEFOTR ‘1 DIA CONYE

ANALOG
WAVEFQ11}

* Fa'{ll_'_"‘!"Tf ™ ;}r\r:' >
‘[\ i.— r IEI--;I -!J‘(t‘a—- 1.901'? -

;Qmﬁﬁb

Tha noise-mixed speech in digital form was converted to an
analog =signal by a DOfA converter wuwhich was then used by the
preprocessor to generate the paramsters. Care was taken to see that
the O/A .converter and the preprocesscr were run synchronously withinp
the time-sharing system.

Recognition Process. As uwith the original speech data, ths
first list of each of the B pairs of noise-mixed lists was wused to
train the system, and recognition was done on the second liet of each
pair. The initial recognition of noise-mixed speech (Without any
attempt at subtracting the noise from the extracted paramsters)
resul ted in very high error rates -- oniy 2 percent of the words were
correctly identified.

This made it necessary for us to consider a way of removing the
noise. The average values of noise ampliiude parametere uers
determined (for each of the six nolses) using the preprocessor and
these Were subtracted from the corresponding values of the parameter
vectors of the noise-mixed speech. The zero crossing parameters were
left unaltered except for local smocthing, Even this transfermation
did not improve the results appreciabiy. Analysis of the resulting
parameters revealed that noise that was over the average wvalue still
caused significant wvariability in the parameters causing erroneous
recognition.

The next attempt at noise removal consisted of subtracting twice
the average amplitudes {uwhich corresponds roughly with the maximum
noise levels} from the noisy speech parameters. The system was also
modified to ignore the zero crossing parametera. This drastic step
did significantiy increase the recognition of noisy speech, but it
Has still considerably inferior to the recognition of noise-frea
speech,
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To accurately estimate the effect of noiee, it became necessary
to perform similar transformations on the parametere of the noise-
free speech, i.e., Ignoring the 2zero crossing paramsters. This
resulted in a lower recognition accuracy for the noise-free speech.
This, in addition to the degradation caused by the 1B kHz sampling
rate and digitization noise, resulted in a drop of the accuracy for
the control speech from 94 percent to 76 percent.

THE RESULTS

The follouing tabie presents the recognition resul ts:

Accuracy Average Time

High-qual ity speech 4% 1.5 sec.
Orlginal speech after 18 kHz digitation 83% 2.1 esec.
1B kHz spesch sith onty amplitude parameters 76% 2.8 sec.
Idling noise 25 db BY% 3.3 seac.
15 db 22% 3.3 sec.
Typing noise 25 db 43% 3.7 seoc.
15 db —— ————
Machine room noise 25 db 54% 3.3 sec.
i5 db 43% 2.8 sec,

% In the case of typing noise of 15 gbh, there was so much
variation in the amplitude parameters that even after
noise subtraction, the datz was useless for the
recognizer.

The recognition system minimizes the time for recognition by the
use of tuwo heuristics: the ordering heuristic and high Bscore
termipation heuristic. The ordering heuristic attempts to order the
candidates for comparison so that the candidates most |ikely to
succeed appear touard the beginning of the list. Thia ordering is
bagsed on quickly attainable similarity charactertstice of the vouels
sithin the utterance. With the introduction of noise there ie
greater variability in the observed parameters resulting in
unreliabte ordering of the candidatas. This, In turn, affecte the
time for recognition. The high score termination heuristic suffers a
aimilar fate. This heurietic terminatss any further compariscn with
possible candidates when one of the candidates attains a veru high
score, say 35 percent similar. In noisy spesch, such high scores ars
seldom attained, uwhich 2gain results in greater computation time.
Thus, as ue see from the actual resuits above, recognition time for
noisy speech was usually maore than a factor of two longer than that
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for high-quality apeech. The teletype Iidling and typing nolse
{particularly the latter} cause the greatest degradation in
recognition, since they contain many high-frequency components. In
addition, the typing noise alsa contains greater Impulse-type
variability that is hard to correct for. The machlne room noise, on
the other hand, is more conatant and has mainly lou-frequency
components.

Many of the preliminary error analyses were performed on the
speech mixed wuith teletype ldling noise. This resulted in the
setting of some thresholds uwhich are preobably more tuned towards that
type of noise. We suspect that it may be poseible to obtain similar
accuracies for the other types of noises uith similar tuning.

CONCLUSIONS

In this investigation we have ignored the problem of detection
of heginning and ending of speech in the presence of noise. This
problem ie very crucial, since Without this detection, segmentation
and matching would become impossibla.

We will nou attempt to draw @ comparison betuween the results
presented here and the results generated by Miller and Nicely (1355}.
Before this can be done, certain facts concerning the comparability
of these two sets of results need to be considered. First, In the
experiments of Miller and Nicely, recognition of isciated phonemes in
nonsense eyllables was done; wWhereas, this present investigation
consisted of word recognition, a someuhat easier task. Second,
Mitler and Nicely used only randomly-generated noise, which none of
the experiments presented here did, Third, because of the methods
used in this Investigation, the control data (10 KkHz digitized
speech} is already somewhat degraded. Fourth, it is clear that the
human recognition system 1Iis well adapted to operating in a noisy
environment. Therefore, comparison of data on an abscolute scale
Hould be meaningless. We present instead comparisons of degradation
in recognition caused by a drop in signal/noiee ratio in terms of
percent degradation per db:
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Resuit 1 Resuit 2
Human recognition 72% at B db 27% at -12 db
Machine recogniton:
Idling noise B7% at 25 db 22% at 15 db
Machine noise 54% at 25 db 43% at 15 db
% Reduction % per db
Human recognition (72-27)/72=63% 63/(8-(-12))=5.25%
Machine recognition:
Idling noise (87-22}/67=67% B67/(25-15}=B.7%

Machine noise (54-43) /54=20% 2B/ (25-15) =2%

Each result in the table is a particular percent of correct
recognition for some signal/noise ratio for one of the experiments.
The .percent reduction is a relative measure of the degradation in
recognition between Result 1 and Result 2. The percent per db is
just the percent reduction normalized for the drops in signal/noise
ratio in the different experiments. The human recognition
degradation is approximately comparable to the idliing-noise
degradation in this investigation. The degradation for machine-room
noise, houever, is much less., HMiller and Nicely used only randomiy-
generated noise, and its spectrum is more like the idling noise
spectrum than the machine-room noise spectrum. The latter contains
fewer high-frequency components and so does not degrade recognition
as much at high levels,

The results contained here are clearly preliminary. More
complex noise subtraction procedures have not yet been investigated
and should reduce the error rates. One possibility would be
subtracting the overall spectrum of the noise from the spectrum of
the speech as it varies in time. Also, it might be possibie to do
formant tracking on the subtracted spectrum. This would not be
possible uithout the spectrum subtraction because of the variability
of the noise spectra. In addition, modification of wvarious
thresholds and the procedures in the recognition system to anticipate
and correct for noise should improve the results. Although the
results of recognition uWith noise are appreciably inferior to
recognition without noise, the improvements made with even simple
transformations are encouraging.
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D. R. REDDY
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"eeelead us to believe that performance will continue
to be wvery limited unless the recognizing device
understands what 1s being said with something of a facility
of a native gpeaker (that 1is, Dbetter than a foreigner whoe
is fluent in the language)* If this is sc, should people
continue work toward speech recognition by machine?"
(Pierce, 19G9)

INTRODUCTION

It 18 clear that we won* t have a speech recognition sgsvystem which
understands English with the facility of a native speaker for a long
time to c¢ome* However, it seems possibkble that systems capable of
performing as well a&as a native sgpeaker in limited task domains using
a restricted (but not wvery limited) English-1 ike language can be
built kefcore the end of this decade. In thig paper, we will outline
the nature of the restrictions on the language and task domain,
discuss models for recognition of this class of systems, and describe
the structure of the Hear-Say system which is potentially capable of
natural conversation in limited task environments.

Can a system whose performance ig less than that of a native
speaker of English be of any use to anycne? Indeed, there appear to
be geveral tasks which c¢an operate adequately 1in a restricted
language environment and would benefit from wvoice input. The main
characteristic of these systems is that they gather information or
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provida information in response to a vocal request from the user
about a restricted and prespecified task. Voice communication is
preferred in these tasks because of many factors: higher data rate,
extra motor process when hands and feet are already engaged, ease of
use, or the ready availability of inexpansive telephone terminals,

A recent study committes (Newel! et al., ({111) on speech
understanding asystems considered several tasks that could benafit by
voice input. These included: querying a data management system, data
acquisition of formatted information, guerying the operational status
of a computer, consulting on the use of a computer, airline guide
information service, aitr traffic controi, medical history taking,
physical inventory taking and so on., 0Of these, the first four uwere
studied by the committee in greater detall to lsolate and identify
the probiem areas. '

Fig. 1 (reproduced from Newel! et al.) shous the many different
dimensions along which sgpeech recognition systems can vary. This
figure Tllustrates the multitude of trade-offs that are possibie in
designing a speech recognition system. The column on the left shous
the dimensions and the column on the right gives the possible choices
avallable to a system designer along each of the dimensions. It
should be clear that there are |iteraliy bundreds of intermediate
systems that should be experimented with before one can even begin to
seriously consider a system for understanding English with the
facility of a native speaker. To seriously suggest that uwe stop
working on speech recognition systems because we can't build English
understanding systems is like saying that ue should stop building
rocKkets because they can’t fiy at the speed of |ight.

In spite of tuwo decades of research, progress in the field of
speech recognition has been very limited. UWhen one looks for reasons
for this slod and unsteady progress one finds that over-optimism,
inadequate technology, and incorrect modeis have been the prime
causes, The net result has been a large number of papsr designs and
vary feu Working suystems. As is the case with much of the artificial
intel ligence research, it has proved to be difficult to build on each
others’ research in this field.

Lindgren (18] and Hude [7] provide excellant surveys of the
state of the art up to 1988. Here we will limit ourselves to the
discussion of the more recent results. Recently several systems
capable of recognizing 58 toe 588 word vocabularies of isclated words
and phrases have been developed (Gold [B]1; Bobrow and Klatt [2];
Yicens [18]; Zagoruika [21]: VYysotskiy et al, [281). These systems
claim to achieve 85% to 99% accuracy on recognition tasks. Houever,
it has been difficult to evaluate the relative merits of the systems.
It is not enough to merely report the accuracy of a proposed
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algorithm, but one must consider all the rslevant factors, e.gq.,
accuracy, response time, vocabulary size, complexity of the words,
and complexity of languags. For example, a system capable of
recognizing the ten words "ore, core, tore, pour, gore, door, bore,
four, Thor, more" would have to bs much more sophisticated than a
system for recognizing the digits. A system which glves 398% accuracy
in real-time may in fact he superior to a system which give 98%
accuracy but takes a 1BB times longer to do so. As a benchmark ue
Hill give the performance characteristics of the Vicens-Reddy system,
This system {(Yicens [19)) can recognize about S50@ slightly saelected
words and phrases commonly occuring in the English language, spoken
by cooperative speakers who have beaen trained on the system, in about
18 times real-time, with 95% accuracy, on a POP-18 (approximately
588,000 instructions per second}! and requiring about 2888 bits of
memory for each word in the lexicon.

In spite of soveral attempts, there has been no significant
breakthrough 1in the recognition of connected speech of a large
population of speakers. Most of the difficulties arise from the lack
of adequate rules to account for the wide variability of the observed
acoustic parameters of a phoneme from context to context., Attempts
at phonetic transcription systems (Sakai and Doshita ([16]1; Reddy
[151; Tappert et al. [18)) appear to be of limited value since they
cannot adequately account for the variability without the Knowledge
of syntax, semantics, task environment, and speaker characteristics.

It is expected that most of the contextual variability can be
accounted for through a better understanding of the acoustic-phonetic
rules governing the speech production and perception process. Some
of the rules are Knoun and many others remain to be discovered, and
those rules that are Knoun are not readily accessible, Interested
computer scientists are referred to the works of leading researchers
in this field for useful pointers into the literature (Fant [4];
Flanagan 15]; Kozhevnikov and Chistovich (8): Lehiste [3]; Chomsky
and Halle (37).,

MODELS FOR SPEECH RECOGNITION

Most .. earlier attempts.. at. . connected..speech..recognition have
failed because of their inability to account for the affect of
phonetic, suntactic, and semantic contaxt on the parametric
variability among various allophones of phonemes of English. In this
section, ue will outlime the features of three medels which appear to
be promising. A more detailed discussion of these models can be
found in Newell et al, [12] and in the associated refersnces.
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algorithm, but one must conslider all the televant factors, e.d.,
accuracy, response time, vocabulary size, complexity of the words,
and complexity of language. For example, a system capable of
recagnizing the ten words "ore, core, tore, pour, gore, dooar, bore,
four, Thor, more" would have to ba much more sophisticated than a
system for recognizing the digits. A system uwhich gives 3@% accuracy
in real-time may in fact be superior to a system which give 98%
accuracy but takes a 18@ times longer to do so. As a benchmark ue
Hill give the performance characteristics of the Vicens-Reddy system.
This system (Vicens [139]) can recognize about 588 slightly selected
words and phrases commonly occuring in the English language, spokKen
by cooperative speakers who have been trained on the system, in about
18 times real-time, with 395% accuracy, on a PDOP-18 (approximately
508,880 instructions per second} and requiring about 2888 bits of
memory for each word in the lexicon.

In splite of several attempits, there has been no significant
breakthrough in the recognition of connected speech of a large
population of speakers. FHMost of the difficulties arise from the lack
of adequate rules to account for the wide variability of the observed
acoustic parameters of a phoneme from context to context. Attempts
at phonetic transcription systems (Sakai and Doshita [16]; Reddy
{15); Tappert et al. [18)} appear to be of limited value since they
cannot adequately account for the variability without the knouwledge
of syntax, semantics, task environment, and speakKer characteristics,

It is axpected that most of the contextual variability can be
accounted for through a better underatanding of the acoustic-phonetic
rules governing the speech production and perception process. Soms
of the rules are Known and many cthers remain to be discovered, and
those rules that are Knouwn are not readily accessible. Interested
computer scientists are referred to the works of leasding researchers
in this field for useful pointers into the literature (Fant [4];
Flanagan 15); Kozhevnikov and Chistovich [81; Lehiste [39]; Chomsky
and Halle [31).

MODELS FOR SPEECH RECOGNITION

Most . earlier attempts.. at..connected..spesch..recognition have
failed because of their inability to account for the effect of

phanetic, suntactic, and semantic context on the parametric
variability among varlious allophones of phonemes of English. In this
section, we will outline the features of three models which appear to

be promising. A more detailed discussion of these models can be
found in Newel! et al. [12] and in the associated references.
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Analysis-by~Suynthesis

This model involves a comparison of the input spectrum with some
internal iy generated spectra, with an error signal fed back to the
generator for the next stage of analysis-by-synthesis. This model is
one of the Ileading candidates because most rules that predict
contextual variability are available only in generative form and the
best way to use them is by synthesis and comparison. This method is
time-consuming and many of the rules for synthesis are yet to be
discovered.

Hypothesis-and-Test

If most generative rules can also be expressed in an analytic
form, then the computationally more economical "hypothesize-and-test"
might be more desirable. This technique involves hypothesizing the
presence of a phonemic sequence and formulating or selecting a test
that would verify the hypothesis (Newelil [111).

Analysis-by-Learning

This method involves the abstraction of useful information about
contextual variability from several exemplars. Thus, if the phonetic
realization of a given sequence of phonemes is not Knoun in theory,
then the computer attempts to extract the appropriate tests by
examining the parameters of several utterances containing that
phonemic sequence. The overall structure of the test would be
preprogrammed from Known linguistic Kknouledge and the specific
details of the test would be filled in by the computer from the
examination of data.

THE HEAR-SAY SYSTEM

In this section we wWill illustrate the structure and
organization of speech-recognition systems by considering a specific
example of a system being developed by the author and his colleagues
at Carnegie-Mellon University. This system, called the Hear-Say
System, is an attempt to build a task-independent Kkernel system
Wwithin which several different tasks of varying degrees of complexity
can be explored. UWhile a task-specific system such as querying the
operational status of a computer can probably be developed much more
easily, it seems undesirable at this point in time. Task-specific
systems not only necessitate reprogramming of the system for every
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new task but also make it difficult to conduct a systematic study of
the many unscived probiems. The Hear-Say System attempts to provide
factlities common to all speech-recogniticon systems bu separating and
identifuing task-specific factors within such systems.

Fig. 2 gives a functional flowchart of vartous subprocesses
within the system. The rectangles represent processes operating on
the data {within braces) to producs the next level of representation.
The system provides speech and graphic output facilities and a
guestion-ansuering system. However, the main emphasis is on the
recognition subsystem. In the remainder of this section we will
describe the functional characteristics of various subprocesses
within the system.

Speech analyzer

The purpese of this process is to extract a sequence of
parameters from the speech signal. The spsech from the input device
{microphone, telephone, or tape recorder) is passed through 5 band-
pass filters (Z282-48@ Hz, 428-8B0 Hz, 3@8-1688 Hz, 16B8-3268 Hz, and
3288-6488 Hz} and dithin each tand the intensity and the number of
zero-~crossings are measured for each 18 ms interval.

Tuo main problems arise at this stage. First, speech, unlike
other forms of input to the computer, requires continuous monitoring
of the input device. The initiation and termination of ipput is a
function pf the incoming data ttself. Further, if the subseguent
stages of the recognition system are unable to use the data as it
becomes available, the system has to preserve thes data by storing it
in the secondary storage (if necessary? and making it available on
demand to subsequent stages.

The second problem is that the signal level and the signail-te-
noise ratic vary from device to device, from room to room, and from
person to person. The traditional automatic gain contrel distorts
the signal in Ways which make it difficult for subsequent processing.
Thus it becomes necessary for the system to continuously Keep track
of the signal-to-noise ratio and Warn the user if it cannot be
corrected automatically and perhaps suggest a remedy, e.g., holding
the microphone closer,
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Segmentation and phone recognition

The purposgse of this process is to divide the c¢ontinuous
parameter seguences into discrete phone-size chuncks. Thig is
usually baged on an acoustic-similarity measure (Reddy and Vicens

[15]7% Astrahan CI]) which is mainly suitable for the steady-state
porticons of the speech signal. These segments are then compared with
known templates of gounds guitably normalized for speaker
characteristics resulting in the assocation of phoneme-1 ike labels
with each segment. Diphthongs, 1liguids, and other gradually wvarying
gounds resgult in guasgi-random segmentation into sgteady-sgtate subparts
and such a subsgegmentation dipthong 1g usgually meaningless. In
addition there may occasionally be a missing segment marker as in the
case of "gome milk" where the ending phoneme of the first word is the
same ag the beginning phoneme of the gecond. At this stage no
attempt 18 made to locate or correct these errors since they can
usually be handled much more easily at later stages.

PhonoIogical ruleg

These rules usually deal with the theory of sound change in
differing contexts in a natural language. He use the term in & much
more restricted sense. Given that the wvocabulary o©of the task 1is
completely specified, it 1is possible to formulate a set of rules
which completely account for the parametric wvariability for the
lexicon and furthermore generate a structural representation of the
lexicon giving different instances of similar structure. Thus all
the words which are phonemically ambiguous with respect to each other
are grouped together within the lexical data structure.

Migsing phoneme hypothesizer

Given the preliminary segmentation and 1labeling (the symbolic
utterance desgscription), the missing phoneme hypothesizer consults the
data structure produced by the phonological rule generator to locate
all words with similar syllabic nucleus and similar segmental

conntext. Given that part of the utterance description contained a
fricative., /i/-1ike vowel, and a stop, we may dget a set of possible
candidates such as "fig\ "sgitg", "gplit", "slit", and "split". By

comparing the structural descriptions ©f these words one decides that
it 1s important to gee 1f there is a steop or a ligquid Dbetween the
fricative and the vowel. In particular, one may wish to test for a
/p/-Mke gtop or /1/—1I ke ligquid. Supposing the expensive analyzer
(below) findsg these are not presgent, one would gtill want toe see 1if
the fricative ig an /fs/ or an /£/.
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Expensive analyzer

Once the missing-segment hypothesizer generates a plausible
hypothesis, it is the function of the expensive analyzer to devise
appropriate tests to verify the hypothesis. It does this by Keeping
a list of phoneme characteristics, a difference table for phoneme
pairs, and by modifying these ideal characteristics by normalizing
for the segmental context. Thus given that the fricative segment in
the above example is either an /s/ or an /f/, one does not test for
all the Kknoun characteristics of /s/ or all the knoun characteristics
of /f/ but rather just those which differentiate the two phonemes,
i.e., the ampiitude of the signal which indicates if the segment is a
strong fricative or a ueak fricative.

Sumbol ic utterance description

The segmentation and phone recognition procedure produces a
preliminary sumbolic description of the utterance. Starting with a
stressed syllabic nuclieus and its context, one uses the constraints
induced by the vocabulary of the task to make specific guesses at the
possibie word being uttered and rescolving any local ambiguities using
a hypothesize-and-test process. The resulting description consists
of a sequence of {abelled segments with a few of them grouped
together to form words. This process works well only for stressed
wordes with stops or fricatives at the word boundarises. When the
juncture of two words has phonemes wuith the same manner of
articulation, we get an ill-defined word boundary. Further, the
coarticulation effects betueen words modify the characteristics of
the initial and final phonemes of the word. Thus, it becomses
necessary to hypothesize the word-level context so as to properly
account for coarticulation across uword boundaries.

Syntactic rules

The purpose of this procedure is to predict the most likely
words that may occur before and after a given word. For example, the
utterance description may indicate the presence of a noun (which
happens to be the stressed word Within that group) uwhich is part of a
noun phrase. Then the syntactic rules predict which words may
precede it (the appropriate set of adjectives and articles) and which
may follow it (verb phrase). Further, using the partial information
available in the segmental description an ordering of these
‘candidates is made to determine the most |ikely word-level context.

Predicatability at this tevel is proportional to restrictiveness of
the grammar,
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Word boundary hypothes)zer

The role of this procedure is to compute the sxpected parameters
based on the uord level context, examine the actual parameters
present in the utterance dascription, and accept the most plausibie
word boundary ‘context. HNote that the context words themselvee are
modified by their context and this process ext{ends unt!l ue reach a
pauses (breath groupl. Thae difficulty uwith word-level sontextual
variahility is alleviated somsuhat by the fact that when the stressed
vword boundary starta with a stop or fricative the effect of word-
level coarticulation }s minimal and can be easily accounted for. If
at thia point some expected segments are missing from the utterance

description, these critical segments ara isclated and a
ressgmentation is attempted umsing the expensive analyzer. 0Otheruise
a sequence of wWord-boundary markers are introducted inte the

utterance descriptiaon,

Dynamic esemantice of conversation

The purpose of this procedure ise to provide a great deal of
gafjectivity in the Ilocation and identification of the words In the
utterance setring. There are threa different sources of knowledge
available at this paoint.

(1) Given that a stressed Word in the utterance is recognized,
then the semantics of the task can predict other words that
may co-occur Hith this uword.

(2) The semantic model of the task environment can provide
selectivity on what may be expected.

(3) A model of the user, bhis beliefs and his nesds can also
provide direction.

These three sources of Knowledpe are interrelated, but they deal
with three distinct aspects of dynamic semantics of conversation.

Task~-dependent prediction generators

The sources of knowtedge at each of the lexical, syntactic, and
samantic levels are for the most part dependent on the task. Tha
representation of this Knowledge in a form suitabls for recognition
ig presently prepared by the user for a given task. Hotever, there
appears to ba no reason in theory uwhy thess camnot ke generated by
other procedures acting on the task description. The main cbstacle
at present is our lack of knouledge of the most appropriate
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repregentation for these predictors.

Knoxledge acquisition

The purpose of this subprogram is to provide the system Wwith the
mechanisms wuwhich make it possible for it to Ilearn neu JWords,
syntactic constructs, and semantic interpretations. These mechanisms
would be activated wuhile attempting to correct for errors on the
basis of additional specification by the user. This is probably the
teast understood part of the Hear-Say System. The term "learning" in
this context appears to mean addition and modification of the
respective data structurss and the automatic generation of new
heuristics procedures which detect conditions under wuwhich this
Knouwledge is to be activated. This form of tanguage learning has not
yat been successfuliy implemented on computers. Even simpler
attempts at building extendable programming languages have not been
very successful.

RELATED PROBLEMS OF INTEREST TO COMPUTER SCIENCE

Besides being of interest as one of the means cof man-computer
communication, speech recognition as a research area poses several
problems whose solution ts of generat interest to artificial
intelligence and computer science. In this section, we uill discuss
the problems of system organization, heuristic evaluation and credit
assignment, and syntactic and semantic analyses of errorful strings.

System organization

Any speech recognition system of the complexity of Hear-Say,
Which attempts to include all the available sources of Knouledge,
Hill be large. Further, to equal human performance it must sometimes
be able +to answer questions even before they are completed. This
means that the sysiem may have to be segmented into subprograms which
are paged-in or overlaysd and every subprogram must do its part as
soon as it is able to. To achiave this smoothly the system must
provide facilities for inter-process communication and interruption.
The co-routine mechanism can provide these facilities but only at
pre-preogrammed points. This can sometimes lead toc  irrevocable loss

of data if an appropriate program is not activated in time to process
the incoming utterance.

A parallel program organization, in which independently
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scheduled programs perform their respective operations seenms
appropriate. The required working set can be paged-in at a given
time with wvariable quantum times depending on the priority of the
process. Presently available time-sharing systems can perform this
process except that many of them do not provide facilities for
several programs to work a single task. The systems organization
problem tis expected to be 2 major obstacle in the immediate
realization of demonstrable speech understanding systems.

Heuristic evaluation and credit assignment

One of the features of existing speech recognition systems, and
undoubtedly of future ones as uell, is the existence of error at
every level of analysis and the consequent proliferation of heuristic
devices throughout the system to control such error and permit
recucling wnith improved definitions of the gituation. Almost
entirely missing from the |iterature, not only of speech recognition
but elsedhere in artificial intelligence as uwell, are techniques for
evaluating performance characteristics of proposed algorithms and
heuristics. By techniques, we include both suitable instrumentation
and experimental design to measure accuracy, response time, cost,
etc. in relation to vocabulary, |anguage, and context. Until such
techniques are developed and applied to existing components of a
speech-understanding system, these components should be considered of
questionable value in an applied system.

Syntactic and semantic analysis of errorful strings

A particular difficulty that stands in the way of using syntax
and semantics to help uith speech recognition is the lack of
grammatical ity and general well-formedness in free speech. Although
one may legislate against some of the difficulties in written
language, it 1is harder to do so in spoken Jlanguage. Not only do
people "humm" and "hah", and clear their throats, they utter
fragments: "Nouw the ... th'... ...ch well..they are plying flames --
- I mean flying planes”. We belive a uhole set of new language
analysis tools uil! have to be developed before we can expect to have
sophistacted cooperation betueen speech and understanding components
of a single system.
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CONCLUSION

In this paper, uwe have attempted to show that while recognition
of spoken English seems distant, restricted I{anguage recognition
systems of substantial utility can be built within this decade.
These systems should be able to accept continuous speech, from many
cooperative speakers of general American dialect, in a quiet room,
over a good quality microphone, allouing slight tuning of the system
per speaker, using a slightly sélected vocabulary of 1888 words, with
highly artificial syntax, in a task like the data management task
with iess than 1B% semantic error and work in real-time. Houever,
such a suystem will only materialize if we avoid duplication of
research and begin working on the main research problems immediately.
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SPEECH RECOGNITICON IN A MULTIPROCESSOR ENVIRONMENT

D, R. Reddy, C. G. Bell, and U. A, Uulf
Computer Science Department
Carnegie-MellonUniversity

Pittsburgh, Pa. 15213

INTRODUCTICN

Uhen a person plays chess or proves a theorem, most people scem
to agree that he ig exhibiting intelligent behavior. Answering a
trivial question, Matching a TV show, or driving a car do not seem to

belong to this category. Cne appears to do these tasks without any
conscicus effort. This raises three guestions:
1. Deces a human being use different mechanisms for perceptual

and intellectual activities?

2. Uhy is it that computers seem to have s0 much trouble
performing such perceptual tasks?

3. Uhat ig the role of perception research 1in Artificial
Tntel Tigence?

There appears to be no simple answers to these guestions. After
presenting some results and problems that arise in speech recognition
regearch in a multiprocegsor environment, we will attempt to discuee
thegse issues.
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PRESENT STATE OF THE ART

Lindgren (13865}, Hyde (1383), and Hilt (1971) provide excellent

surveys of the state of the art. HWe will illustrate the present
state by considering the Vicens-Reddy speech recognition system
{Vicens, 19EB3}. The structure of this system 1is illustrated in

Figure 1. A preprocessor extracts 3 set of parameters from the
signal. A phone segmentation and recognition procedure divides this
continuum of parameters into discrete parts and assigns labsels such
as vouel, fricative, stop, etc. This description is then used to

select a |iat of |ikely candidates from a lexicon of acoustic
dascriptions of uords. A sophisticated match procedure compares the
parameters of the |iKely candidates to obtain a best mateh. If the

match procedure finds at least one candidate with a high enough
score, then it 1s chosen as the result of the recognition process.
I¥ no satisfactory match is found, the incoming utterance is entered
into the lexicon along With the name of the utterance provided by the
user.

Thie system can recognize up to GHB iscolated words of a
cooperative single speaker uith less than 5% error rate in close to
real time after three to four rounds of training. It can recognize
multiple speakers {approximately 18} and highly restricted connacted
apeech but only with significant deterioration in performance.

THE HEAR-SAY SYSTEM

HEAR-SAY is a speech recognition system currentiy under
development at Carnegie-Mellon University (Reddy, Erman, and Neely,
1978). It represents an attempt to build a general purpose
recognition system which will eventually be ahle to recognize
connected speech of many different speakers in several restrictied
task domains. Figure 2 gives a functional flow chart of various
subprocesses Within the asystem. The recognition part of the system
is similar in some respects to Figure 1. However, many more sources
of knouledge (lexical, phonological, syntactic, semantic)l are brought
to bear on the recognition process. There is extensive feed-back and
feed—forward within the system. A more detailed description of
various components of this system is given in Reddy (1371).

v+ Related issues are  also discussed in Neweil, et at., (13971)., See
Erman (1972) and Neely (1972} for details of implementation of
parts of the HEAR-SAY system.
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Here we will mainty address ourselves to the guesttons of
systems organization, If the HEAR-SAY system iz to squal human
performance in these limited task domains, it must be able to ansuer
trivial questions &s soon as they are uttered (some times even before
they are completed}. This impiies that varicus modules of the system
should be able to operate on the incoming data as soon as they are
able to do so, without waiting for the completion of the whole
utterance. This suggests the use of co-routine structures. The feed-
forward and feed-back mechanisms imply rich connectivity among these
co-routines.

Houwever, these co-routines must be able to interrupt their
processing at unpreprogrammed points. [t may becoma necessary for a
routine to interrupt other routines in the midst of their computation
for one of tuo reasons. First, if the preprocessing program (s not
activated in time to process the incaming utterance (at high data
rates} it could lead to irrevocable loss of data. Second, since the
main goa! of the HEAR-SAY sgoystem is to recognize the utterance as
soon as possible, it has fo bring to bear the full power of avery
source of Knouwledge available to it. Suppose the semantic routine
cbtains some information which would make the current hypotheses of
other routines invalid., It ought +to be able tp breadcast this
information to other raoutines wWithout their having explicitiy to
interrogate the system for this additional piece of Knowledge. While
this type of parallel program operation can be sinmulated with
difficulty using a singfe processor (by each module checking the
status of a global variable every few statemenisw}, it seems +to caltl
for a computer crganization in which several paraliel processors can
cooperate in solving a single problem. In soms sense, this is the
inverse of a time sharing syatem in which a single proceesor is used
to solve several tasks at the same time. However, the Kind of
paraltel organization required f(ies in a different direction from
schemes such as I[LLIAC-4 (Bel} and Nesueld, 1371), since the
processors are not in lock-step.

w If a time-sharing system is designed so that it wWill accept
program-generated interrupts to other programs, and if programs are
permitted to service their interrupte without the monitor providing
mandatory interrupt handling service, then this problem wWould
become somewhat simplified, 1t is interesting that few existing
systems provide such facilities.
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THE CHU MULTIMINIPROCESSDR SYSTEM

Yarious research needsa, including the ashove nsed for cooperating
paraliel processes, have led to our pressnt plans to construct a
multiminiprocessor computar (C,mmpl wWwith sharable g¢global memory and
Wwith facilities for interprocess communication, Figure 3 [llustrates
the PMS {(processcr-memory-skitch structure, Bell and Newell, 1371} of
the proposed multiprocessor system. 1t consiste of a 16 x 16 cross
point switch wuhich connects 1B PDOP-11 processors ta 16 high spsed
memoty modules, The architecture of this system is discussed in Bell
at al. {13971}.

In addition to designing and constructing the cross point switch
and the memory mapping device, one has to develop operating sustems,
tanguages and program debugging tools that are capable of operating
in a mul tiprocessing environment., Hers ne wifl briefly discuss the
arcblems to be solved in these areas.

Most existing operating systems are designed for operaticon uith
one or tuwo processors, The allocation of respurces among N
pracessors solving K probleams e the maln problem facing a
mul tiprocessor operating system designer. If ssveral of these
processors are attempting to solve the same problem, then one also
has to sclve the problems of msmory sharing and facilities for
interprocess communication, such as programmable interlocks,
programmable interrupt handling, and program initiated interrupts.

Most higher level languages are inadequate for the specification
of parallel algorithms, Languages and compiiere must provide
facilities through uhich several independent programs can refer to
the same gtehal data structures. Control statements for monitoriag,
interrupt processing, and processor and memory interlocks should be
part of tha language structure,

Program debugging in a multiprocessor environment, when several
processors are cooperating to perform a task, also praesents several
new problemns. A diaplay-oriented diagnostic sysiem showing what
process is active in any given processor and what data structures are
being modified at any given time sesms a necessary and integral part
cf such a system,

Even when all the above systems bave been developed, we still
have the problem of specifying speech recognition algorithms in such
a way that several cooperating processes can work on  the incoming
utterance at the sawme time. UWhile the general structurse of the
system may be cisar {see Figure 2}, many of the dstails of
interprocess communication have yet to be worked out.
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DISCUSSICN

Ide will now attempt to discuss the questicnsg raisged 1in the
introduction based on our limited knowledge in trying to provide
speech input to computerg. The role of percepticon research in
Artificial Intelligence seems c¢learer than the rest. Problems in
perception are typified by high data rates, large masses of data and
the availability of many sources of knowledge. Contrast thig to many
problem golving gystems 1in which weaker and weaker methods are used
to solve a problem using less and less infeormation about the actual

tagk. Computergs have a great deal of trouble performing perceptual
tagsks becuase we do not yet know how to effectively bring to bear all
the sources of knowledge in problem solution. Ue may need many

different representations of the task domain with many different
mechanismsg to meet the performance reguirementsg. Thus, the role of
percepticn research in Artificial Intelligence is to address itself
to the gquestions of task representations, data representations, and
program crganizations which will permit effective use of many sources
of knowledge 1in sgolving prcecblemg involving high data rates and large
masses of data in close to real time.

Ue deo not at present know whether a human being uses different
types of mechanisms for perceptual and intellectual tasks. Qur
conjecture ig "no, he doesn't; it is just a matter of how effectively
he is abkle to use the available mechanisms." For speech and vision,
he probably has many different representations of the data (resulting
trom, say, many different cbservations of the same scene), and
different mechanisms are able to access and process this data in
parallel {fnot unlike our multiprocessor!). If this conjecture is
true, then a person should be able to play master's level chess 1f he
begins to learn to play chess at the age of two and continues to
devote a major part of his waking 1life to playving chess for several

vears.

In conclusion, we can say that cooperating parallel procegges
which can effectively utilize all the available sources o¢f knowledge
appear to be promising. The eventual success o©of this effort will

depend on our ability to solve the probklems of svstem organization,
algorithm sgpecification, and error detection and correction in a

parallel processing environment. If succesgsful, this project may be
a forerunner to computer control of complex procegses  with
gignificant feed-forward, feed-back, and critical performance

requli rements.
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A MECHANISTIC MDDEL OF SPEECH PERCEPTION
D. R. Reddy, L. D. Erman, and R. B. Neely

Carnegie-Mellon University
Pittsburgh, Pa. 15213

SUMMARY

This paper proposes an alternative to motor theory and analysis-
by-synthesis models of speech perception with emphasie on efficient
machine realization of the modei!, Our model can be characterized as
a "hypothesize-and-test" model of parception. It consists of a small
saet of cooperating parallel processes, each of which is Independentliy
capable of decoding the incoming utterance. Each of these parallel
praocesses has heuristics for generation and verification of
hypotheses based on a semantic, syntactic or lexical representation
of the language to be perceived. These processes are able to guide
and/or reduce the gearch space of each other as varlous subparts of
the utterance are recognized. [etails of a recognition system which
incorporates these ideas is presented.

THE MODEL

This paper presents a model of speech perception which has been
arrived at not so much by conducting experiments on how humans
perceive speech but in the process of constructing seaveral speech
recognition systems wusing computers. The emphasiea has been on
developing efficient recognition algorithms, and Iittle on modeling
of Known human perceptual behavior. The general framework (for a
model} that evolved is different from some previous!y proposed models
by Liberman et. al. (1962) and Halle and Stevens (1962} which imply
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that perception takes place through the active mediation of motor
centers associated uith speech production. Our results tend to
support "sensory" theories advanced by Fant (1884) and others, in.
which speech decoding proceeds uwithout the active mediation of speech
motor centers. Our present model consists of a set of cooperating
parallel processes each of uhich is capable of generating hypotheses
for decoding the utterance; the task of recognition is then reduced
to one of verification of the hypotheses.

It is not our intention to propose yet another speculative model
of speech perception. The main purpose of this paper is to propose
that, in addition to stimulus-response studies and neuro-
physiological modeling, speech scientists should also make extensive
use of information processing models in the study of speech
perception. The notion of an information processing model reflects a
current trend in cognitive psychology to view man as an information
processor i.e., that his behavior can be seen as the result of a
system consisting of memories containing discrete symbols and
symbolic expressions, and processes which manipulate these symbols
(Newell, 1979). The main advantage of this appreoach to speech
perception studies is that it permits a ressarcher to ook at the
total problem of speech perception at a higher functional and
conceptual level than is possible With the other tuo approaches. (To
attempt to study the total problem of speech perception by
formulating a neuro-physiological model would be |like attempting to
understand the workings of a TV set bu looking at the flou of
electrons through a transistor.) After presenting the basic ideas in
the model, we will present the details of a recognition system which
incorporates these ideas and discuss the implications of the model.

Each of the processes in our model is based on a particular
source of Knowiedge, e.g., syntactic, semantic, or acoustic-phonetic
rules. FEach process uses its oun source of knouwledge in conjunction
tith the present context (i.e., the presently recognized subparts of
the utterance) in generating hypotheses about the unrecognized
portions of the utterance. This mechanism provides a way for using
{much-talked-about but rarely-used) context, syntax and semantics in
a recognition process.

The notion of a set of independent paraliel processes, each of
which is capable of generating hypotheses for verification, appears
to be new. The need for a set of independent parallel processes
arises in our model becausse of the requirement that the absence of
one or more sources of Knowledge should not have a crippting effect
on the performance of the model. That semantic context should not be
essential for perception is illustrated by overheard conversations
among strangers. That syntactic or phonological context should not
be essential is illustrated by conversations among children. That
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lexical representation is not essential is illustrated by our
recognition of new words and nonsense syllables. In our model, the
absence of one or more sources of knouledge has the effect of
deactivating those processes, and recognition proceeds (atbeit more
slowly and uwith lower accuracyl} using the hypotheses generated by the
remaining processes,

An important aspect of the model 1is the nature of cooperation
betueen processes. The implication is that, wuhile each of the
processes is independently capable of decoding the incoming

utterance, they are also able to cooperate wWith each other to hetp
recognize the utterance faster and with greater accuracy. Process
"A" can guide and/or reduce the hypothesis generation phase of
process "B" by temporarily restricting the parts of the lexicon which
can be accessed by "B", or by restricting the syntax available to
process "B", and so on. This assumes that process "A" has additional
information wuhich it can effectively use to provide such a
restriction. For example, in a given syntactic or semantic situation
only a small subset of all the words of a language may appear. (The
nature of the restrictions and how they are realized are only crudely
implemented in our current system.)

The notion of hypothesize-and-test is not new. It has been used
in several artificial intelligence programs (Newell, 19863)}. It is
equivalent to analysis-by-synthesis if the "test" consists of
matching the incoming utterance with a synthesized version of the
hypothesis generated. In most cases, houever, the "test" is of a
much simpler form; for example, it is not necessary to generate the
whole formant trajectory when a simpler test of the slope can provide
the desired verification. This not only has the effect of reducing
the computational effort but also increases the differentiability
between phonemicaliy ambiguous words.

Acquisition and representation of various sources of Knowledge
of the mode!l are currently programmed into the system. There have
been several studies on Janguage acquisition (most of which are S-R
theories), but again our feeling is that an information processing
model would permit a better understanding of the issues concerning
the organization of long term memory and additions, deletions and
modifications of various sources of Knouledge. There are several
proposals for organization of memory (Quillian, 19668; Norman, 1968;
Winograd, 1978). Their implications for speech perception are uyet to
be studied by speech scientists.
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A REALIZATION OF THE MODEL

HEARSAY is & speech recognition sustem uhich Incorporates many
of the ideas presented in the previous section, and is presently
under development at Carnegie-Mallon Universalty. It is not
restricted to any particular recognition task. Given the syntax and
the vocabulary of the language and the semantics of the task, HEARSAY
will attempt recognition of utterances in this language. Figure 1
gives a functionat flowchart of a part of the HEARSAY system. A more
detailed, but earlier, description of the goals and various
components of this system are given in Reddy, Erman and Neely (1878)
and Reddy (1971).

Here we wWill describe the operation of the HEARSAY system by
congidering a specific task: Voice-chess. The task is to recognize a
spoken move in a given board position. In any given situation there
are 280 to 38 legal moves, and several thousand different ways of
expressing these moves. The syntax, semantics, and the vocabulary of
the task are restricted, but the system is designed to be easily
generallizable to larger tasks, which was not the case for out earlier
systems., Larger syntax (e.g., a subset of English} and vocabularies
(1868 to 5608 words) for a more complex semantic task will make
HEARSAY slouwer and less accurate but is not likely to be cripp!ling.

Figure 1 shouws three independent processes; acoustic, syntactic
and semantic. We will give a short description of hou these
processes cooperate in recognizing "King bishop paun captures Knight
on King four". Let us assume that this is a legal move (otheruise,
at some stage of processing, the system will reject it as
semantical ly inconsistant]. The incoming utterance is preprocessed
to extract parameters, segmented (based on acoustic simifarity), and
segmental features are determined. The exact nature of parametsrs,
segments or features is not important as long as it is consistant
Hith (or can be equivalenced tp) the phonetic descriptions in the
lexicon. Suppose for the purpose of this description the system has
already recognized "King ————--- captures —--——--—-— " and this is stored
as the "currently accepted partially recognized utterance” (see Fig.
1),

Hypothests Generatlion

The three independent processes are noWw in a position to
generate hypotheses about the unrecognized portion of the utterance,
The acoustic huypothesizer does not have any knouledge of the suntax
or semantics of the situation, but can use the grosa features in the
"par-tial symbolic utterance description” (such as /J/ of "bishop") to
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retrieve theose words of the fexicon that are consistent. UWithin-the-~
word feature variations resulting from co-articulation are
{presently) encoded into the lexical description. Betueen-word co-
articulation effects are determined wherever applicable through the
use of the "currently accepted partially recognized wutterance" uhich
provides the boundary phonemes.

The syntactic hypothesizer generates 2 partial parse-iree based
on the partially recognized utterance which it then uses %o predict
Hords that can folfow in that suyntactic situation. In our present
example it would have two partial parse trees, one based on "King"
and the other based on "captures”. It then selects the hypothesis
which would resuit in the least number of words to be verified.

The semantic hypothesizer contains, as a subpart, a chess
program {Gillogly, 1971} uhich gensrates an ordered list of moves
that are possible in a given situation. In' our example, the
huypothesizer then concentrates on only the "capture" moves that start

with the word "kKing". If there are nens, then there is an
inconsistancy In the ‘currently accepted partially recognized
utterance". This may be due to an illegal statement or incorrect

recognition. In the latter case the partially recognized utterance
is modified by replacing the uweakest tink by the second best choice
for that position.

There are sgeveral strategies for using independent hypothesis
generators., 0One is the notion of most plausible hypothesis. In this
case, each hypothesizer associates a confidence number +to each
hypothesis. Of al! the hypotheses, the most plausible one is
selected for wverification. - A camputationally more effective
procedure (in case there is only a single processor on the computer)
ig 1o select that process Which has in the past generated most
effective hypotheses. In the case of chess, the semantic
hypothesizer is substantially more efficient, But there are many !ou
context tasks where the semantic situation provides the least help.

Hypothesis Yerification

The task of a wverifier is to determine whether a given
hypothesis is consistant With the context presentiy availabie to it.
Consider the case in which only 3 single process is active, say, a
task which has no syntax or semantics. Then the roles of the verifier
is to further restrict andfor wvaiidate the hypothesis. In the
present example, an acoustic hypothesizer might select ali! the words
that contain a sibilant, e.g., "bishop", "Kings", "queens”, "takes",
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"captures". A more detailed matching of features and the use of co-
articulation zrules at the word Dboundary between "king" and the
hypothesized words would permit elimination of  most of the
possibilities. Detailed matching often implies generation cof a test.
For example, if the verification to be made is between "git", "gpit",
and "splitc", the presence of /s/, /i/, /t/ and the transitiocns
between /1/ and /t/ are irrelevant. The verifier generates tegts for

the presence or absence of a stopgap and for the presence of / i k e
fermant structure following the stop-gap.

The role of syntactic and semantic verifiers in the case of a
gingle active process ig much more limited. They can attempt more
sophisticated heuristics for better use of the Tcurrently accepted
partially recognized utterance". The nature of these heuristics 1ig
unclear at present. If more than one process 1s active then
gayntactic and gemantic verifiers can play a gignificant role by
attempting to eliminate those hypotheses (generated by other
processes) that are either gyntactically or gemantical Iy
inconsi stent.

Verifiers «can be activated independently to validate the
hypothesis, or sequentially to consider only those hypotheses
congidered valid by the proceeding verifiers.

Control of the Processes

The wverification process continues until a hypothesis ig found
which is acceptable to all the verifiers with a high enough level of

confidence. All the unverified hypotheses are stored on a stack for
the purpose of back-tracking at a later stage. Given an acceptable
hypothesis, the mediator updates the "currently accepted partially
recognized utterance" and updates the T"partial symbcoclic utterance
degcription" with additional features that were discovered during the
process of hypothesis generation and verification. If the utterance

still has unreccgnized portions of speech and if the interpretation
of the utterance is sgtill unclear, then all the active processes are
reactivated to generate hypotheses in the new context. If there are
no unrecognized portiong of speech in the utterance and the sentence
ig uninterpretable, the knowledge acquisiticn part of the system
{(presently manual and not shown in Figure 1) is activated to update
the lexicon and the acoustic, syntactic and/or semantic ruleg,
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DISCUSSION

The main ideas present in the model are independent paraltel
processes, nature of cooperation, and nature of perception {sensory
vs. motor models). Several guestions arise in this context that are
of interest to speech scientists and cognitive psychologists
interested in human spesch perception. As ue stated =earlier, our
main interest continues to be efficient machine realizable modets for
speech recognition. Houwever, since the human is the mnost effective
speech perceiver to date, it is of interest uhether he uses similar
mechanisms,

It is Kknoun that, at a higher problem solving level, a human
being behaves essentially as a serial information processor (Neuwell
and Simon, 1972). It is also knoun that paraliel processing occurs
at the preprocessing levels of vision and spesech. HWhat is not Known
is whether there are ssveral Iindependent processes or a single
sophisticated process at the perceptual !evel uhich can effectively
use all the available sources of Knouledge.

The second question is how these sources of Kknowledge cooperate
with each other. There are experiments (Miller and Isard, 13B63;
Collins and Quili!ian, 1983} wWhich can be interpreted to show that
perception is faster or more intelligible depending on the number of
avaiiable sources of Knowledge, Any model of speech perception must
deal with the nature and structure of the interaction betueen various
sources of knowledge. Earilier models tend to ignore this guestion.

The guestion of wJhether humans use 2 sensory model or a motor
mode! is probabiy not important but the implications for machine
recognition are ciear. There are several cther qguestions that arise
guch as "what is the effect of an increase in vocabulary for human
perception”, "do human beings parse sentences from left to right" and
s0  On. We believe that experimentis can be designed wuithin the
framework of information processing modeis which Will provide answers
to many of these questions.

This paper illustrates cur present model for machine perception
of speech and provides a framework for human speech perception
experiments. General wodels of perception, however linited or

incomplete, have in the past played an important role in stimuiating
regearch. Our model differs from earlier models in that It provides
epecific structures for data and control processes that are useful in
speech perception. A main advanage of this model is that ohe can now
design experiments in wWhich the same material is presented to both
man and machine, obssrve the similarities and differences, and revise
the model.
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