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ABSTRACT

This paper explores an information processing model of how
stimuli are perceived and encoded. The model is an extension of
recent work on human problem sclving, which has yielded an explicit
programming structure (a production system) as a representation of
time course of human behavior in some relatively simply discrete
symbolic tasks., The emphasis in the present paper is on obtaining
an explicit representation of the control structure in the immediate
procegsor and on the communication between the immediate processor
and the perceptual system. The internal structure of the perceptual
aystem is not explored in detail. The paper presents the original
production system for problem solving and illustrates its structure
and behavior. It then discusses the nature of stimulus encoding and
what is provided by the model as it stands. This leads to the intro-
duction of a task to gulde the extension of the model. A model of
the perceptual system 1s then presented and its behavior in conjunction

with the main system illustrated,




A THEORETICAL EXPLORATION OF MECHANISMS FOR CODING THE STIﬂULUS*

Allen Newell

This paper explores the problem of developing an explicit model for how
stimulus encoding occurs. It is primarily a theoretical exercise, attempting
to extend some work in problem solving (Newell and Simon, 1972) to incorporate
perceptual mechanisms and control structures to permit stimulus encoding. The
set of conditions that we impose on the total model -- in terms of the suffi-
‘ciency of the mechanisms and the detail of their interactions -- makes it

unlikely that an initial formulation will be successful. And indeed this is
the case: the model remains incomplete in a number of significant ways and we
can only examine a minute part of its behavior with the confines of this paper.

Thus, we have called the paper a theoretical exploration.

This work stems from the view that to study coding in human information
processing requires a model of the total process -- a model that specifies
exactly how coding operations take place. The general strategy in experimental
psychology runs to the opposite side, namely, that one should posit a model
by stating only a few general properties of the gystem. When well done, this
leads to some implications for behavior which can then be tested. The net
effect is slowly to close in on a mechanism, catching it in a conjunctive net
of properties, each one established experimentally. Often the objects of most

interest -- here the coding operations -- remain extracrdinarilly i1l specified.

I would like to acknowledge fully the contribution to this effort of a
Protocol Workshop held at CMU during Spring 1971, and especially Michelene
Chase, David Klahr, Donald Waterman and Richard Young who all worked
extensively on the serles completion protocol discussed herein, developing
production systems that were the starting point of this research. The work
here is a direct continuation of joint research with H. A. Simon and draws
in detail on material in (Newell and Simon, 1972). The research is supported
in part by the National Institute of Mental Health (NH-07722) and in part by
the Advanced Research Agency of the Office of the Secretary of Defense
(F44620-70-C0107) which 1is monitored by the Air Force Office of Scientific
Research.
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Let me make the point concretely by quoting 2 few examples. All of
these represent studies that I feel are successful and have given us both new
information and provocative ideas about mechanisms., No straw men are Iintended,

Consider first the well known study of memory by Atkinson and Shiffrin
(1968}, Specific models of memory are prvoposed from which can be computed
experimental results to be compared with extensive data. 5till, I am left
with an uncomfortable feeling. A central part of their story is the notion
of control processes, which allow the subject to perform according to
different strategies. But these control processes receive no representation
in the theory. They are used informally to rationalize the application of
specific models to specific situations. 1In some sense z specific repre-
sentation of control mechanism is not needed to get on with the study. Stili,
it remains an incomplete paper from which I find it hard to move on.

Consider next a study by N. Johnson {1970} concerned with ceding
processes in memory, namely, those that lead to chunking stimuli in various
ways. Again, he provides 2 quite specific model for part of the process,
i.e., the control process for decoding a stimulus to give a response. This
is enough for him to justify the relevance of his response measure and to
argue for a number of effects. Still, the process he is studying -~ coding
and chunking -- is nowhere specified. He argues to a few properties of it,
e.g., whether a code (i.e.,, the internal representation of a part of the
stimulus) 1s like an opagque container. This is enough of a characterization
to set up some experimental tests. But my greatest disappointment was that

the paper proposed no theory of the operations of coding of verbal stimuli.




The McLean and Gregg (1967) study of induced chunking in serial
learning offers an almogt identical example from my point of view. It
evokeg a sgpecific view of processing mechanismg and findg an ingenious
way of revealing some effects of these processes in an experimental task*

But what I want 1g a model of how the subject gavs the alphabet backwards,
not simply that the backwards recitation can be used to reveal that the
organization into chunks is really there.

One last example will suffice. Much recent work has occurred on
imagery. One segment of this work is concerned with imagery as a mediator
in various verbal learning tasks (e.g., Pavio, 1969; Bower, in press). It is
a peculiar feature of all this work that it proposes no theory or model of
imagery at all. In fact, if you ask how one knows that the mediator is
imagery, rather than something else, the conly link is in the semantics of
the instructions to the subject (plus the experimenter's participatary
conviction that imagery is involved). The problem is not the old saw about
operationally. In fact, from one point of view, there is no problem at all.
Strong effects are being produced and progress made. 8till, if I were going
to work on imagery, I would want a theory of imagery to stand at the center
of my work, not a symbolic place-holder for which I had only enocugh intuitive
grasp, along with a few explicitly stated properties, to guide further
experimentation.

I trust the peoint 1s made. No criticism is directed at efforts that
make progress, as all the above do. One can still wish for gomething
different. OCne can alsc suspect that the reason why 8o many studies have
thig characteristic (this flaw?) 1is because of an accepted style of

cperation in psychology.
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In all events, if 1 am golng to study coding processes, I have te
have a model of the coding operations themselves. I will, on balance,
prefer to start with a grossly imperfect but complete wodel, hoping to
iﬁprove it eventually; rather than start with =2n abstract but experimentally
verlfied characterization, hoping to specify it further eventually. These
may be lcocked at simply as different approximating sequences toward the same
sclentific end. They do dictate quite different approaches, as the present
paper exemplifies.

Thus, the goal of this paper is to provide at least ome explicit set
of mechanisms for coding the estimulus. We could enuncilate the fundamental
operations that seem to be required and from there construct a system that
seemed consonant with what 1s known generally about the informatLon precessing
capabilities of humans. We will, instead, follew a somewhat different course
and extend an existing model of human fnformation processing. Consequently,
we will start with an exposition of this model in Section II, and after thias
pose the 1ssue of stimulus encoding in Section III. To make progress
will require adopting a concrete tagk, which we do in Section i?. Thie permits
ug in Section V to define the extension to the system, which will be &
perceptual mechanism, and to look briefly at its behavior in Sectiom V¥i. 1In

the final gection (VII) we sum up the exploration.
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I1. THE BASIC MODEL

The basic model comes from the theory of problem solving that has
developed from a study of small symbolic well-defined tasks {(cryptarithmetic,
chess, and elementary symbolic legic). The theory 1is set forth most completely
in Newell and Simon (1972), but various earlier asapeclalized versiona and
summaries exist (Newell, 1967: Newell, 1968; Simon and Newell, 1971).

The Elements of the Theory

Let me recapitulate briefly the elements of the theory. We will follow
this up with a particular instantiation of the theory for a specific subject
on a specific occasion, This latter will give ue the requisite level of
detail co pose the task of this paper., BSince full detail will be provided in
the second half, this initial statement can gloss over a number of details.

Structurally, the subject ig an information processing system (IPS)
consiating of a processor containing a short term memory (STM), which has
access to a long term memory (LTM)., The processor also has access to the
external environment, which may be viewed as an external memory (FM).* The
processar éontains the mechanisms for elementary processes, for perception,
for motor behavior, and for the evocation of conditional sequencas of ale-
mentary processesd.

The bagic representation of information is in terms of symbols and
symbolic expressions. Symbolic expressions are structures composed of
discrete collections of symbol tokens, linked by relations (e.g., the next
relation, where at most one symbol token immediately follows a given token,
as in a list), Symbols, as realized in symbol tokens in symbolic expressions,
designate other structures: of symbolic expressions, of elementary processes,
and of the results of elementary processes. "X designates Y" is short hand

for "X permits access to Y or to a representation of Y by some set of

elementary information processes."

Due account being taken for the initiation of action from the external
environment, a feature not prominent in the task environments studied,
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All action of the system takes place via the executicn of elementary
processes, which take their operands in STM. The only informatien available
on which to base behavior is thar in STM; other information (either in LTM
or EM) must be brought into STM before it can effect behavior. A&t this level
the system is serial in nature: only one elementery information procesg 1s
executed at a time and has available to it the contents of STM as produced
by the prior elementary processes. Seriality here does not imply seriality
either of perception or of acecessing of LTM.

Problem solving takes place as search in a problem space, each element

of which vepresents a possible state of knowledge about the problem, A
problem space {s defined by (1) a representation of the possible states of
knowledge (e.g., a language, such that each expression in the language con-
stitutes a pusaiﬁle state of knowladge) and {2) a set of operators for

moving from one element of the problem space to another, thus acquiring

new knowledge or abandoning old knowledge. GCantral to the theery is the
assertion that the problem space can be specified in finite terms for
particular subjects and particular tasks, WNet all the knowledge that a subject
has is represented by his positfon in the problem space (e.g., knowledge

about his path through the space),

The problem space is not represented in extensfon in the IPS (i.e., in the
subject) . MHowever, it exists potentially, because at least one particular knowl-
edge state is represented expliciely in the TIPS (namelvy, the subject's current
location in the space}and the IPS has processes corresponding to all the
operators of the space, hence can generate other elements of the problem space.
The language of knowledge states, then, is representable in the symbelic
expressions that form the basic representation of the IPS. Turther, the
current knowledge state must exist in some form in the memeries of the subject,

namely in 5TM, LTM, and EM,
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The program of the subject appears to be well represented by a
production system.* This is a scheme of the form:

Cl > A1

-=> A,

Cn ==> An

Each of the lines consists of a condition (the Ci) and an action (the Ai)’
and is called a production. The ordered list of productions is called a
production system. The system operates by continually selecting for
execution the first action from the top whose condition is satisfied. Since
the actions modify the information on which the conditions are based, the
same action need 'not (and in general, will not) be evoked on successive
cycles of the system.

The conditions operate on the current knowledge state. (That is
what makes it both current and knowledge: 1t determines the immediately
next action of the subject.) Actually, the conditions are limited to that
part of the knowledge that is in STM.* * (That is what gives the STM its
special role and makes knowledge in EM or LTM indirect.)

The actions may be operations of the problem space or sequences of

such operations:

Ci --> Ql Q2 LN Qm

In this latter case the sequence is executed unconditionally, except that termi-

nation of the sequence is possible after any operation. Depending on how the

Production systems constitute a family of computational and logical systems

much studied in computer science (see Minsky, 1967; Hopcroft and Ullman, 1969).

Members differ considerably in the details of the conditions, actions,
" control structure and the data types on which they work.

*% There is a question about the status of the immediate perceived EM.
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the problem space is defined, the actions may or may not include additional
operators (e.g., those involved in attention comtrol).

To provide a complete model for a subject's problem solving requires
glving the problem space and the production system. It also requires giving
the details of the memory structures and the symbolic representation, which
is implied indirectly in the first two items. On the other hand, strategies
and methods of problem solving are to be represented by the contents of pro-
duction systems, and are not given as separate desiderata.

The work mentioned earlier (e.g., Newell and Simon, 1972) attempts to
fill out the gross picture just given, as well as show that the behavior of
human subjects can be described successfully by means of such a theory when
the details are filled in. We are not concerned here with recapitulating
that story, but in shedding light on the encoding of knowledge.

However, we will set out in the next section a specific version of the
general theory. This will provide a detailed set of mechanisms for all the
parts which have been described above only in general terms. We will use a
version in a problem solving task called cryptarithmetic, not because it is
well adapted to the study of stimulus encoding -- which it is not -- but

because it represents well the current level of analysis.
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A Production System for 52 on CROSSHROADS=DANGER

We wish to model a subject (82) behaving on the cryptarithmetic task,
CBOSSHROADS=DANGER. For those not famlliar with the task, Flgure 1 gives
the instructions. The protocol for this subject is discussed in detail in
(Newell and Simom, 1972, Chapter 7¥:; he 18 the subject for which we have
detailed eye-movement records. The production system to be presented here
corresponds to that presented in the book, but differs in the underlying
language for production systemes, the representation of knowledgeiiements and
gsome details of the immediate procesgsor.

The elements that constitute knowledge are 1inear expressions. For
instance (NEW ﬁ = 1} i3 to be read: "D = 1 and this 18 new information.”
(GOAL * PC COL.2) is to be read: '"The goal of applying the cperator PC to
column ? and this goal current." In general, English terms are used in knowl-
edge elements, e.g., GOAL, NEW, =, etc, In the model all such terms acquire
thair significance (i.e., their meaning, their semantics, their operational
character, etc.) entirely by participation in productions. For example,
elements containing the term GOAL are goal-like precisely to the extent that
there are productions that respond to elements containing the term GOAL (by
matching on their conditions) and manipulate them in goal-like ways, such as
permitting subgcals, resuming superordinate goals, organizing behavior to
attain goals, and so on.

STHM consists of a list of knowledge elements, i,e., a list of symbolic

expressionsg. It is of limited capacity in thie regard, holding (in the example
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CROSS
+R0ADS

DANGER

The above expreasion 1s & simple arithmetic sum in disguise,
Each letter represents a digit, that is, 0, 1, 2, ..., or 9.
Each letter fg a distinct digit, For example, C and A many not

represent the same digit.

What digits sbould be asaigned to the letters such that when
the letters are replaced by their corresponding digits, the

above expression 1e a true arithmetic sum?

Figure l: Inetructiona for Cryptarithmetic Task.
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run shown later) 7 elements.,* S$IM holds the 7 most recent expressions: they
are pushed into the front of the memory and disappear off the end.

Figure 2 gives the full definition of the production systems for S2.

The expressionsin the figure are interpreted by a production system program
(called PSG, for production system, version G). The system is written in a
system building system called L*(F) (for L*, version F), which is a homegrown
system (Newell, McCracken, Robertson and Freeman, 1971) though nothing

has to be known about L* for this paper.

There are 8 problem space operators. Three of them (FC, FNC and FLA)
function to direct attention; essentially they obtain operands. Three others
(PC, AV and TD) do the main work.** Finally, two operators (RA, RV) are devoted
to recall of information in LTM.

A complete model of the subject's behavior would include a representation
of the display (essentially as given in Figure 1) and programs for each operator.
In fact, the model makes a distinction between the control structure for evoking
the operators-and the internal structure of the operators themselves. Con-
sequently, the system of Figure 2 goes down only to the evocation of operators. It
then asks for an exogenous specification of the ouput of the operator within the
context in which it was evoked. This shows up in Figure 2 by the fact that all

operators are defined as (OPR CALL). OPR identifies the symbol as designating

The behavior of the system in problem solving appears to depend only weakly
on the exact assumptions about the size of STM and whether it ia constant

or somewhat fluctuating in aize., This is because STM is indeed a buffer
memory, which 1s mostly filled with junk anyway. The general problem solving
methods used by a subject avoid critical dependence on the size of STM. With
respect to memory errors {(which are rare events), the dependence on STM char-
acteristics is not well understood for humans and is not represented in the
system,

** Other descriptions include a fourth operator, GN, which generates the values
of a letter, The bit of behavior we are simulating does not happen to evoke
GN, so it is absent from the system described here.
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J CY15Ft CRYPTARITHMETIC PRODUCTION SYSTEM

I
t

i

FOR 82, TRY 15 (BOOK YERSION) ON CROSS+RCADS.OANGEER
REQUIRES PEGF, ULlF, OICTF, UTILF

DEFINE.SYMBOLS!

I

CY.CONTEXT SET.CONTEXT!

J

> MOKE NAMES AVAILABLE FOR USE IN CY.CONTEXT
TO* TC CHANGE.NAMEE!

I

OEFINE.PROCESSES!

5 NOTICING OPERATORES:

j SET VALUES OF VARIABLES ANG (POSSIBLY} PROOUCE <NTC-EXP»
FC: (OPR CALL) i FINO COLUMN CONTAINING LETTER <L»> (#» <COL>}
FNC1 (OPE CALL) FING NEXT UNFROCESSED COLUMH  (e» <COLs)

FL&: (OPR CALL} FIND LETTER ABOVE LINE IN COLUMN <COL»>U> <L>)
I

; STM OPERATORS

I PRODUCE WEW ELEMENTS OR MODIFY EXISTING ELEMENTE IN STM

PCt (OPE CALL) PROCESE COLUMN <COL> («>» <EXP>, <GOAL>)

BVt (0PR CALL} 1 ASSIGN VARIABLE <VAR> {»> <EXP», <GOAL>>

TD: {(OPR CALL)  TEST DIGIT «0> FOR LETTER <«L> Us <EXP>,<CORL>)
RA: {QPR CALL) ; RECALL ANTECEDENT OF <EXP> (¢»> <EXP»>,<CCL>>
RVt (0PR CALL) ; RECALL VARMBLE <VAR> («> <D>)

1

DEFINE.SYMEOLS!
; DEFINE CLASSES FOR USE IN PRCDUCTION CONDITIONE

i CLASSES FOR CRYPTARLITHMETIC KNOULECGE

<>t
«Li>:
<Oz
<COL>:
<VAR>:
<QBJ>:
<EQx>.
<IEQ>:
<REL>J
<TAG>:
<BEXP>:

I

(CLags 0 12 3 4 5 & 78 3)

{CLASS A T D E G NUO R %

(CLASE T 2 {3 4 CB (06

(CLASS COL.1 COL.Z COL.3 COL.4 COL.5 COL.5)
{CLASS «<L> <Cx)

{(CLASE <«<L= <Dz}

(CLASSx < ~ )

{CLASS > < » « <« &)

(CLASE <EQ» <IEQ>)

{CLASS NEW OLD NOT)

{CLASS {«VAR> <«REL> <OBJ=>] (<TAG> <VAR> <REL> <QBJ>»>>

j CLASSES FOR GOAL EXFRESSIONS

i

<G (CLASS GOAL QLOG}H
<SIG>: {CLASE * & + -
<END=>: {CLASE + ~-)
<COND>: {CLASS -COND +COND}
«S8IG-EXP>: (<8IG> «CONO»)
<COND~EXP> (COND <CONO> <END>)
<GOAL-TYPE>C (CLASS USE GET CHECK RECALL SOLVE «<OPR>}
<GOAL-SPEC>: (CLASS <COL> <VAR> <OBJ>
{«VAR> <CCL>) {«COL> «VAR>) («VAR> <CBJ>>)
<GOAL>; (CLAaSS («3> te <SIG-EXP> <GOAL-TYPE>)

l

<QOPR>:

(<G> & <8IG-EXP> «3CAL-TYPE> U «GOAL-SPEC>»|

(CLASS PC AV TD RA RV)

Figure 2: Specifications for $2 on CROSS+ROADS=DANGER
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<NTC»: (CLASS FNC FC FLA)
<NTC-COND>: {CLR5S MORE END)
<NTC-EXP>: (CLRSS (<NTC-COND> <MTC>) (OLD <NTC-CONDx> <HTC»})

]
<KNOWLEDGE-ELENENT»>: (CLASS <GOAL> <EXP> <COND-EXP> <NTC-EXP>}

i

; TOTAL PROOUCTION SYSTEN

3

PSL: (CS1 P52 GS2)

i

3 PRODUCTION SYSTEH FOR NANLIPULATING GORLS

»

GSt: (Gl G3 G1Q 69 G5 G6 GF G8 G40

GS2: (G2 Gl

Gl: ((GOAL <EMD>») =--» (COAL wsa> DLODG))

G2: 4(GOAL «)} ABS AND (GOAL X} —-> (X a=> )}

631 ({GOAL 2} AND {GOAL £} «-» (3 mw=m» X})

G4: ((GOAL & <OPFR>} --» <OPRx)

G5: ((CORL % <COMD») AND (OLDG <ENMD>) —-> (<COND> nm>)
{COND <COND> <EWD>)}

GE: {{COND +COND +} RND (GHAL %} --» (COKD we> OLD COKD)
(h xuu> )}

G7: LICOMD —COWD -) AND (GOAL %) «-> (COND m=> OLD CONDY
{# nex> =)} ’

G&: ((COHD) RAND {GOAL ) —-» (COND =«> QLD CONDY)

G9: ((MORE) AND (COAL %Y «-> (2 wem> X))

G1B: ({MORE <NTC>) RND (END <HTC») -~» (MORE ww> OLD MORE)}

Gl1i: ((GOAL %) ABS AND (GDRL «) RBS RAND (GORL <END> SOLVE) ABS
--» (GOAL %= SOLVEN

¥

+ PRODUCTION SYSTEM FDR TASK

H

PSz: (POS P03 PD& PDZ PDE PD7 PD9 POLE PDI1 PDiZ PO1 POS)

H

PDL: 4(HEH <L> = <0») -=» FC (GORL 2 USE <COL»))

PD2: (AMEM <L> <-- <0»} —=> {(GORAL = P[)D

PD3: (LGOAL = USE <COL>) -3 (USE =u> PC))

PO4&: ((GORAL = GET <VYAR»Y --> FC (GET zc> PL <COL»))

POS: (IGOAL % USE «COL>Y RRO (OLDG - PC <COL>) -5
FLA (USE <CDL» ==> RY <COL> <L>))

POB1 ((MEM <i» <1Ed» <D») -<» (GCOAL = AY <))

PO7+ (INOT. <b» <== <0») -—» [GOAL & RV <L>})

PD&: ({GOAL = SOLYE) -—» FNC {2 =c> %) {GOAL = USE <CDL>})

PO9: ((NEU «L» = <ORJ») AND (<6 <SIG> TO <L> <DBJ»} RBS —=>
(GOAL = TO «<L» <DRJ»})

FD18: ((NOT <bi» = <D») --> HR (NOT && <EXP>)}

PD11: ((GOAL = CHECX <VAR>} --> RA {WEH &8 <F¥P»1}

PD12: C(GOAL % RECALL <YAR>} -=> RR (<YAR> =e> gVRRS «COL>») RWV)

¥

5Tn: (HIL NIL NIL WIL HIL WIL RIL}

; )

*CY15F LOADED (NOTE: DIGITS RRE CHARSY" RETURH.TO.ITYI

FIGURE 2. SPECIFICATIONS FOR 52 ﬂN CROSS+ROADS=ORNGER
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an operator. CALL calls to the terminal running the system to botain the
required output of the operator. The user provides the behavior of each of
the operators by typing in these requested outputs.:

There are good reasons to run a model of problem solving this way. To
model the operators requires a more detailed model of the immediate processor and
perceptual mechanisms than the theory of problem solving is prepared to provide.
Perhaps more important, in mapping the output of the system on the behavior of
a subject there must be a way to correct the system when it commits errors
(often called "putting the simulation back on the track"). If this is not done,
the accumulation of a few errors causes the system and the behavior to diverge
completely and bear no further resemblance to each other, even though the model
may be perfect from then on. This follows from the memory-dependent character
of cognitive behavior, which tends to magnify small differences. One technique
to correct for errors is to.force the behavior of the operators so as to keep
the system on the track (though stringent limits bound how much a model can be
sﬁeered in this way). Error scores can then be generated by examining the
number of arbitrary outputs required of the operators. Ultimately, the system
does not run either in pure CALL mode or in automatic, Rathgr, programs are
used for the regular and predictable parts of the operators, and CALLs are used
only when the output cannot be predicted. However, the system of Figure 2

calls for all operator outputs,

The condition sides of productions are written in terms of classes of
expressions, which also serve to define completely the forms of knowledge
elements. The classes assumed in the example are given after the operators
in Figure 2.* The operational significance of these classes is determined by
how they occur in the condition sides of the productions given later in the

figure. (A few classes, e.g., <GOAL>, never occur per se in condition, but

" merely serve to show the form of expressions.)

The angle-bracket notation for class names is purely mmeumonic and is not
interpreted by the system.
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The productions themselves are divided into two functional groups,

the G's and the PD's. The G's are concerned with the manipulation of the
goal system. The PD's are concerned with the task of cryptarithmetic. The
production system itself, PS1, is a single list of productions, but is given
as three sublists: the productions of GS1 followed by those of PS2 followed
by those of GS2. Seen as a single ordered list of productions, goal manipu-
lation productions come first (i.e., have priority), except for the few in
GS2 which provide a backup action in case none of the task productions is
triggered by the current 5TM contents.

The detailed set of conventions for production systems are given in
Appendix I. The easiest way to understand them is to consider simple
examples of a particular production applied to STM, Afterwards we will
comment on some of the psychologically relevant asgpects. First, we describe
the system 1in its own terms.

Figure 3 shows PD2 applied to a STM holding only a single expression.*

Since this is matched by the condition form of PD2, the action is executed,

The match consists of an identity between the constants NEW and <--,
and class inclusion for s as a letter {the class <I>>) and 1 as a digit
(the class <I>>). The gystem prints out that the condition of PD2 is
satisfied (TRUE). This action consists of an expression, which then
enters the STM. Since, the STM only contains a single element, this forces
the prior element out of STM, as shown by the print out of STM after the
action.

Figure &4 shows PDl applied to a STM of three elements. The middle
element matches PD1, thus evoking the action. Because this element,
(NEW R = 5), was attended to by the evoked condition, it is moved to the
front of STM. Thus, a continuous reshuffling of STM occurs according to
what items are attended to (which amounts to an automatic rehearsal

mechanism). The action of PD1 consists of two elements. The first is FC.

The user's input is in lower case, the system's output in upper case. The
system does pot distinguish uwpper and lower case, e.g., stm = STM. try.pd
is an executive routine preceding routine (here try.pd) immediately.

WGT LigaARy
CARNEME-RELLON aMIVERSITY
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stm {(new 5 <-- 1)}

pd2 try.pd!

PD2: C((MEW <L» <= <D>) --> (GOAL = PLC))
PD2 TRUE

STH: ((GORL = PC))

Figure 3: Entering new elament into STH
Fixad slzs of STH

stm: ({new 5§ <-= 1) (new r = 5)(goal » solive))
pdl try,pd!
POLt C(NEW <L> = <D») --> fC (GOAL % USE <COL»))
PDYI TRUE
(NEH R = 5)
(«<D> 5§ <L> R)
DUTPUT FOR FC = {<col> == col.])
lz,z
STH: ((GOAL x USE COL.I) (NEH R = 5) {NEW 5 «-s 1))

Figure 4: Call on torminal for operator output
Asslignment of value to class names
Sequence of actions
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This operator produces the columm which is to be attended to. However, as
explained above, instead of executing a program for FC, the system calls to the
terminal for an answer. It prints out the context in which this angwer is to be
provided, namely the elements that were recognized by the condition of PD1, inclu-
ding the values for variables and class names (that <Ir» ig 5 and <I>> is R). All
other elements in 5TM are essentially out of reach by the actions (though another
example later will qualify this statement}. The answer, as typed in by the user
(in lower case), indicates that the symbol <COI>> 1s to have the value COL.1.*
<CO0L> is a class name as well, but in the context of a production it can have
associated with it the particular member of tﬁe clans under consideration. The
gacond alement of the PD1 action is an element to be entered into STM, just as in
the firet example, However, this element contains a éymbol that has an asasigned

value, so that the element is correspondingly inatantiated,

Figure 5 shows a STM in which PD5 ¢an be evoked. The condition of
PD5 congists of a conjunction (AND) of two expressions both of which have to
be found in STM. The order in STM is not important, as the example shows.
However, the first element of the conditions serves to determine the value
of <COL>», which i2 then uszed in the match of second element (ﬁotice that
(OLDG - PG COL.3) was skipped over). The twoe elements matched by the
condition of PD> must be distinct; once the first one is matched it is
excluded as a candidate for further matches. The action of PD5 is not to
put a new element inte STM, but to modify the one that is there. First,
the attention-directing operator FLA is executed, leading to specifying <I>
to be R, Then, in the first element of 5TM, (GOAL * USE COL.l), the symbol
sequence "USE COL.1" is identified and replaced by ™AV GOL.llR."

Figure 6 shows the operation of G3, the goal production that assures

that only one geoal is current at a time. STM contains two current goals

The |z,z is a signal to return control from the user to the system. A
signal is required because the system has given the user indefinite control.
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stmt ((oldg - pec cot.3) (goal = use co0l.3))

pdS try.pd!

PD5: ((GOAL % USE <COL>) AND (OLDG - PC <COL») --> FLR (USE <COL> ==> AV <COL» <L>))
PDS TRUE

(GOAL = USE COL.3)
(<COL> COL.3)
OQUTPUT FOR FLR = (<> == r}
lz,z
STH: ({(GOAL « AV COL.3 R) (OLOG - PC COL.3M)

Flgure 5t Conjunction of condlitions

stm: ((gnal = pe){goal % solve))

g3 try.pd!

G3: ((GOAL#) AND (GORL %) —-» (& ==a> 4))
G3 TRUE

STR: ((GORL % PC) (GOAL % SOLVE)»

Figure 61 Each condition element matches distinct elemont
Modiftication of oxisting element
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(each contains *). The condition side of G2 identifies both of these,

because the match need only account for the symbols in the condition element,
Thus (GOAL *) will match any goal element with the signal *. Since, 2s noted
above, each element of a condition mst match a distinct element of STM, the
second (GOAL *), though identical to the first, matches the second element

of that form in STM, The action of G3 i3 to replace the signal for current (%)
with the signal for interrupted (%). Note that this takes place in the second
element in STM, as designated by ==> (instead of ==> which operates on the
first element).

Figure 7 shows the operation of G2, the goal production that assures
that there is a current goal, It also consists of a conjunction of two
condition elements. The first, however, requires the absence (ABS) of an
element of the stated form, in this case the absence of a goal with the
signal *, The second element identifies this most recently interrupted goal
(the one with %); If there are several $-goals in the STM, then the first
one 1s taken. Thus, the order of elements in STM is consequential, since an
element toward the front can shield an element further back from being
picked up. The action of G2 is to replace % by * in the second element
identified. (Since the first element does not exist, the second is at the

front of STM; hence ==2> is appropriate rather than ===),

G2 does not handle all situations that lack a current goal. If there is
no interrupted goal in the STM (no goal with %), then G2 will not be evoked.
However, Gll will then be avoked. It responds to an absence of a current goal,
an absence of any interrupted goal and an absence of a goal saying the problem
ig all over (<END> being either of the terminating signals, + or -). Its action
is to put the top goal (GOAL * SOLVE) back into STM. This production is one

type of LTM retrieval, since it says that the top goal is remembered whether

or not it remains in STM.
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gtmt ({goal - pc)igoal ¥ solvod!

92 try.pd!}

G2: ((GOAL ) PRS ARD (GORL 2} --> (¥ azs g})
62 TRUE

STH: {{G0AL « SOLVE) (SOAL - PL))

Figure 73 Rbcence of elsmant cordition

stm: {lgoat » pclligoa) ¥ solvedinemw s <~ lioldg + av col.1l &)
{oidg ~ pe col.& r)ieldg - pc col.l}{oid cond ~cond <))
gé try.pd)
Gds {(GOAL » <BPR>) ——> <0OPR»)
G4 TRUE
(GOAL = PC}
(<0PR> PC)
BUTPUT FOR PC = (& we> 4) (n1¢ {new 5 <= 11)
{new =e> oldlinen r = 2)
lz,z
STH: ({NEM R = 2) (OLD § <-- 1) (GOAL + PC) (GOAL ¥ SOLVE! (OLDG + RY COL.I1 5) <OLDG - PLC
COL.4 R) {OLDG - PC COL.1))

Fligure 31 Complex output of oparator
lUse of NTC
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2 final example is given in Figure 8, which reveals something of the
nature c¢f the interacticn between operators and producticons. The STM is taken
frcm the illustrative run shown later and contains a number of miscellansocus
elements as well as thcse relesvant to the current action. The current goal is
to apply PC and this evokes goal production G4, leading to the call on the
terminal. The output of BC, supplied by the usger, provides several things.
Firgt, it changes the signal of the goal to +, gince it ig producing a new
item of information., Second, in producing thig item it makes uge of the. element
(NEW S <-- 1), and this must be changed to (CID S <-- 1) . If BPC were realized
by a production system itself, then its productions would beth find this element
in STM and modify it. A secondary effect would be to bring the element up toward
the front of STM. Thus, to simulate this the acticon element (NIC(NEW S <—- 1))
notices (NEW § <-- 1) in STM and brings it forward; then the action (NEW ==> QLD)
makes the change. Finally, the new kncwledge element, (NEW R= 2) 1is produced.
This example shows that the result cof an operastor, when called for, can be any

sequence of actions that is legitimate fcr precducticn.

The foregoing examples cover most of the types of acticns possible. The full
set 1s listed in Appendix I. We show a couple of pages of running trace from
this system in Figure 9, so its total behavicr can be followed through. The
important thing to observe ig the level of detail at which the system cperates.
We will not compare this trace with the subject's behavicr, though for orienta-

ticn Figure 10 gives the bit of protoccel covered by the sequence of Figure §.
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psl ps! |
. STH: INIL NIL NIL NIL NIL NIL NIL)
Gll TRUE
1. 5TH: ({GOAL = SOLVE) NIL NIL NIL NIL NIL NIL)
PDE TRUE
{GOAL « SOLVE)
{NIL)
OQUTPUT FOR FNC = (<eols == col.1)
lz,z
5. 5TH: ((GOAL » USE COL.1) {GOAL ¥ SOLVE) NIL NIL NIL NIL NIL)
PD3 TRUE
6. 5Th: C(GOAL « PC COL.1) (GOAL ¥ SOLVE) MIL NIL NIL NIL NIL)
G4 TRUE
(GOAL = PC COL. 1Y
(<OFR> PC) R
QUTPUT FOR FC = (& ex» ¥ —cond) (goal + get x) (goal & get )

(GOAL. % SOLVE) NIL NIL NIL?

(GORL ¥ SOLVE) NIL NIL NIL)
(GOAL X SOLVE)Y NIL NIL NID)

(GOAL % SOLVE) NIL NIL NIL)

lz,2
18, S5THM: ((GOAL » GEY R) (GUAL & GEY 5) (GOAL ¥ -CONG PC COL. 1) (GOAL X SOLVE) NIL NIL NIL)
G3 TRUE
1}, STH: (<(GOAL » GET R) (GOAL X GEY 5} (GORL Z -CONB PC COL.J) (GOAL ¥ SOLVE) NIL NIL NIL)
PD4 TRUE
(GOAL % GET R}
(<VAR> R)
DUTRUT FOR FE = {zcol> == col.d)
lz,z
l4. STH: ((GOAL 2 PC COL.4 R) (GCOAL X GET 5§) (GOAL % -COND PC COL.D)
G4 TRUE
(GOARL = PC COL.&A R
(<OPR= PC)
DUTPUT FOR PC = (% zw»» =)
le,z
16, STHMt {((GORL - PC COL.4 R) (GORL ¥ GET 5) (GDAL % -COND PC CDL.1)
Gl TRUE
17. s7Tmy t{OLDG - PC COL.4 R) (GORL % GET S) (GOAL X -COND PC COL.1)
G2 TRUE
18. 5TH: ({GORL 2 GET 5} (OLDG - PC COL.4 R) (GOAL % -COND PC COL.1)
PD&  TRUE
(GOAL = GET %)
(<VAR= §)
OUTPUT FOR FC = (zcgl» #o gol.2)
lz,x . ’
21. S5TH: ((GOAL = PC COL.2 %) (OLDG - PC COL.4 R} (GOAL % -COND PC COL.1) (GOAL % SOLVE) RIL NIL
NIL)
G4 TRUE
(GDAL % PC COL.Z2 %)
(<GPR> PC)
OUTPUT FOR PC = (% uasx =)
lz,z
23: 7M1 C(IGOAL - PC EOL.2 5 (OLDG - PC COL.4 R} (GOAL % -COND PC COL.1) (GOAL ¥ SOLVE) NIL NIL
NIL)
Gl TRUE ‘
24, GTH: C{OLDG - PC COL.2 5) (OLDC - PC COL.4 RY (GOAL % -COND PC COL.1) (GOAL X SOLVE) NIL
NIL NIL)
G2 TRUE
25.° §TH: ((GOAL o« -COND PC COL.1) (OLDG - PC COL.2 5) (OLGG - PC COL.4 R) (GOAL X SOLVE} NIL
NIL NIL)
G5 TRUE

27, STH: ((COND -COND -} (GOAL & PC COL.1) (OLDG - PC COL.2 5) (OLDG - PC COL.4 R} (GOAL X

SOLVE) NIL NILY
G7 TRUE

29, STA: ((OLD COND -COND -) (GOAL - PC COL.1Y (0LDG - PC COL.2 5 (OLDG - PC COL.4 RY (GORL ¥

SOLVE) NIL NIL)

Figure 9: Trace from PS5 of Figure 2,
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386. STH: ((OLDG - PC COL.1) (OLD COND -COND -y (OLDG - PC COL.2 $) (OLDC - PC COL.4 R) (COAL X

SOLVE) NIL NIL)
G2 TRUE

31. STM: ((GOAL » SOLVE} (OLDG - PC COL.1) (OLD COND -COND -) (OLOG - PC COL.2 S} (OLOG - PC

COL.4& R) NIL NIL)

PD8 TRUE
(GOAL * SOLVE)
(NIL)

OUTPUT FOR
lz,z =

FNC = {(<col> =e col.l)

35. STH: ((GOAL x USE COL.1) (GOAL # SOLVE} (OLDG - PC COL.1) (OLD CONDQ ~COND -) (OLDG -

CoL.2 5 (OLDG -
PD5 TRUE

PC COL.4 R} NIL)

(GOAL % USE COL.1)

(<COL> COL.
DUTPUT FOR
lz,z

1
FLA = (<I> == &)

38. STH: ((GOAL « AV COL.1 S) (OLDG - PC COL.L) (GOAL % SOLVE) (OLD COND -COND -} (OLDG

COL.2 $) (OLDG -
G4  TRUE

PC COL.4 R) NIL)

(GOAL = AV COL.! S}

{<DPR> AV)

OUTPUT FOR RV = (¥ ==> X} (goal % get r)

lz,z

41, STH: ((GOAL
(OLDG ~ PC COL.2
PD4 TRUE

% GET R) (GDRL % AV COL.1 S) (OLOG - PC
S) (OLDG - PC COL.4 R))

(GOAL » GET R)

(<VAR> R}

OUTPUT FOR
lz,z '
44, STHM: ((GOAL
~-COND -} (OLOG -

G4 TRUE
(GORL = PC
(<OPR> PC)
OUTPUT FOR
iz,z

46. STH: C({GORL
-COND ) {OLDG -
Gl TRUE

47. STH: {{OLDG
~COND -) {OLDG -
G2 TRUE

48. STH: ((GORAL
-COND -) {OLDG -

G4 TRUE
(GORL = AV
{<OPR> RV)
OUTPUT FOR
fz,z

FC = (<col> == col.4)

# PC COL.4 R) (GOAL X AV COL.1 5) (OLDG
PC COL.2 S) (OLDG - PC COL.4& R))

COL.4 R}
PC = (& me> =)

- PC COL.4 R) (GOAL ¥ AV COL.1 S) (OLOG
PC COL.2 S) (DLDG - PC COL.4 R))

- PC COL.4 R) (GOAL ¥ AV COL.l1 S) (OLDG
PC COL.2 S) (OLDG - PC COL.4 R))

= AV COL.1 S) (OLDG - PC COL.4 R} (OLDG
PC COL.2 S) (OLDG - PC COL.4 R}

coL.1 8)

AV = (% re> #) (new & <== 1)

CoL.1) (GOAL % SOLVE) (OLD

PC COL.1) {(GORL X SOLVE)

PC COL.1) (GOAL ¥ SOLVE)

PC COL.)) (GOAL % S0LVE)

PC COL.1) (GDAL X SOLVE)

COND

LD

(OLD

(oLo

oLd

PC

PC

-COND =)

COND

COND

COND

COND

51. STH: C((NEM § <-- 1} (GOAL + AV COL.1 5) (OLDG - PC COL.4 R) (OLDG - PC COL.1) (GORL X

SOLVE) (OLD COND
Gl TRUE

~COND -) (OLDG - PC COL.2 S))

$2. STH: ((CLOG + RV COL.1 ) (NEW S <-—- 1) (OLDG ~ PC COL.4 R) (OLDG - PC COL.I) (GORL

SOLVE) (OLD COND
PD2 "TRUE

~COND -) (OLDBG -~ PC COL.2 5))

53. STH: ((GOAL % PC) (NEW § <-- 1) (OLDG + AV COL.1 S} (OLOG - PC COL.4 R) (QOLOG - PC COL.1)
(GORL % SOLVE) (OLD COND —-COND -))

G4 TRUE
(GOAL. « PC)

Figure 9: (continued)
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{<0PR> PC)

OQUTPUT FOR PC = (& =2ax +){nte (now & <+ 1)) {noW enm» old) (rew r = 2)
lz,2
58. STH: ((NEN R = 2} (OLD § «-- 1) {COAL « PCY (OLDG + AV COL.1 SY (OLDG - PC COL.4 RY (OLDG -
PC COLs=1) (GDRL ¥ SOLVE))
Gl TYRUE
S9. STH: ((OLOG + PCY (NEH R = 2) (OLD § <~ 1) (OLOG + AV COL.1 5) (OLOG -~ PC COL.4 R) OLOG -
PC COL.1Y (GOAL % SOLVEY)
P09 TRUE
60. STH: ((GOAL « TO R 2) (NEW R = 2) (DLDG + PC) (OLD 5 «-- 1} (OLOG + AV COL.1 8) (OLDG ~ PG
COL.4 RY (DLDG - PC COL.LMY

G4 TRUE
(GORL = TO R 2)
(<0PR> TD)

QUTIPUT FOR TO = {8 ==3> +)

Figure 9: Trace of P3 of Figure 2




- 17d -

Phrase Time Eye-movement ST™M
number  {secs) Aggregations Verbalization number
BO 0 CHOSS S5 0
ROADS S
DANGER DMMGER
Bl 6 CROpgS CJos CROSS plus ROADS is DANGER. 1
ROARS D
DANGER DANGE
B2 10 CRESS CROS Exp: Please talk. {none)
ROARS ROAD
DANGEX DANGER
B3 12 m, Yes.
' DANGER
B4 14 CROS S plus S has to equal R. 6
ROAD
DARG
B5 18 Aa And R will have to equal two S.
DANG
B6 24 CJoss CROPS And S plus D also has to equal E. 14
DS ROA
D ER DANGHR
‘—..
B7 28 CRO, CHOS So I'll let S equal.. 31
- RO ROAD
R DANGER

—
oy dol
D D

DANGER DANGER

B8 36 CROSS CROT Let S equal one. 48
ROADS ROAD
DANGER DANGE
B9 40 CRO 2ama Therefore R will be two 53
ROAD
DANGE
63

Figure 10: Protocol of S2 corresponding to trace in Figure 9.
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Peychologically Relevant Features

We can now summarize and comment on a number of the psychologically
relevant features of this system, both PSF, the production system, and CY15,
the particular system for S2 on CROSS+ROADS=DANGER.

1. The system ig serial, executing one action at a time.

2. In gross outline the memory structure is the classical one (Millexr, 1956;
Waugh and Norman, 1965 of an STM consisting of a limited number of chunks (here,
gymbolic expressions) and an LTM, No account has been taken of any of the
indications that the memory structure might be more complex (e.g., Wicklegren,
1970; Broadbent, 1970). The problem solving behavior on which the model is based
gives no hint that more complexity is requirad.

3. The representation of STM is complete and explicit. The number of
chunks is a parameter of the system. The depth of detail that can be examjined
in each chunk is determined by the content of the production conditions,

| 4. There 18 no complete representation of LTM. A production iz a retrieval

on LTM; thus, the set of productions represents the content of LTM with the
conditions of the production being the accessing paths. In addition, the abilicy
to conastruct embedded expressioms provides a gsecond form of LTM. But there is no
assertion that these comstitute the only forms of LTM,

5. There ig no direct representation of the writing of new information
into LTM. Thus, the model does not handle learning situations that call for

modification of LTM.*

Currently, thia is a key theoretical issue. It is not at all clear how
ITM acquisition ie to take place.
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6. The productions represent a kind of S-R connection between a stimulus,
as represented by elements in STM, and a response, as stored in LTM as an
element on the action side of a production. However, productions are substantially
more complex than classical S-R's. The link between S and R is made via a match
operation that permits identification and ingtantiation of variables as well as
tests for class membership. The actions permit modification of existing elements,
ag well ag the addition of new ones, and in thie latter case (the one more like
the classical R) instantiation of variables is permitted, as determined by prior
conditiong or actioms.

7. There is no representation of the EM, the perceptual mechanism, or the
details of the immediate processor. Thus, the model is primarily about the control
gtructure of behavior at the problem solving level.

8. Rehearsal occurs automatically in STM if something is attended to.
thie iz & movement of the attended-to element in STM, not the creation of a copy.
Strategies of rehearsal, therefore, are attempts to attend to something, possibly
without concern for what processing occurs.

9. There is a highly particular matching system in PSF, the rules of
which are zummarized in Appendix I. Much of the variation in versions of the
production system have been in detalls of this matching scheme. Almost no
psychological information is available on which to make direct determination of
these details. Several centrai isaues can be identified in information procesgsing
terms, but for none of these can the psychologlical consequences be given:

(1) The productions deal with information they do not already know
in full detail. That is, elements are identified by only partial
information., What form should this indirectness take? The‘use of
variables (the class names) is one form. Matching only the
symbolslin the condition element, not all the ones in STM

element, iz another (it lets an entire expression be picked up




(2}

(3}

{4

(5}
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by one part of it, as in the {GOAL *) conditions). Not
matching in sequential order is yet another (providing something
somewhere deoes respond to the order).
What role does order in STM play? In the current system order is
revealed in part by the masking of old elements by recent ones,
which is a function of the match. This interacts strongly with
the more general question of how STM should be structured (as a
circulating memory, as a stack {(as here), as an unorganized set
of celis, as a constructed set of embedded expressions, etc.)
Should an STHM element be able to satisfy more than cne element in
a condition? The current systems insists on exclusiveness and
without it many additional condition elements would be required
to forc; exclusiveness. But should there be some mechanism to
permit a designated ceondition element to be matched to any element
in STM independent of other matches? Exclusiveness implies serial
dependence in conditions, so that (A AND B) is not the same
condition as (B AND A).
How deep can the match search in an expression? The current
system searches recursively; earller versions did not, and in
fact CY¥15 demands only a single level of search. That is, no
embedded expressions such as {GOAL * (NEW <IL> = (OLD <I>))) occur
on the condition side of productions.
What kind of processing can he done during a match? The current
match permits a wvariable to be defined in one element and used in
match elsewhere in the same element or in a following element.

This enlarges the class of conditions that can be discriminated.
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Earlier matches permitted only class inclusion to be recognized.
(E.g., the system could match (<I> = <I>) but could not dia-
criminate (R = R} from (R = D). Hote that we are talking about
what goes on in the match, not what is ultimately possible in
the total aystem by the action of a sequence ¢f productions. The
current use of variables introduces a second form of serial
dependence in condition elements.

10, Although it may have escaped the reader's notice, an additfonal "very
immediate memory" is required to make the system operate. The actions of a
condition make use of varisble assignments determined during the match (e.g., the
uge of <COL> in Figure 4). This means that these assaignments must be remembered
from the mement that they are made {in the match) until they are used (in the
action). This may be & metter of a few hundred milliseconds up to second,
depending on the time span alloted to a production (a matter discussed below).
The STH cannot be used for this memory in any simple way, since if these assign-
ments were put into STM as an element, then another production would have to
reconglze them again for the action element to deal with. There is a temptation
to identify this very-immediate-memory with some of the fconic stores. All that
is established, of course, is a functional requirement. Conceivably it can dis-
pensed with, but the contortions required are not yet clear,

11, There is no general way to designate directly the varicus elements of
STM, e.g., by & naming or addressing scheme. The actions obtain access to the
elements via their position in the condition of the match (which is essentially
mirrored in terms of position in the front <f the STM, though it need not be
with slight variants of the shuffle scheme used for rehearsal). MNon-matched STM
elements do not exist for the actions (though subsearches can be made using the

NTC mechanism). This leads to some awkwardness, e.g., in having separate modi-

fication operators (==>, ===>, ====>) corresponding to lst, 2nd and 3rd elements.




However, the alternative of an additional naming device raises conceptual
problems of how to use it and what it would mean in terms of implied mechanism.

12. Operators do not have arguments in the usual sense, e.g., PC{CUL.3)
or FC(R)., This latter form of operand designation is equivalent to a closed
subroutine organization, in which the internal processes of the operator have
access only te the arguments. Operatorg do have accegs to a context, ultimately
bounded by STM. But they are more like open subroutines, which do their work in
the same workspace as evervone else, having accesg to contextually embedding
information, as well ags leaving around their temporary internal working data,
possibly to be responded to by other productions. Thus an operator, such as PC,
should be viewed as if it were simply another collection of productions written
in line with the main set. This raises problems about the maintenance of control
within PC until it is finished, bhut these are to be solved by matching the productions
of PC dependent on elements placed in 8TM by PC (such as goal elements).

This lack of clean subroutine hierarchy appears to have both positive
and negative congequenceg* On the gystems side, 1t makes it difficult to
construct production systemg that accomplisgh specific tasks. The programmer (go
to speak) cannot easgily control what processing occurs, as he can when working
in a standard programming system. On the psychological side, the lack of hierarchy
accords well with a single level of awareness and with the sort of superviscry
awareness that appears to be a concomitant of much conscious processing {(e.g.,
observing the cn-going processing). It also accords well with the potential for
distracticn that appears to characterize much human processing. In all cases,
unfortunately, no good empirical characterizations exist that permit more than

informal comparison.
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13, When to copy a data structure and when to use the sanme data structure
that occurs in a different context is a general syatems problem. It is unresolved
here as well. Identity of structure is required at some level, yet 1f the
identical structure is used in two places, a modification at one place communi-
cates (80 to speak) simultaneous medification to the other place. This is both
a powerful device and a source of confusion and error. The issues are not clear

from an information processing viewpolnt, much less from & psychalogical one.

14, The productions represent the basic action cycle of the cognitive
system, Thus, the time associated with a production must be somewhere
in the 50 -~ 100 ms range., 1t i{s unclear whether the times typically generated
in a Sternberg type of experiment, which are around 30 ms per symbol examined,
are to be taken as per-production or as indicating something about the search
of a single production through STHM. Typical internal processing acts, such
as -going down the alphabet, seem to require of the order of 200 ms per item, ?
But these would seem to require several productions per item. The counts
shown in Figure 9 are obtained by adding 1 for each action element, They
underestimate the time involved {i.e., do not multiply them by 100 ms per
productien to get the time), since the time of the cperators are not included.
For instance, the subject actuaily takes 8 seconds to perform the simple
addition of 548 with (S <-- 1} toc get (R = 2), which only gets a count of 1

in the figure.
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L5,  Althongh the Implementation of the selection of the next praduction
ta clearly a serfal azffalr in PSF, !t undoubhtedly corrcsponds to some parallel
process.®  The 1lirtle production systems, such as CYLl5, are to be consldered
embedded in a very larpe set of production (108 7, L.e., of the order of LTM,
There may be context méchnnisms that in fact select out a small production system
for the control of local behavior, but the thecory does not yet contain any hint
of these.

In general the notion of parallel matching poses no difficulties, with
two exceptions. First, the ordering of the productions imposes a plobal con-
stralnt, which could make paraliel processing difficult, However, the functional
aspect of the ordering appears that specific productions shield general (back-up)
versions of related productions. Thus, the ordering is only effective in little
strands, whlch may prove tolerable. Second, with a complex match, involwving
variable identificaticn and subsequent use within the match 1itself, the problems
of carrying out an Indefinite set ol such processes similtaneously poses some
difficulties. The imaginable sort of broadcast, zontent-addressed memories
work with the matching of constants, i.e., with locally definite pacterns. With
enouel local logic, of coursc, almost anything is possible, but there may still

be & strong interaction bebtween the amount of parallelism and the sophistication

of the matching process.

¥
As a side note, there is no dissopance {much less comflict} in a system

being both highly serizl end highly parallel at the same time {though
not, of course, in the samc respects).
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16, 'The syatem has a wystem of goals, meaning thercby a set of gymbola
that control processing In the service of endas to be achieved, permitting the
creation of subpoals and the interruption of poal activity with ite resumption
at a later time.® The poal stack 1a not a separate memory, but is part of STM,
with the various poal clements co-existing with other knowledpge elements and
taking up capacity. The production system for handling the goals (GS1) could
be considered hardware relative to che production eyastem for cryptarithmetic
(P52). There are additional advantages to handling the goal stack in STM
{besides avolding the assumption of a distinct.memory}, namely, that 5TM contains
knowledpe of old poals, even after they have been popped off the goal stack by

aucccading or [aliling. This feature 1s actually used in PD5 and PD9.

*

Sco Newell and Simon (1972, Chapter 14) for a discusaion of the cssential
features of a goal aystem,
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I1I. QN ENCODING THE STIMULUS

With the context provided by the model of information processing just
described we can turn to the formulation of the problem of encoding the
stimulus. It is worth noting, right at the start, that despite the somewhat
recent emergence of coding as a significant theme in the main stream of psy-
chology, the problem is not at all special. As soon as one proposes to design
an information processing system to accomplish any of the tasks studied, say,
in the psychology of learning, then the issue of representing the stimulus and
the encoding operations to map the stimulus into its internal represeantation
are forced to center stage. Only by approaching the problems of psychology
by descriptive models that deal only in abstract features of behavior, can the
issues of encoding be avoided.*

Three things would seem to be involved in the encoding of a stimulus:

(1) the act of encoding; (2) the representation of the code; and (3) the act of
decoding. However, it {s only in a pure communication system that matters are
so gimple, where the only use made of the code is to decode it at the other end
of the line. In a cognitive system, all manmner of processing is accomplished in
terms of the internal representation (i.e., the code): it is analysed for
significant features, problem solving methods are selected for it, these methods
manipulate and modify it, determination of whether the task is accomplished is
made by further processing of it, and so on. Thus, the act of decoding must be

extended to an indefinite notion of use of the internal representation.

Actually, constructing discrete symbolic simulations of the human contains
its own dangers in masking the question of encoding. The stimulus must be
represented in a discrete symbolic form for use in such simulations, hence
it must in fact be encoded (relative to the actual stimulus faced by the
human). Is is possible to unwittingly perform a significant part of the
stimulus encoding performed by the human in setting up the 'stimulus' in
the model. :
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Let us consider, then, the first two items: the act of encoding and
the code. In some sense the most important of these is the code. As indicated
above, it is the code that influences all the processing that follows. Con-
versely, it is the code that is most easy to determine experimentally, since
its characteristics are evidenced in many sorts of behavior. In agreement with
this, most studies of coding have been devoted to establishing either
that coding per se was present (a somewhat redundant exercise given the present
viewpéint) or the nature of the code in a specific task environment.

The reasons for concern with the mechanisms of encoding, rather than just
with the final code, are at least three-fold., First is the general presumption,
stated at the beginning of the paper, that if one is to study coding one should
have a model of the encoding process. Second, and a partial justificiation of
the first, is the presumtpion that knowing how codes are formed will tell some-
thing about which codes eventually get formed and under what conditions. We
wiil find out why we appear to be so sensitive to repetitions and alternations
in the most &iverse gulses, when familiar patterns dominate over ruley patterns
and vice-versa, when an established pattern inhibits another pattern from being
seen, and so on. Third, coding is such a central feature of human information
processing that it is necessary to have some model of it in order to develop a
model of the immediate processor.

Encoding is not equivalent to all information processing, as the above
remarks on the use of codes was meant to indicate. Yet, encoding is equivalent
to the generation of internal representations. As such, the processes of

encoding are not to be inferred from viewing the collection of different internal
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representations in use by humans. That collection is too diverse and irs sources
too multifold to permit such inferences.* The story of any major representation
for an individual {such as how an astronaut encoded the stimulus of the
approaching moon) involves chapters on tearning, éducation, calculation,
perception, conversation, and on.

We wish to focus on the coding events that happen immediately when a
stimulus is presented. An act of encoding happens there, since the subject
cannot deal with the stimulus at all without producing such an enceding. This
encoding may be the product of an indefinite amout of past processing and
experiénce embedded in a current operating context of some depth, It still must
be effected with only a modest amount of processing and wicth only a modest
amount of understanding of the stimulus. These limitations follow from the
decision to look at the leading a=dge of encoding: there is not time to do
much processing or to develop much understanding; additionally, to do so would
imply cperating on the encoded stimulus, which would put the processing beyond
the point of our interest.

This focus may be viewed as primarily tactical, to produce a scientific
problem of manageable size. However, there are more substantial reasons. Changes
of representation during the course of processing appear to be rare (though

by no means absent}. Certainly, in the problem solwving tasks studied in

Indeed, what is surprising is the need to demonstrate that encoding is
present, which has been the clear attempt in much of the psychological
literature on coding. That is, it would be surprising, except for the
prior position of SR psychology that ignored the encoding problem, except
in rather carefully framed ways {(such as the methodological issues of the
nature of the functional stimulus}.
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Newell and Simon (1972) the problem representation remzined fixed for most

sub jects., Furtherm#re, these representatlions were quite close to the problem-
as-presented. Thus, the major part of stimulus encoding may occur in the
instant, so to speak, when the new situation is presented. Buillding up a
representation may require the extensive chapters mentiened above, but it

may only become effective if it can be assimilated inte an encoding operation
thac takes place in short order.*

Concern with the immediate processing of the new stimulus implies
contact with perceptual mechanisms. Indeed, éaraeption may be conveniently
defined as the initial encoding of the gtimulus -- the one that cannot be
fractionated further by the behaving subject by normal means. However, the
study of encoding mechanisms cannot be limiced to perception, as it Is usually
defined and studied, since many of the issues of encoding involve the

participation of conceptual information and conceptual processing,

We do not put aside the processes involved in change of representation
as uninteresting. Indeed, they seem both crucial and fascinating. Being
rare evente and under subiect control, they are somewhat harder to
capture experimentally than initial encodings, which are time locked to
the pregentation of a new stimulus.
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Existing Proposals for the Mechanisms of Coding

We asserted above that the coding literature penerally addresses itself
to the existence and nature of the code, and not to the mechanisms of encoding.
There are, however, a few studies that provide concrete proposals.

The work om EFAM (Elementary Perceiver and Memorizer) provides a
detailed model of the encoding of verbal stimuli (Feigenbaum, 1961; Simon
aud Feigenbaum, 1964). If a presented stimulus can yield a Familiar sequence
of features then it is encoded as a recognized chunk. The discrimination net
used by EPAM iz the mechanism of encoding and the growth of thils net is a model
of how new encodings become possible. Although the original work did not
emphasize the encocding aspects, current work on how people perceive and
remember complex chess positions constitutes a direct study of encoding
{Chase and Simon, in press}.

EPAM is 2 model of perception, the net being a mechanism that is evoked
prior to STM, which receives the coded chunks as they are recognized. Thus,
EPAM places the encoding operation in the perceptual mechanism and places
the modificiation of the encoding in the relatively slow process of storage
in LTM. The encodings permitted by EPAM are essentially structureless --
whatever familiar patterns have been stored away. Some structure can be
imposed on the patterns Ly suitable constraint in the learning mechanism,
This has been done in the chess percepticn situation, where the patterns to
be learned on the chess board are generated by relations that have chess-
functional significance (e.g., who defends who). Still EPAM does nat provide
a model for the encoding of nowvel structured situations.

A variety of programs dealing with tasks involving the creation of
conceptual structures do provide propesals for the mechanisms for encoding
novel structure: classical discrete attribute-value concepts (Hunt, 1962;

Johnson, 1964); binary choice experiments (Feldman, 1961; Feldman, Tonge
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and Kanter, 19%63)*; and sequence extrapolation tasks (Simon and Kotoveky, 1963).
Let us consider the latter example briefly; it will include the lesscns from
the others.

The tagk is to predict the next members in a sequence whose initial terms
are given, e.g., ABBCIDD _ _ . Simon and Kotovsky put forward a theory
whose essential element was the representation that a subject would develop for
the series, i.e., an encoding of the stimulus. For the above series the
encoding would be (Alphabet; M1 = A) [Say (M1} , Next (M1l), Say (M1)] which can
be read: the alphabet is the standard alphabet; the initial wvalue of pointer
Ml ig the letter A; gay M1; move M1 to the next member in the alphabet;
say M1; now repeat the sequence in brackets. The interpretation rules we
have just indicated in concrete form tell how to use the representation. The
subject presumably can manipulate such a representation rather freely. For
example, he could answer such guestions ag: Will W ever occur in the sequence?

{yesg); or What letters occur in the sequence only once? (Only A) .

In addition, Simon and Kotcvsky provided a program for how the subject would
induct the sequence from the given data. He would first attempt to discover
a period in the given data (here 2) and the alphabet (here the standard
alphabet). The he would set up a hypothesis in the form of the specifications
for each term in the cycle, e.g., [x* x*], where each x" ig an expression
that ends in the producticon of the given member of the seguence. Matching

these against successive cycles of the given data would show that x" has to

It is necessary to reach back to early work of an information procsssing sort
to cbtain suggestions about encoding wmechanisms. Althcugh some recent work
in binary sequence prediction has emphasized strongly the structured aspects
{e.g., Myers, 1970), it has done so by focussing cn the ccdes them-

gelves, i1.e., the run structure. This is a good illustration of the point
made earlier zbout the character of the literature, even when working in a
generalized informaticn processing framework.
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be Say(Ml) (where Ml is a variable pointer into the alphabet) and x, has
to be Next(M1l), Say(Ml).

The important aspect of Simon and Kotovsky's proposal for the encoding
of the stimulus (the sequence) is that it is conceptual -- that is, it occurs
in the subject by deliberate acts of investigation and hypothecation in time
periods of the order of tens of seconds. The initial encoding of the
sequence is taken as we have represented it in the text, as a sequence of
distinct letters (A B B ...). The additional structure is sufficiently disguised
that the subject requires cognitive investigation to uncover it. This is in
marked contrast with EPAM, in which the subject becomes aware only of the
recongized chunks in the stimulus,

The other examples of work on concept formation generally concur.* The behav-
ior model is at the processing level of many trials (covering tens to hundreds
of seconds), thus being behavior at the cognitive level, The basic mechanisms
are those of hypothesis and test, where sometimes the hypothesis is a form,
whose details can be filled in by matching to the available data about exemplars.
Most of these models, in common with the work of Simon and Kotovgky, do not
incorporate a detalled model of the immediate processor and of STM, although
they sometimes reflect short term memory load in a gross way- For example, Simon
and Kotovsky measure the difficulty of a concept by the number of independent

pointers, M1, M2, ..., that have to be maintained.

It is worth noting that a number of studies have appeared dealing with
coding of sequences (Leewenberg, 1969; Restle, 1970; Vitz

and Todd, 1969), similar to the Simon and Kotovsky study. None of
these, except that of Simon and Kotovsky, provide proposals about the
encoding mechanisms. However, in an as yet unpublished paper Simon {1972)
analyses all of these schemes and shows their fundamental similarity in
terms of the code. Thus, we can assume, perhaps, similarity of the
encoding procedures.
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What is Provided by the Existing Syatem

Let us now consider the present system, as exemplified by the production

system in Figure 2, to see what it provides in the way of encoding mechanisms
and what 1t 1s missing.

First, in line with the view already expressed of the ubiquity of
encoding, as equivalent with internal representation, the theory provides a
clear formulation of the encoding used by the subject for the task (here
aryptarithmetic), The problem space 1g, in fact, exactly 2 statement of how
the subject encodes the task: the basic concepts he uses; the way he can form
them inte larger concepts; and the operations he has for creating new ingtances
of these concepts and responding te the instances he already has. Although
we have not detailed it here, it is shown in great detail in Newell and Simon
(1972) that the problem space is not determined by the task, but represents a
construction by the subject. Thus, different subjécts can have different
problem spaces and, as one would expect, problem solving is strongly affected
by the problem space used by a subject.

However, no theory is put forth about how a subject comes to have a
specific problem space or what mechanisms determined it from the given infor-
mation about the task (i.e., the stimulus)., If we examine the model in
Figure 2, We see that it finesses cnﬁpletely the input sgide from the environ-
ment, dealing only with the cognitive behavior on the internsl representation
in STM. Even 1f we extend the model te include specific processes for the
operators (and substantial detall is given on these in the book), it would
still say nothing about the encoding of the perceived stimulus,

However, the theory does provide: (1} the form of the encoding, namely,
the knowledge elements in STM; (2) the ways encoded knowledge can be read, namely,
the types of conditions; and {3} the cognitive operations that manipulate encoded

knowledge, namely, the types of sctioms that are possible. These provide a frame
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into which a complete theory of encoding must fit. Moreover, the theory provides
an essentially complete set of mechanisms for the encoding that goes on at the
cognitive level, as revealed by the various studies of concept attainment
degcribed sbove. For these encodings operate on representations that already
exist in STM, producing other encodings in STM.

To clarify exactly what is provided by the theory as initially given,
let us consider a simpler example than the sequence extrapolation., The task of
Neal Johnson (1970),% already mentioned at the beginning of the paper, is a
good example of a direct study of encoding. The subject is asked to perform
a palired assoclate task in which the stimuli are digits and the responses
are sequences of consonants, e.g.,‘l - XQKFH. However the consonant
saquences are presented (in the various experimental conditions) with different
spacing: X QK FH wversus X QKF H wversus XQ KF H, etc. The underlying
hypothesis is that the subject will encode the stimuli in the "obvious"
fazhion indicated by the spacing and that this will be revealed by the
existence of errors in the responses, given some assumptions about the way
the decoding occurs to make the response.

The theory at hand provides for a direect translation of a number of
the features of this task, while remaining silent on some others. Figure 11
gives a small system that contains the natural encoding corresponding to
Neal Johnson's theory plus a set of productions for decoding this represen-
tation to yield the response. The example contains a single memorized paired
agsociate (1 - X QK FH), since all that is important is to illustrate the
acheme, It is represented as a production (PJ20), with the stimulus on the

condition side and the encoded response as the action., The production PJI

A discussion is given in the present volume as well.
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1 NJ: PERFORMANCE SYSTEM FOR NEAL JONNSON CHUNKING TRSK
} ~CIDENTICAL TOD NJ.AED)

i
DEFINE.PROCESSES!

H
5AY: (OPR <ITEM-eb PRVL}

i
DEFINE.SYMBOLS!

H
<D>»1 (CLASS B8 1 23 4%
«K»1 (CLASS B CDF G H NPARSTVYRXY 2
H]
<ITEH>: (VAR)
X8: (VRR)
Xl: (VAR)
X2t (VAR)
X3: (VAR)
X4: (VAR)
.
PJ&r C((SEQ X1 X2 X3 X&) --» (S5EQ =«> OLD SEQ)
¥4 X3 X2 X1)

¥
PJ3: ((SEQ X1 X2 X3} --»> (SEQ ==> OLD SEQ)
X3 X2 X1)

}
PJ2: ((SEQ X1 X2} --> (SEQ ==> OLD SEQ)
X2 X1)

¥
PJl:r {(SEQ X1} --» (SEQ ==> GLD SEQ) X1)

H
PJLlB: (<ITEH> == <K> --> SAY EMBED (<I1TEN> ==> SAID <ITE%>))

}
PJ28: ((SR 1) --»

(SEQ X (SEQ Q K) (SEQ F HI))

+

P521 (PJ& PJ3 PJ2 PJL)
PSi: (PJ18 PS2Z PJ2D)

3
STH: (NIL NIL NIL NIL NIL NIL NIL)
TOP.GOAL: (5R 1)

H
"NJ.RE3 LOADED" RETURN.TD.TTY!

FIGURE 11. PRODUCTION SYSTEM FOR THE CICCOING AND
RESPONDING PART OF NERL JC=.50N TASK
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to PJ4 decode the response by putting the subelements into STM directly (and
marking the original sequence to show that it has been processed). The final
production, PJ10, generates a response whenever a letter (<X>) shows up in SIM,
by evoking the operator SAY. The other two actions in PJL10 mark the letter
occurrence as having been uttered, by converting a letter, say X, first into
{(X) and then into (SAID X).

Figure 12 shows the operation of this system, in which the responses are
printed as <ITEM>: X, <ITEM>: Q, ete. The matter of interest here is what is
and what is not represented. The code and the details of the decoding are
represented, including the information in STM at any instant. The act of
encoding from the stimulus into the nested set of elements is not represented.
In addition, the act of learning, in which productions such as PJ20 are created,
is not represented. With the lack of the learning and encoding, the response
measure used by Neal Johnson (the probability of error at a given transition)
falls through. Instead, the model reveals the internal coding by means of
the pause structure in the response, assuming that the subject does not
totally decode the response before uttering the letters, but does so as he goes.

Suppose the subject were asked to respond by giving the letters in pairs,
i.e., XQ KF H (a task that Neal Johmnson did not ask of his subjects). Two
(non-exclusive) strategies are open to the subject (assuming he has no further
access to the stimulus display). He can attempt a different decoding strategy,
in which he accumulates at least two letters before he utters them. He can
undertake to relearn the response in the new organization, so he can respond
using the same simple decoding strategy. Within the present system both the
more complex responding strategy and the recoding of the stimulus can be
represented. Thus, Figure 13 gives the additional productions required for

the pairwise responding and Figure 14 shows a run with the same paired
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B. STM: ({SR 1) NIL NIL NIL NIL NIL NID)
PJ2B TRUE

1. STH: ((SEQ X (SEQ @ K) (SEQ F H)) (SR 1} NIL NIL RIL NIL NIL}
PJ3 TRUE

5. STM: (X (SEQ Q K) (SEQ F H) (OLO SEQ X (SEQ Q K) (SEQ F H)) (SR 1) NIL NIL)
PJ18 TRUE

<ITEH>: X

8. STH: ((SAID X) (SEQ O K} (SEQ F H) (OLD SEQ X (SEQ O K) (SEQ F H)) (SR 1} NIL NIL)
PJ2 TRUE

11. STH: (0 K (OLD SEQ 4 K) (SAID X) (SEQ F H) (OLD SEQ X (OLD SEQ Q K) (SEQ F H)) (SR 1))
PJ18 TRUE

<ITEH>: Q

14, STH: ((SAID Q) K (OLD SEQ Q K} (SRID X) (SEQ F H) (OLD SEQ X (OLD SER @ K) (SE@ F H)} (SR
)

PJ18 TRUE

<ITEM>: K

17. STHs ((SAID K) (SRID @ (DLD SEQ Q K) (SAI0 X) (SE@ ¥ W) (DLD SE@ X (OLD SEQ @ K) (SEQ F
H)) (SR 1))

PJ2 TRUE

28. STHM: (F H (OLD SEQ F H)Y (SAID K) (SA1D Q) (OLD SEQ Q K) (SRID X))
PJ18 TRUE

<ITEM>: F

23, STHM: ((SA10 F) KW (OLD SEQ f H) (SAID K> (SAID Q) (OLD SEQ Q X) (SAID X))
PJ1IB TRUE

<ITEM>; H
26, STH: ((SRID H) (SAID F) (OLD SEQ F H) (SRID K) (SRID Q) (OLD SEQ Q K) (SAID X))
END: NO PD TRUE .

FIGURE 12. BASIC OPERATION OF NJ SYSTEM
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1 NJ2: VARIATION ON NEAL JOHNSON'S CHUNKING TASK:
; RESPOND IN PAIRS INDEPENOENT OF MON L1ST GIVEN.
; E.C.t INt 1 - ABCDEFG

; DUT: AR CO EF G
H
i
H
H

(IDENTICAL TO NJZ.RO3)
ASSUNES N ALREADY LORDED

DEF INE.PROCESSES!

]

SAY-KROTE: (ACTION SAY EMBED (<ITEN> enx SAI0 <ITEH»))

]

DEF [NE.SYHROLS!

§

PJO: ((OLD SEQ) AMD (SEQ) ARS AND CENG SEQ) RBS --» (END SEQ))

L

PJIl: (<ITEM» == <K» RND X8 == «<k» ——» SAY-NOTE (<ITEH> =m X3}
(NTC <ITEM»>)} SAY-NOTE)

PJ12: (<K> —w> EMBED (<K> m=» HOLD «<K»})

PJ13: C(CHOLD X8) AND <k» —=» (HOLO == OLD HOLD) XB)

PJ14: ((HOLD <ITERM>} AND {END SEQ} --> (HOLD ==» SARID} SRY)

i

PS2: (PJ4 PJ3 PJZ PJL PID)

P53: (PJL3 PJIL POYA PO}

PS4: (P53 PSZ PJ2OY

}
"NJ2.RAB3 LORDED" RETURN.TO.TTY!

FIGURE 13. NODIFICATIQON OF WJ T RESPOND TO A CODEQ -
STINULUS IN PAIRS
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B, BTH: ({5R L) NIL NIL NIL NIL NIL NIL}
PJ28  TRUE

1. STH: ((SEQ X (SEQ O ¥} (SEQ F H)} (5K 1) NIL NIL KIL NIL NIL)
PJ3 TRUE

5. STHs (X (SEQ O K) (SEQ F W) (OLD SEQ X (SEQ O K) (SEQ F H)} (SR 1) NIL NIL)
PJ12 TRUE

7. STH: C(HOLD X) (SEQ O K) (SEQ F H) (OLD SEQ X (SEQ Q K} (SEQ F H}) (SR 1) NIL NIL)
PJZ TRUE

18, STH: €0 & (OLD SEQ 0 K) (HOLD X} (SEQ F W) (OLD SEO X (OLD SEQ Q@ K) (5EQ F H)) (SR 1))
P13 TRUE '

12, S5TH: (X (OLO HOLO X} O K (OLD SEQ Q Ky (SEQ F M)- (OLO SEQ X (OLD SEQ Q X} (SEQ F HI))
PJ11 TRUE

<ITEM=: X

<ITEM=: 0

22, STH: ((SAID @) (SAID X} (OLD HOLD X) K (OLD SEQ Q k) {SEQ F H) (OLD SEQ X (OLD SEQ Q )
(SEQ F o1}

PJ1Z TRUE

24, STH: (CHOLD X) (SAID Q) <SAID X) (OLD HOLD X) (DLO SEQ O K) (SEQ F W) (OLD SEQ X (OLD SEQ
Q K) (5EQ F H}))
PJ2 TRUE

27. S5TH: (F H (OLD SE0 F H) (HOLD K) (SAID @) (5SRID X) (OLD HOLD X))
PJ13 TRUE

29. 5TH: (K (OLD HOLD K} F H (DLD SEQ F H) (SRID Q) (SAID X))
PJl1 TRUE

«ITEH=: K
<1TEH>1 F

39, STH: ((SAID F} (SAID K) (OLD HOLD K) W (OLD SEQ F W) (SRID @ (SAID X))
P12 TRUE

41, 3STH: CCHOLD H) (SAID F) (SAID K) {(OLD HOLD K) (OLD SEQ F H) (SRID Q) (SAID X)}
PJB  TRUE

42, S5THr ((END SEQ) (OLD SEQ F H} (MOLD H) (SRID F) (SRID ) (OLD HOLD K) (5A10 G3)
RJ14 TRUE

«ITEH»>: H

47. 5TH: ((SAID HY (END SEQ} (OLD SEQ F H) (SAID F) (SARID K} (OLD KOLB K) (SRID Q)
END: NO PD TRUE

FIGURE 14. BEHRVIDR OF KJ2
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asgociate as used in Figure 12. We have taken the action of PJ10 and made
it into an operator, SAY-NOTE. Thus the main preduction is PJ11 which noteg
two letters and says the both. However, more ig required. For one, a gingle
letter left over at the end must be said. PJ14 takes care of this response.
It 1= necessary to add to this scmething to reccgnize the end of sequence,
to avoid inadvertent resgponding with an earlier single letter (e.g., at 5 in
Figure 14) . BJO takes care of this by putting in an (END SEQ) marker, which
corregponds to the explicit awarenegs in STM that no more decoding is possible,

More impcrtant, 1if several chunks must be decoded to obtain a pair of
letters, the order of the letters can be lcst. To assure the correct order
the system must temporarily reencode the letter in (HOLD <K»>) , use this code
to reestablish the order, and then decode it again for responding with PJ11.
Thig encoding and decoding can be followed in Figure 14, e.g., at 5-12 for
the letter X. Thus, already with simple ccding tasks additicnal phenomena
arise when an explicit and operaticnal ccntrcl system 1= required.

Figure 15 shows another set of prcductions to be added to those of
Figure 11 toc create a new internal representation in pairs, rather than simple
regpond in pairs. Some, but not all, of the producticns used in the other
version (Figure 13) also occur in this one: analogs of P11l and P14, one to
take care of pairs and the other to take core of the possibility of a single
letter at the end., The game HOLD mechanigm for keeping corder ig also uged.
But in additicn there needs to be a production (PJ15*) to grow the repre-

sentation as the groups are put together.
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Figure 16 gives a run of this system, which ends up with the new element
In 5STM. The relearning of the paired associate ie not represented, just as it
was not in the original wversion {Figure 11). However, this type of recoding
corresponds to the cognitive encoding postulated by the Simon and Kotovsky
#model and by the other concept attainment schemes.

The two deficiencies of the present scheme -- the lack of a perceptual
mechanism and the lack of a production-learning mechanism -- stem from entirely
differant sources. As mentioned earlier, the quegtion of learning appears to
be rather deep, We will not attempt to deal with it further here, but will
simply select aituations to work with that do not require it. The lack of a
perceptual mechanism is due to the problem solving tasks not requiring one,
Thus, we will attempt in the remainder of the paper to defime the design
issues for a perceptual mechanism for the production system and te construct

an inicla]l experimental versiom.
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80400
80500
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NJR: ZND VARIATION ON HEARL JOHNSGHN'S CHUNKING TRASK:
RECCDE IN PAIRS INDEPENDENT OF HOW LIST GIVEN.
E.G.: IN: 1 - A BCDEFG

CODE: (SEQ A (SEQ B £) 0 (SEQ E F 6))
RECODE: (SEQ (SEQ A B) (SEQ C O) (SEQ E F} G)
NQ QUTPUT TO THE EXTERNAL ENVIRONHENY

CIDENTICAL TO NJR.AJD

RSSUNES NJ

INDEPENDENDENT OF NJ2, BUT USES SAMNE NANES MHERE SARE
EFINE.SYMBOLS !

J8: ((OLD SEQ) AND (SEQ) ABS AND (END SEQ) ARS --» (END SEQ))

e Mowr Jwr s wr wr ws wr W we wn e e

PJle: ({GROUP XB) RND (NEW SEQ) --> (GROUP -=> OLD GROUP)
{S€Q ===»> SEO X6)})

PJ2u: ((GROUP- XB) RND (MNEH SEQ X1) --> (GROUP w»=> OLD GROUP)
(X1 ===> X1 XO))

PJ3x: ((GROUP XB) AND (NEW SEQ X2 X1) --» (GROUP w=» OLD GROUP)
(X1 ==x> X1 X3))

PJéx: ((GROUP X8) AND (NEW SEQ X3 X2 X1} --»
(CROUP ==> OLD GROUP} (X1 cex> X1 XD))

i

PJ1le: (X1 == <K» AND X2 == <K> --» (NTC X2) EMBED (NTC X1}
EMBED (GROUP (SEQ X1 X2)))

PJ12: (<K> —=> EMBED (<K» =e&> HOLD <K»)?

PJ13: C((HOLD XB) AND <K» --» (HOLD ==»> OLD HOLD)} X8

PJléz: C((HOLD X1) AND (END SEQ) --» (HOLD ==» OLD HOLD)
(GROUP X1))

PJ15#: ((GROUP) RND (NEW SEQ) 535 --» (NEW SEQ)}

4
" P52: (PJ4 PJ3 PJ2 PJ]1 PID)

PS2%x1 (PJédx PJ3x PJI2% PJls)
PS3: (PJ13 PJlls PJléx PJISx PJ12)
PS4: (PS3 PS2¢ PS2 PJ20)

)
"NJR.RO2 LORDED" RETURN.TD.TTYI

FIGURE 15. MODIFICATION OF NJ TO RECODE STIMULUS IN PAIRS
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B. 5TH: C(SR 1} NIL KIL WIL NIL NIL NIL HILY
PJ20 TRUE

1. S5Tm: {(5€0 X (SEQ @ K) (SEQ F H)} (5R 1) NIL NIL RIL NIL NIL NILY
PJ3  TRUE

5. STH: (X (SEQ Q K) {SEQ F #) {OLD SEQ X (SEQ 0 K} (SEQ F HY) (SR 1) NIL NIL WIL)
PJ12Z TRUE

7. 5TH: ({HOLD X» (SEQ Q K) (SEQ F K) (OLD SEQ X [(SEQ Q K? (SEQ F H)} (58 1} KIL NIL RIL)
PJ2  TRUE

18. STH: {0 K (DLB SEQ @ K} (HOLD X} {SEC F W} (OLD SEG X ¢OLD SEQ Q ¥) (SEQ F K}} {SR 13 NIL)
PJ13 TRUE

12, STM:r (X (OLD HOLD X} Q K (OLD SEG O K» (SEQ F Hy "(OLD SEQ ¥ (OLD SEQ O K} <SEQ F H)) {SR
113
PJlis TRUE

17+ STHe ((GROUP (SEQ X O¥) (X} (0) (OLD KOLD XY K (OLD SEQ 4 K) (SEQ F K¥ {OLD SEQ X% (OLD
SEQ G K) (SEQ F HIL)
PJ1Se TRUE

18. STh: ({MEW SEQ) (GROUP (SEQ X Q) O (@) (OLD KOLD X) K {OLD SEQ O Ki (SEQ F H»}
PJ12 TRUE

2B, STH: {(HOLD K} (MEW SEQ) EGROUP (SEQ ¥ Q}) (X} (@) (OLD KOLO X) {OLD SEO O K) (SEQ F H))
FJls  TRUE

22, STH: ((OLD GROUP (SEQ X Q¥ (HEY SEQ ISEQ X @) (HOLD KY (X» (@ {OLD WOLD X) <OLD SEQ Q
) (SEQ F H}
PJ2 TRUE

25. STM: (F H (OLD S€G F HY {0LD GROUP (SEQ X @) (NEW SEQ (SEQ X Q)} (HOLD K) (X) <O
PJ13 TRUE

27. STH: (K (OLD HOLO K} F H (QLD SEQ F H} (OLD GROUP (SEQ X O)) (NEW SEQ) (SEQ X M) (X))
PJ11= TRUE

32. STM C((GROUP (SEQ K F)) {K} (F) {(OLD WHOLD K} H (OLD SEQ F H} (OLD GROWYP (SEQ X Q)) (NEW
SEQ {SEOQ X O}
PJ1Z2 TRUE

34. STM: ((HOLD H) (GROUP (SEQ K F)) (K} (F) (OLD HOLO X} (DLD SEQ F H) (OLO GROUP (SEQ X Q))
(NEH SEQ (SEQ X Q1))
PJZz TRUE

36. STH: ((OLD GROUP (SEQ K F)} (HEW SEG (SEQ X @ (SEQ K FY) (HOLD H) (K} (F) €OLD HOLD K»
{OLD SE0 F HY (OLD GROUP (SEQ X Q)
PJE TRUE

37. STHM: ((END SEQ) {OLD SEQ F H} (QLD GROLP (SEQ K F)} (NEU SEQ (SEQ X Q) {SEQ K F)) (HOLD
HY (K} (F} (OLD HOLD X))
PJlé= TRUE

39. S5TH: ((GROUP H} (OLD HOLD HY {(EKD SEQY {0LD SEQ F MY {(OLD GROUP {SEQ K F}> (NEW 3EQ (SEQ
X Qr (SEQ K F)) LKy {FN)

PJ3: TRUE

41. STH: C(DLO GROUP HY NEW SEQ (SEQ £ O} «SEQ K F} HI (DLD HOLQ WY (END SEQ) (OLD SEQ F H}
(OLD GROUP {SEQ K F1) (X2 (F))

ENQ: HO PD TRUE

FIGURE 1&. BEHRVIOR OF NJR
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IV. A TASK FOR EXTENDING THE MODEL

To guide the development of a perceptual mechanism we need a specific
task. This should be one that involves both perceptual and cognitive
processing and in which the encoding performed by the subject is highly
apparent. The data should be on single individuals, so that evidence as
to the details of the response are not lost by aggregative data analysis,.

The following series completion task used by Dave Klahr (Klahr and
Wallace, 1970) appears suitable. The asubject sees a display (from a slide
projector) consisting of a2 linear array of picutres of schematic bottles. Each
bottle has two attributes: color, with values of blue, green, red and yellow;
and orientation, with values of up, down, left, right (taking the neck of the
bottle as the head of a vector). The subject's task is to say what bottle will
occur as the next element to the right of the linear array.

Figure 17 shows an example task along with the protocol of a male
college undergraduate.* The colors of the bottles appear as labels here;
actually they were bright colors on the slides. We have given two additional
representation of the display, which will occur in this paper. The task
(P15) was one of 23 tasks given during a single session to the subject. It
yielded one of the most complex protocols (but it is also the only task that

shows all colors and orientations on a single display).

Klahr developed the task for work with children, but is alsc using it with
adults. The protocol is from work by Michelene Chase, and I wish to
thank her for letting me use it,
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Serios completiaon task {Klahp)
Protocod of run nith subject LR, 20 Dot 78

i6-th problem In a serles of 23.

Pl

B
82
B3
B4
B5
BG&
B?
B8
B9
3
Bl:
B12
BL3
Bl4

B1%
B16
BL7
g1s
B19

B2e

B2l
B22
B23
B24
B2S
B26
B27
B2a

B2%
B30
B3l
B3z
B33

o ] B [rY ] o)

GMN Y. GN RD BL RD
RT ON RT UP LF UP

(BTL GN RT) (BTL YL DN)(BTL GN RTY(BYL RD UP) {3TL BL LF)
(BTL RD UP)

Rh, alterpating, up down,.

! maan horlzontal, vertical..

type of pattern.

Two greens surrpunding a blue.

Hh, 1Ho greens are laying on thair cide

and then you've geol tuo reds surrounding..

or rather two greens surrounding & yellouw..

#and tha tWo reds surrounding a blua.

And the blue..

The rods are upright,

as opposed to the greens,

uhieh are on thalr sides.

Rh, since they are alternating,

1 Would sxpect the next bottle to be laying on itE
tlde..

Rh, since they're faclng the sama direction..

Mo, tharea's a sequenca,

and than thera's &4 second ssgquance.

I would expect ‘thix.,

There's a threv-patterned sequence,

like a.. ah., bwottle surrounding..

tHo greoen survounding a yel lod

both facing..

the two green surrounding,.

the tuo surrounding colers facing in the gaus ciregtlen.
I uould expsct anothar pattarn like this.

This time thay should be facing..

ah,., again towards ths..

Heli, I'm not quite sure which diraction they uiuld
be facing.

I supposs they would be facing again towarcs trs ah..
A kottls laying on its side facing the right.

RAh this tire it should be yellion,

since yeilod has not surrounded a color yet,

Naxt sl lda.

Figure 17t Protocol of Subject LW on series zonmpler.on tzai
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The basic feature of this task that recommends it for our purpcses
is its combination of perceptual and conceptuzl aspects. The subject perceives
the display of bottles in some way. For example {at Bl1-B2), he sees the line
in Figure 17 as an alternation of vertical and horizontal objects (thus
abstracting from the distinction between up-dowm and right-left respectively).
Also (B4), he sees patterns in which two colors "surround” znother. But besides
these perceptusl organizations he symbolizes the stimulus so as to be able to
reason ghout it (and talk about it, as well). For example, in BE32 he makes a
clear inference involving the non-occurrence of a given color in the prior part
of the sequence, These reasonings are sufficiently similar to the sort of
preblem solving analysed by means of production systems so that we might expect
a similar analysis to apply to it.

An interesting feature of 5's behavior is that his first utterance in
each task 1s a description of the display. A useful hypothesis is that this
represents the way the 5 perceives the display and constitutes the starting
polnt for further processing. Verification of this hypothesis depends mostly
on Ehe analyslis of gubsequent behavier after the initial statement. Here, we
will simply assume 1it, and take the initial descriptions as evidence for intial
perceptions. Figure 18 gives for each of the 23 tasks the display and the
initial statements that were made by the subject.®

As the figure shows, the subject engages in & rich variety of descrip-
tions. To give some idea of this we present in Figure 19 a grammar of the
constructs used by the subject. We take E as the class of encodings. E can

be any of 12 different expressions. In these expressions, E occcurs recursively,

We do not reproduce all of the protocols, since we will be concerned in
this paper only with these first parts.
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Saries completion task {Kiiw)

Protoco!l ol +up ulth subjoet LH, 20 Oct 70

Excarpt of flrst uttorances for edch task,

Rppaars te indicats initial percoptuat view of stlnulus,

Fa—

Pl RO RD RD GN GN CHM

RT RT RYT ON ON DN
Bl Three red bottlos,
B2 three green boettles.
P2 GN BL GN BL GCN BL

UP UP UP LF LF LF
Bl Three bottles upright agiin
B2 followed by three that are not..
B2 that are horizontal,
Pra Yo 8L YL BL YL BL

DN RT DN RT DN RT
B1 Riternating bottles,
B2 upright down.
B3 They'ra yallod, blus.
P4 BL BL ¥YL YL 8L BL

UP UP UP RT RT RT
g1 Ah, tWo bluu bottles,
B2 4 ystiow hottle,
B3 and & yallow bottla on its side.
P5 RD RO BL BL RD RO

LF RT RT LF RT LF

Bl Ah, bottlas {aeing oppositae
B2 ah, then facing Inuard,
B3 changing colors,
P& YL YL GN OGN YL YL

RT RT DN DN RT RTY
Bl Green surcoundad by tuo pair of yellow.
P7 BL GN BL 8L GN BL

up UP UP ON ON ON
BL Ah, sequance.
B2 Ah, now youlve got ong blue,

{continues to enumerate gach hottle’s golor)
P8 GN ROD GN GN RD GN
LF ON LF OW LF ON

B1 Alternating.
B2 ik groen always on Itz.,
P9 YL RO YL YL RD VL

ON DN LF LF DN DN
Bl Ah

Figure 18: First utterances of Subject LM on all

tasks.




B2z
B3

PlE

Bl
Bz

P11

Bl
B2

Pl2
Bl
Pl2B

B1
B2

P13

Bl
B2
B3
B4

Plé

B1

P15

Bl
B2
B3

P1iE

a1
B2
B3

FlGR

B2
B4
B85

..

P17
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you have tue yoilow in the midile
all..

GM RD GN GN RO GH
RT LF RT RT LF RT

Rh.. greon always facing fowaras lhe right.
Red Is always Jacing tomards the lafl.

RO BL RO G YL GN
RT RT RT LF LiF LF

Ah.. thres {acing inward
and ihen thres lacing [t again,

BL BN BL YL RD Y&
M LF ON LF ON LF

Rh,. alternating up and TAYing on its side

GN BL GW BE GCH BL
uP RT UP LF DN LF

Ah aliernaling.
Ah blue green.

RO YL #D OGN BL ON
LF LF Ur UP LF LF

Ah, you have a ssquence

such thii the pattern is 1ho surrcunding,
two 1aying on thair side facing lefl,
surrcunding tHo going upright

RD YL RD BL GN BL
ON UP DK ON UF ON

Al uprignt.

GN YL GN RD BL RO
RT BN RT UP LF UP

Ah, alternating, up down..
I mean horizontal, vertical..
typs of pattern.

YL RD GN YL RO GN
LF LF LF UP UP UP

AR thres laging on :ts gide.
ithree standing up.
Beth in the same paltern..

BL BL BL 80 RO RD
LF DN RY LF O RT

All right, you have kide surrouracd by Blus, .
They’re going In epposite dlrections,

such that it's & cyrseiric fypn of situalion.

BL YL RD BL YL
LF DR LF BN LF

Figure 18: {continued)
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Bl You have <h same sort of situation..

B2 You have an all heorirental bottler, facing touard the-
loft

B3 and the vortical bottlou arc dotr

P19 BL GN YL BL GN YL

LF UP LF LF UP LF

Bl fin, it's all bottles horizontal are facing towards the
left.

P20 YL BL RO YL BL RO YL BL RO
ON UP ON RT LF RT ON UP OCN

Bl Ph.. you have patterns of three horizontal..

B2 | mean vert ical..

B3 surrounding a block of three heorizontal

B4 and then another ah block of three vertical again.

pP28B GN RO GN YL BL YL GN RO GN
LF UP ON LF UP ON LF UP ON

Bl Pl 1l right, you have patterns breoken up
B2 such that there's a heorizontal bottle
B3 and two vertical bottles

B4 facing In tho opposite directions,
P21 BL GN YL BL OGN YL

UP ON LF UP ON LF

Bl Ph.. alternating bottles,
B2 two upright.

{End tasks)

Figure 18: First utterances of Subject LH on all tasks
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Number of

Figure 19,

Grammar for empirical description of S's initial utterances.

Pattern Description occurrences
SEQUENCE No pattern to the sequence 3
El + E2 + ... El followed by E2 followed by . 15
{E1] A repetition of El
[E1 + E2] E.g., an alternation of E1 and E2
El << E2 > El surrounds E?2 4
N El1 A gequence of N El's 24
where N = 1, 2, ... ALL
El & E2 El and E2, independently 5
El D E2 Every El implies E2 ]
El AT L An El located at L 1
where L = ..., MIDDLE ...
CHANGE DIM E differs along dimension DIM 2
where DIM = DIRECTION, COLOR
SAME DIM-PATTERN E is same pattern with respect 3
to dimension DIM
COLOR-VALUE: 23
RD Red 2
YL Yellow 5
GN Green 7
BL Blue 9
DIRECTION-VALUE: 43
ABSOLUTE-DIRECTIONS: Defined independently of unit 34
HZ Horizontal 15
LF Left 4
RT g Right 1
/EE;////// Vertical 13
. Up Up 0
DN Down 1
RELATIVE-DIRECTIONS: Defined relative to unit 7
IN Inward toward middle of unit 4
ouT Qutward from middle of unit 2
OPPOSITE Opposite to other unit 1
PATTERNED-DIRECTIONS: Patterns on sequence of directions 2
SYMMETRIC Symmetric about middle i
BROKEN Not symmetric or same 1
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since the subpattern alsc may be described. We have written these classes

as El and E2 simply to make identification possible in the descriptive phrase
given to the right of each type of encoding. Also, at the far right, we give
the number of occurrences of the expreseion in the subjects utterancees (as
encoded in Figure 21, to be described).

A noteworthy feature is the elaboration on the notlon of direction,

In the stimulus itself there are simply four directiome and four colors. The
subject, however, imposes several distinct structures on this. One is to
describe LF and RT at horizontal (HZ)} and UP and DN as vertial ¥ I). The
language the sublect uses for this appears confusing, since he uses words like
"upright’ to mean vertical and "down" to sometimes mean horizental and some-
time. DN. Figure 20 gives the translations. The reality of this extra level
of organization is not in doubt. For example, in P17 the subject categorizes
the bottles firat as being horizontal or vertical and then, within thie, as
pointing in a particular direction (see Figure 18).

Besides the use of horizontal and vertical, the pubject also describes
directions in relative terms, as facing inward, or opposite, and even as being
symmetric. Nothing like this elaboration eccurs with colors, though there is some
indirect indication that BL and GN are much more alike than are any of the other
colors, For example, in PV, where the subject doea not pick up any perceptual
grouping at =z11, the entire sequence spparently looks like fdentical objects

to a first approximation (ncte, that UP and DN both go into VT).
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Word Translation Occurrences

upright vertical (VT) P2 P3 P13* Pl4 P21
up vertical (VT) P12 Plé¥*

down down (DN) P17

dowm horizontal (HZ) P3

side, on side horizontal (HZ) P4 P8 Pl2 P13 Plé

W .
Ambiguous whether signifies VI or UP

Figure 20. Words used with special meaning by S.
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Figure 21 gives a quite faithful rendition of the subject's initial
utterances in terms of the grammar. The subject's particular description is only
one out of many possible encodings permitted by the grammar . The subject himself
sometimes provides more than one code, as in P2 where he first codes the second
group of three bottles as not the same direction as the first three, and then
specifies this further as being horizontal. We use the slash to indicate sub-
sequent encodings, the single slash (/) indicating a refinement of the whole
and the double slash (//) indicating a refinement of one of the subunits. Also,
the subject sometimes does not complete an encoding, which we indicate with three
dots (...). This is not the same as the abstraction that occurs in all encodings.
Here, the subject simply ignores all bottles after a given point. The usual reason
is that the encoding fails (e.g., at P8 where only the first two GNs are horizontal).

It must be remembered that the responses catalogued in Figure 21 are the

results of at least two encoding processes: (1) a perceptual-conceptual process
that leads to the subjectrseeing the object with 2 given perceptual structure;
and (2) the selection of descriptive phrases to be uttered in the linguistic
response. There is a close dependence between these. For instancg, one cannot
(as in P9) talk of two yellows in the middle, without distinguishing the relation
of middle. But one can (still in P9) group the entire sequence into
(VT VI) (HZ HZ) (VT VI) and choose only to mention the (HZ HZ) group in the middle.
However, they are still distinct processes and one many want to represent them
separately in a model of the subject.

The role of the task and the behavioral data presented is to
provide a concrete situation against which to extend our model and to define a
perceptual system. Ultimately, of course, we wish to model this subject's behavior
in detail, much as we have done with the cryptarithmetic task. But initially, as

will be seen, we must be content to use it more as a foll and a guide.




Pl
P2
P3
P4
P5
P6
P7
P8
P9
P10
P11
P12
P12B
P13
P14
P15
P16
P16B
P17
P19
P20
P20B
P21

Note:
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3RD + 3GN

3VT + 3(CHANGE DIRECTION)//Hz

[VT + HZ] / (YL + BL)

2BL + 1YL + 1YL&HZ ...

OUT + (IN + IN&(CHANGE COLOR))

2YL << 26N >>

SEQUENCE / 1BL + IGN + 1BL + 1BL + 1GN + 1BL
[HZ 4+ VT] / GNDHZ ...

2YL LOC MIDDLE ...

(GNDRT) & (RDDLF)

3IN + 3IN

[VT + HZ]

(VT + HZ] / [BL + GN}

SEQUENCE / 2(HZ&LF) << VT >>

ALL VT

[HZ + VT]

34z + 3VT // (SAME COLOR-PATTERN)

BL << BL >> ... / OUT / SYMMETRIC
SEQUENCE / (HZ @ LF)&(VI > DN)

HZ OLF

3(SAME COLOR-PATTERN) / 3VT << 3HZ >>
N(SAME DIR-PATTERN) // BROKEN / HZ + 2VT // OPPOSITE
[2VT +HZ]

Degcription not completed

E1/E2 E2 is a refinement or addition of El
E1l//E2 E2 is a refinement of a subpattern of El

Figure 21. 1Initial patterns uttered by S,
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V. A PERCEPTUAL MECHANISM

Qur task, then, is to construct a (visual) perceptual system that fits
with our production system and which produces the symbolized views of the
stimulus as shown in Figure 18. Several conditions of this problem are not
completely specified. What is a perceptual system? What is it to "fit" with
a production system? What aspects of the productions system must be invariant --
PSG, PSG + GS1, PSG + GS1 + some parts of PS2? What is it to have a view of the
display corresponding to S's initial statements? Still we should be able to
recognize a plausible solution when we find one. Before describing a particular
design, let us try to clarify these issues.

We may stipulate the overall structure shown in Figure 22. The perceptual
mechanism sits between the STM and the external environment (the display, viewed
as an external memory). At a particular moment the environment is in some
possible state, i.e., there is a particular display of colored oriented bottles.
The perceptual mechanism is also in some possible state, which hag been deter-
mined partly by prior acts of perception, partly by instructions flowing from
the STM to the perceptual mechanism, and partly by longer term adaptations and
learnings. The momentary states of the display and the perceptual mechanism
jointly determine the output delivered to the STM out of a set of possible
outputs whose form is jointly determined by the structure of the perceptual
mechanism and the STM,

Basic Issues

Much must be specified to determine an operational perceptual mechanism.
The following list of considerations will narrow that specification and make the
remainder of the design task more concrete. This considerations are responsive
only in part to the known facts of visual functioning. Much remains open, though

undoubtedly there are many existing studies that could determine matters further.




Environment
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Sublect
STM
_|Perceptual - { )
Mechanism f¢———{ )
{

Productions

Figure 22: Overall structure of the system.
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The discrete nature of perception. Vision, in tasks with a static

diaplay, operates by a sequence of discrete fixations, The duration of a
fixation is 200-700 ms, which is of the order of the duration of a production,
though on the upper side. There is evidence for units of perceptual attention
both larger (groups of fixations) and smaller (attemtion movement within the
field obtained from a single fixation). In any attempt to deal with the detail
of a perceptual field (e.g., find all items of a given sort, read all words

of test, etc,) there are fewer fixationg than actes of directed perception. Thuas,
the funcriomal unit caﬁ not be identified with the fixation, defined Iin terms
of constancy of gaze direction. We can take each perceptual act to produce,
ultimately, a symbolic structure (or a modification of a symbolic structure)

in STM. This discrefa nature of perception would be required by the diserete
nature of the rest of the processing system, in any event.

- The information taken from the display. The display, a&s a physical

structure, ie an infinite source of information. The perceptual mechanism
selecta (extracté, measures, abstracts, ...,) from this & set of aspects on

each perceptual act, It seems safe to conslder this a discrete set of features.
Although some pattern recognition schems operate with spatial elements directly
(template schemes), almost all reasonable recognition schemes involve the
extraction of features at some stage. The set of features is fixed in the
short run (i.e., the few hundred seconds ¢f the experiment).

The locus of recognition. One extreme position is that the features

themsalves are aymbollized (i.e., there are sensations) and made available in

ST (i.e., to awareness). The recognition process then goes on in §TM, so that
further abstraction and classification occurs via productions, This makes all
encoding conceptual, as that term was used earlier, It is an untenable position.
At the other extreme, all recognition cccurs within the perceptual mechanism,

and only the final symbolized result becomes available in STM. This is not go




much untenable as ambigucus, since it is not clear when to withhold the

appellation of "recognition process" in describing the processing accom-

plished by productions. The following seems clear: (1) a recognition apparatus
does reside in the perceptual mechanism; (2) features can be symbolized and
made objects of awareness (i.e., become elements in STM) *; (3) inferences

to new perceptual objects are also possible, especially in situation where
perception is difficult; (4) conceptual recoding cccurs routinely. The
question of the back-flow from conceptually constructed perceptual objects
to their subsequent perception is somewhat more open, though there is no
doubt that perception itself can be affected by conceptual operations (e.g.,

setting expectations by wverbal instructions.

The momentary state of the perceptual mechanism. Perception is

gelective, taking out of the display only certain information. The perceptual
act 1s complex, consisting of an alternation of saccade and fixation, and within
this additional attentional saccades and fixations. Thus, the sgspecifications
for the momentary gtate are correspondingly complex. Actually, the distinction
between an eye movement system and a within-fixation system may not be functional
at the level at which our model operates. The perceptual system may be defined
in terms of perceptual acts which operate cut of a memory (an iconic buffer),
this memory being refreshed under local control by succeeding fixations of the
eyes. In any event, it is problematical whether we must alwayg continue to
distinguish two systems of saccades and fixations, or can simply operate with
a 8ingle gysgtem.

There dces not appear to be much vision during the saccade itself, and
the saccade appears to be determined (in direction and angular extent)

pricr to take-off. Thus, the momentary state can be divided into two parts:

E.g., we regularly discuss sensations.
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that for perception at a fixatlion and that for the next saccade. However, the
saccade itself appears often to be determined by the characteristics of the
perceptual object soupht, 1.e.,, it has the characteristics of a search operation.
I this respect it makes sense to conslder the perceptual act as consisting of

a saccade followed by intake at the subsequent fixation. 1In fact, often the
appropriate unit appears to be a series of saccades and minimal fixations

which end up in a fixation directed at the desired perceptual fifeld. These
sequences are often seen even 1n gross eye-movements, in which a long saccade

is followed quickly by a very short, obviously corrective, saccade. But the
existence of a continuous distribution of saccade lengths down to saccades of

several minutes of arc also fits the same wview.

There is ample evidence for the role of peripheral vision in general
and it obviously plays a strong role in defining the next saccade. However,
there seems to be little data at the level of detail required for our model.

We can at least list the itema that should be considered in defining
the perceptual state:

At fixations

(L) The direction of gaze,

{2) Vergence.

{3) Light adaptation.

{4} The features to be noticed.

{5} Ordering of features andfor conditional cutoffs,
{6) The set of recognizable objects.

{7) Expectations for perceptual objects to be recognized.
{8) The grain of perception, i.e., the level of detail.
At saccade:

{9) The direction of the current gaze.
{10} The perceptual target desired.

{11} ¥nowledge of the peripheral field.
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The list is not very operational and it is unclear how to make it so prior

to setting out a particular perceptual mechanism,

Determinants of the perceptual state. Operation of the perceptual

system implies that changes take place in the perceptual state from within the
system itself, But in addition, all of the state variables (i.e., the items

on the above list) must be subject to determination by systems outside the
perceptual system itself, i.e., either by the display or by the remainder

of the IPS. The key design isgue is to specify, for each aspect of the
momentary state, who determines it and with what time constant., The timing
‘issue is critical., For example light adaptation is relatively slow and.can

be generally disregarded as a state variable in our task. New cbjects can be
added to the stoeck of recognizables at rates consonant witﬁ the write operation
into LTM (indeed such recognition later is a test of LTM retention). This is
the control mechanism used in EPAM, as noted earlier. But what aspects can be
set by symbolic expressions in STMT This is instruction on the time scale of a
single perceptual act. Certainly, the next saccade is Instructable (as in the
verbal command "Look right!"™ or the perception of an arrow that points)., But
are short run (i.e., Instantaneous) expectations set for each saccade? Are the
features to be noticed set {(or ordered) for each fixation, or does the cognltive
eystem simply take what the perceptual system gives it, after telling it the rough
direction in which to look? These and many other finer grained questions

about who determines what appear not to be specifiable in terms of existing

knowledge.

What is symbolized from a perception. After a perceptual act has taken

place what is included in the symbolic expression (or expressions) produced
in 5TM? 1Ie there a recollection of the instructions given to the perceptual
system? If there is some set of expectations (either of perceptual features
or objects) is there knowledge of what was expected as well as what was found?
If additional information is obtained about the object, is it remembered

what was expected as well as what was observed, or is it all combined in a
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single result? Are the features used to recognize an object remembered, as
well as the object? And so on.

Summary. We have listed a large number of considerations that enter
into the specification of a perceptual system, though the list is not yet
systematic. Ourxr purpose in doing so is to make evident the range of design
options. The particular system described in the next sectlon results from
one set of design decisions covering all the above issues. We do not under-
stand this design space yet, nor the consequences of many of the specifi-

cations. Consequently, the presented perceptual system is simply a first cut.
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LKE: A Particular Perceptual Mechanism

Given the background of the previous sections, we simply present
the details of a particular subsystem, called LKE (for the Eth version of a
system for looking). This system augments the basic production system, PSG,
described in the earlier section.

The display for the series completion task is one dimensiopal, and
can be conveniently modeled as a 1list, Figure 23 shows the display with the
eyes located (>>) at the third bottle from the right; which has three features:
the shape BTL, the color RD, and the orientation, RT. LKE assumes a single
system of saccades and fixations, which therefore have a finer grain than
gross eye movements. The interior logic design of the perceptual system
is not modeled, so we talk indifferently of the e&yes and of the locus of
perceptual attentionm.

Initiation of perception may be under the control of either STM or the
environment, though in a selfwupaced task such as series completion almost all
of the initiation will come from STM. Thus there are perceptual ogperators,
analogous to the operators in the cryptarithmecic task, LKE has two perceptual
operators, LOOK,FOR and LOOK,AT, Each requires additioenal instructions from
5TM. LOOK,FOR requires a direction for the eye-movement (RIGHT, LEFT or STAY)
and a perceptual object to guide the search in a display. For example, a
typical instruction in STM might be:

(LOOK,FOR RIGHT (OBJ BTL))
This is an instruction to look to the right for an object with the shape of
a bottle {(i.e., in the present modeling, with the feature BIL). The operator
LOOK.AT assumes that the eyes are already located at a proper place. It

requires only that a perceptual object be given in its instruction, e.g.,
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0SPLly (EOGE »» {RTL RD RT) (BTL RO RT! (BTL RD RT) (RTL GN DM} (BTL GN DH) {BTL GMN DN} EDGE)

Flgure 23: Display for task Pl

SHAPE COLOR CIR

NN N
A NN

RT UP

Figure 24: Hierarchy of features.
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(LOOK.AT (0BJ BTL RD))

The result of a perceptual operation is the construction in STM of one
(or more) symbolic structures giving what has been observed. For example,
one might ger

(0OBS (OBJ BTL RD RT))
which 18 to say, that an object which was a rted bottle pointing to the right
waz observed. Or one might get

(NOBS (OBJ BTL))
which is to say, that no object that was a bottle was found,

Perception often leaves open the possibility that additional observations
may be possible. Thuz, when deing (LOOK.FOR RIGHT (OBJ BTL)) in the situation
of Figure 23 there are three more bottles that could be observed, LOOK,FOR
will observe the first one, but if it were executed again it would obtain yet
another observation. At some stage no more obsarvations are possible. This
is symbolized in an additional structures

(END LOOK.FOR)

Thus the system creates positive knowledge of termination.

The features detectable by the perceptual system form a structured
system of successive degrees of abstraction. The system for our subject is
shown in Figure 24. There are three dimensions, SHAPE, COLOR and DIRECTION
(DIR) . For SHAPE there are only the two features, SPC and BTL. For COLOR,
aince the subject appears to see BL and GR as the same for some situations,
an intermediate color, blue/green (BG), is stipulated (which is not to say
that the subject has a color name for this, only that on occasion he does not
diseriminate between these colors). For DIRECTION the subject appears to make
a discrimination between horizontal (HZ) and vertical (VT) and then within

each between LF and RT, and UP and DN.
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The control of the features to be detected and of the detail of these
features is shared between the perceptual system and the STM. Thus, giving
the perceptual object in the instructions determines much of what will h-
used. The function of LOCK,AT is to obtain additional detail about a
perceived object. Thus the initiation of such a quest is under the contrel
of STM. But what detail is seen is under the control of the perceptual
system (consonant with the actual display). There is a fixed order to
the observation along new dimensionsand to the observation down the feature
hierarchies of Figure 24. For instance, if the situation were as given in
Figure 23 and the following instruction were givens

(LYOK.AT (OBJ BTL COLOR))
then the result would be:

(ors (0BJ BTL RD))
If the instruction were:

(LOOK.AT (OBJ BTL RD))
then the result would be:

(OBS (0BJ BTL RD HZ))
And if, finally, the instruction were:

(LOOK,AT (OBJ BTL RD HZ)})
the result would be:

(OBS (OBJ BIL RD RT)).

One aspect of the above example is misleading (and in an important way).

Each successive observation with LOOK,AT does not generate a new element,

(OBS (OBJ ...)). Rather,it constitutes an additional observation on an element

that already exists (i.e., has been symbolized) in STM. Thus the three
observations above constitute modifications of a single observation and the
system does not believe that it has seen four distinct things, (OBJ BTL),

(OBJ BTIL RD), {(OBJ BTL RD HZ) and #CBJ BTL RD RT), The instruction
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(LOOK,AT X1) where X1 === (OBJ BTL)
is also successively modified as X1 becomes modified and it serves to
provide all the instructions for additiomnal detail. (This has both
advantages and disadvantages in terms of controlling perception.)

LKE has two kinds of perceptual objects, OBJ and SEQ. An OBJ is
specified by a set of features and numerous examples have been given above.
The features can be given at any level of detail, according to the hierarchies
in Figure 24, A SEQ is a sequence of perceptual objects. For example:

(SEQ (OBJ BTL) (OBJ BTL))
is a sequence of two bottles. A sequence of two ved bottles followed by a
green bottle might be given as:

(SEQ (SEQ (OBJ BTL RD) (OBJ BTL RD)) (OBJ BTL GN))
Thus, recursive structures can be built up, However, the scheme in LKE does
not take advantage of the redundancies in patterns, Thus, in terms of
symbolization, it is as easy to perceive three different bottles as three
identical ones:

(SEQ (0BJ BTL RD) (OBJ ETL BL) (OBJ BTL HZ))

(SEQ (0BJ BTL RD) (OBJ BTL RD) (OBJ BIL RD))
Which of the two will get constructed depends on the constructive processes
and regular sequences may get built, whereas heterogeneous onez do mot, But
the difference is not reflected in the underlying representation.

The search in LOOK.FOR is for an absolute object, i.e., for the features
as given in the symbolic element labeled (POBJ.TYFE>)}, where

<POBJ.TYPE>: (CLASS OBJ SEQ).
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Any relativization to the local gituastion in the display iz to be obtained by
constructing the perceptual object that guides the search from the display
itgelf (with LOQK.AT). In particular, the detection of differences in the
digplay ig not delegated to the perceptual mechanism,

Similarly, the construction of new perceptual objects, e.g., of
(SEQ (CBJ BTL) (CBJ BTL)) from two occurrences of (OBJ BTL) , is not determined
Ly the perceptual mechanism autonemcougly, but is done by the formation of the
new object in STM. OCnce such an object is formed, of course, it can be made
part cf a perceptual instruction and the display perceived in its terms.

Because of the requirements tc simulate the environment in a discrete
gymbolic system, (i.e., in L* on a digital computer), there is a finite grain
of the digplay. The digplay of Figure 23 precludes examining the curvature of
the neck of the bottle, though thig ig posggible on the glide, and subjects
may even do so on occasion. More detail could beprovided i1f the characterization
of the display in terms of a sequence of cbjects with three attributes did nct
seem sufficient. However, it would be necessary to extend the types of per-
ceptual objects beyond OBJ and SEQ to cover the types of spatizl relations pessible
e.g., tc add WHOLE, whose components are attached parts, each of which is a
perceptual object, plug and interfacing connection Letween parts.

Though the gimulation provides a lower bound to the grain, it does not
provide an upper bound. Thus, the eyes are located at an cbject in the display
that represents the lcwest level of detail. But the perceptual object that is
seen from that locus may extend beycnd the confines of that single cbject.

SEQ does exactly this.
The structure of LKE, as it stands, permits certain patterns to be formed

and not cothers. Thug, it put some limits in advance on the enterprise of
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obtaining the pattern descriptions made by the subject {in Figure 21), We give
in Figure 25 a get of possibllities for the patterns that might be developed in
a preduction system using LKE, HNotice, for instance that the characterizations
involving numbers, e.g., {3 RD) are replaced by extensive lists : (RD RD RD}.
One view of this is as a deficlency in LKE, to be rectified by a mere adequate
perceptual mechanism. A second possible wview is that the additional encoding
" to obtein the codes of Figure 2@ is done at the conceptual level Iin developing
the linguistic utterance. In this case, the trip from (RD RD RD} to (3 RD) is
made conceptually, 1.e., by productions that count.

We have covered the essential design characteristics of LKE and the
kinds of perceptual encodinge it admits. Figure 26 gives a sumary of these
characteristics, which should be sufficient to understand the behavior of the

system.
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POTENTIRL BEHAVIOR IN PERFORHING OH TASk SCYF

P1l: (SEQ (SEQ@ (OBJ ATL RD} (DDJ BTL RD}(CBJ BTL RO
(SEGQ (OBJ 8YL GNY (0BJ BTL GNY(DBJ BTL GHID)

P2: (SEQ (SEQ (0BJ BTL V) {03J BYL VT)tOBJ BTL VTV
(SEQ (OBJ BTL H2) (0BJ BTL HZ) (0BJ BTL H2Y))

P3: (SEQ (SEQ (OBJ BTL VT) (DBJ BTL HZ))
(SEQ (0BJ BYL VT) (OBJ BTL HZ))
(SEC (OBJ BTL VT)(OBJ BTL HD)))

P4: (SEQ (OBJ BTL BL) (OBJ BTL BL)
(0BJ BTL YL}
(0BJ BTL YL HZ))
UNCLEAR LHETHER SUPERORDINATE STRUCTURE 1RPOSED

P5: (SEQ (SECQ (OBJ BTL RD) (OBJ BTL RO))
(5cQ (0BJ BTL BL){OBJ BTL BL))
(SEQ (OBJ BTL RD)(0BJ BTL RDIM

PB: (SEQ (SEQ (0BJ BTL YL) (DBJ BYL YL))
(SEQ (0BJ BTL GN) (OBJ BTL GM))
(SEQ (0BJ BTL YL} (0BJ BTL YLODM

P7: NO ORGRHIZATION ON FIRST PASS

P8: (SEQ (SEQ (OBJ RYL HZ) (0BJ BTL Vi)
(SEQ (OBJ BTL H2) (DBJ BTL VT))
(SEQ (DBJ BTL H2) (OBJS BTL YT}))

P9: (SEQ (OBJ BTL YLY(ORJ BTL YL))

P18: NO SEQUENTIAL ORGANIZATION
CANNOT COOE NON-SEQUENTIAL ORGANIZATION

P1l: (SEQ (SEQ (0OBJ BTL RT)(OBJ BTL RT)(DBJ BTL RTH
(SEQ (0BJ BTL LF)(OBJ BTL LF}(DB.J BRTL LF)))
CANNDT CODE DIRECTION RS IN-OUY

P12: (SEQ (SEQ (ORJ BTL VT (DBJ BTL HZM
(SEQ (0B8J BTL VTI(OBJ BTL HZM)
(SEQ (0BJ BTL VT) (OBJ BTL H2)))

Pl2B: (SEQ (5£Q (OBJ BYL VT)(OBJ BTL KZ))
(SEQ (OBJ BTL VT) (OBJ BTL HZ))
(5EQ (OBJ BTL VT) (DBJ BTL HOYM

P13: NO ORGANIZRTION ON FIRST PRSE
(SEQ (5EQ (OBJ BTL LF) (OBJ BTL LF))
(SEQ (0BJ BTL UP){OBJ BTL uP))
(SEQ (0BJ BTL LF)(QBJ BYL LF}))

P14: (SEQ (0BJ BTL VTI(OBJ BTL VT (GBJ 2TL VT
(0RJ BTL VDY (ORJ BT ¥TY(0Z) BTL VT
NOTE: DLPENDS ON MHBEYHER GROUPS GF & CRW BE BUILT UP
IF KNOT, THEW CHHN'T CDDE NON-SEQUENTIAL ORGANIZATION

PlS; (SEQ (SEQ (0BJ BTL HZ) (DBJ BIL ¥TH)

(SEQ (ORJ BTL HZ) (OBJ BTL ¥TH)
(SEG (0BJ BTL HZ) (OBJ BTL VT}))

Figure 25: Possible Encodings of Displays by System.
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Pi6: (SEQ (SEQ (OBJ BTL H2) (ODJ BTL HZ) (0BJ ATL HZ))
{SEQ (0BJ BTL VT)1OBJ BTL VT)(OBJ BTL VT)))

PLER: CANNOT COQE

P17: NO ORGANIZATION ON FIRST PASS
CANNDOT CODE NON-SEQUENTIRL ORGANIZATION OF SECOND PASS

P19: CANNOT COOE NON-SEQUENTIAL ORGANIZATION
P28: (SEQ (5EQ (OB BTL YL)(0OBJ BTL BL) (0B BTL RO
(SEQ (OB BYL YLY(OBJ BTL BLY{(DBJ BTL RD))
(SEQ (0BJ BTL YLY (QBJ BTL BL) (0B BTL RD}))
P28B: (SEQ (SEQ (OBJ BYL HZ) (OBJ BTL VT (OBJ BRTL VT))
(SEQ (0BJ BTL H2) (DBJ BTL VT)(ORJ BTL VT})
(3EQ (0BJ BTL H2)(0BJ BTL VT) {(OBJ BTL ¥T)))
P21y (SEQ (SEQ (0BJ BTL VTX (OBJ BTL VT) (DB BYL H2))
{SEQ (OBJ BTL VT}(OBJ BTL VT){(0BJ BTL H2YD)

FIGURE 25. POSSIBLE ENCODINGS OF DISPLAYS BY SYSTEN
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Each perceptual act is initiated by a perceptual operater, either
LOOK.FCOR or LOOK, AT,

Evocation of the perceptual operator is by the production system
(interrupts from the environment are possible, but not modeled).

Each perceptual act requires an imetruction from 5TM, which is taken
to be the initial S5TH element.

Each perceptual act results in the creation of one or more STM elements
{which enter STM just as do other elements created by productions} or
by modification of elements accesslble from the instruction element.
e.g., the instruction element itself or the perceptual object it
containsg.

The perceptual mechanism retains the memory of the locus of perceptual
attention (>>) in the display.

~ The perceptual mechanism retains the knowledge of the structure of

perceptual features <FTE> and no operators currently exist for modifying
this from STM or the production system.

A perceptual object <POBJ> is a symbolic structure of form
{OBJ <FTR><FTR> ...} or (SEQ <POBI> <POBJ> ...).

The perceptual system can ascertain if a given perceptual object is
located in the enviromment at the point of attemtion {at >>}. For
(OBJ ...} it tests the features avallable at the poilnt of attentionm,

"For (SEQ ...) it takes the point of attention as the leftmost point

for the sequence of objects.

The perceptual system can add additional knowledge to a given perceptual
object, either by increasing the detall of its given features <FTR>
or by adding new dimensions to the perceptual object (for which added
detail can then be obtained).

LOOK,AT requires a perceptual object. It adds an amount of additional
knowledge as specified by the nature of the perceptual mechanism.
(Currently it takes N asteps of additional detail, N an externally
settable parameter.) It does not create a new element In STM, except
to indicate termination.

LOOK.FOR requires a perceptual object and a direction <EMIr-. It looke
for an oblect in the diaplay along the given direction, taking the
perceptual object as fixed and not adding more detail. It creates a
new element in STM with the tag (OBS ...} if it finds the object and
{(NOBS ...} if it doesn't. It also creates a termination element

{END LOOK,FOR) if there is not further to look in the given direction.

Figure 26: Summary of LKE
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VI. BEHAVIOR OF THE SYSTEM

The syatem we have just created, conslating of PSC and LKE, is not in
fact immensely complex compered {say) to many existing artificial intelligence
systems. 5Still, we will only be able to afford the briefest look at 1its
behavior, glven the already extended character of this paper. We will not
even be able to examine many aspects that are basic to its perceptual and
cognltive behavior. 1In fact, we will set up a single simple system to illus-
trate how the two parta, the production system and the perceptual system, work
together and to suggest some of the problems that exist.

Figure 27 presents the basic specification for behavior in the series
completion task {SC3). It includes the various classes, the features and a
display for a particular task., Tt also includes the baslc goal manipulation
system used for cryptarithmetic augmented by G12 and $13 to detect and
execute perceptual instructions. For completenesas, we have added definitions
of the basic classes that are defined within LKE itself and are not specific
to a task.

Figure 28 gives a short production system (SCFPl) for the iInitial scamn
of the display. We assume that when the diaplay is flashed on the screen an
environment-initliated observation is produced:

(0BS5S NEW DISPLAY)
Thia is the trigger to scan the display and create the initial perceptual
organization. This task is not goal directed in an explicit way, but is
simply encoded in the set of productions as a difect reactlion.

Production PD]1 responds to the triggering stimulus and prepares for a
left-to-right scan of the display by finding the left-hand edge. It is

assumed that the subject has already oriented to the display and thus knows:
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Figure 27: B8SC3F: Basic Specification of Series Completion Task.
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y SC3F: SERIES COMPLETION TASK (KLAHR}
: REQUIRES 1KEF, PSGF, UIF, OICTF, UTILF

i
BEFINE. 5YnBOLS1

L
SC.CONTEXT SET.CONTEXTI

H

3 HAKE WRMHES RYRILARLE FOR USE SN SC.CONTEXT
RHOw RO CHANGE.NAMES!

RTa RT CHRNGE.NAMES!

|
DEFINE CLASSES FOR USE IN PRODUCTTOM CONDITIONS

I

1 O1SPLAY ; CURRENT DISPLRY ~- L15T BF OBJECTS

1 BASIC CLASSES DEFINED IN LKEF, FOR REFEREKCE

t <LKOPR>y (CLASS LOOK.AT LOODK.FOR) ; LOOK OPERATORS

; <EWQ>1 (CLRSS LEFT RIGHY 5TAYY | EYE MOVEWEWT DIRECTIGNS
i <ORS.TYPE»: (CLRASS OBS ORS.AT NORS) ; OBSERVATION ELM TYPES
3 <HEH.0BS3>; (VAR) ; WAME FOR KEU DESERVATION ELENENT

} <ERD.OBSs>: (?HR}'I NANME FOR END ELEMENT

§ <PCBJ.TYPE>: (CLASS OBJ SEQF ; TYPES OF PERCEPTUAL OBJECTS
1 «<POBJ>: («FOBJ.TYPE>Y ; PERCEPTUAL OBJECTS -

3 <NTC.TYPE>: (CLAS5 END HORE}

; LET.ELK: {<NTC.TYPE> <LKOPR>)

} OBS.ELN: (<DBS.TYFE» <EMD> «POBJ»)

}

<COLOR>: (CLASS RO GN YL BL BK HH)
<SHAPE>: (CLASS SPC BTL}
<01R>1 (CLASS RYT L¥F UP DN)
<G> (CLASS GORL OLDG)
<STG»1 (CLASS o ¥ + =}
<END>: (CLASS + =)

<COND>y (CLASS -COMD +COND}
<OPR>: (CLASS)

<MTC2>t (CLASS <LEQPR>)
<085>t (CLASS DRS (RS.ATY

¥

DIN.LIST: (SHAPE COLOR DIRY
I

X1t (VAR)

X2¢ (VAR)

X3 (vAR)

Xi: (VAR

X5:; (VAR)

1

RO:1 (FTR COLOR)

¥L1 (FTR COLOR)

BK: (FTR COLOR)

HH: (FTR COLOR}

BL: (FTR BG)

GN: (FTR BEG)

BG: (FTR COLOR)

COLIR: (FTR)

i

UPy (FTR ¥T)
DN: (FTR VT)
¥T: (FIR DIR}
LF: (FTR HZ)
RT: (FTR HZ}
HZ: (FTR DLIR}
UIR: "(FTR)




05300
66400
B8500
86600
06700
66200
66900
67000
67100
g7200
87300
87400
87500
87600
a7760
87800
87950
98000
08180
08268
08300
08400
Ba550
8620
05708
68500
04500
65020
89120
09206
69300
89408
89500
69509
89708
89800
#9358
16800
16100
182080
16300
18488
10508
10606
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8TL: {FTR SHOPE)
SPC: (FYR SHAPEY
SHAPE1I {FTR}
EDGE: (SPC WH)

i DI5SPLAYS USED IN RUN WITH SUBJECT: LM, 20 OCT 7@

I
05PL: (EDGE (BTL RD RTY(BTL RD RY) (BTL RO KT}

LBTL GH DN} (RTL GN DMI [BTL GN ON) EDGE)

SEE FILE SCTF.REE FOR COMPLETE SET OF TASKS

- s wy

H
Glr ((GORAL <END>) —-» (GOAL ==> OLDGY)
GZ: ((GOAL %) ABS RMND (GOAL %) —wp (4 mew o))
G3: ({GOAL =) AND (GCORL &) ~-> (3 ==zw» ¥}
G4d: C((GOAL = «DPR>) --. JOPR>!
G5: {({GOAL < <COWD»} AND (OLDG «<CHD»? -=5 (N4> ves}
{COND <COND> <ENDs))
G61 ({COND +COND +) RAND (GOAL =} --x (LOND ea> DLD CONO)
{ === +})
G7: C((COND -COND -} AND {GORL %)} —-» (COND ==> OLD EOKD)
{# ERER -—}]
G&: ({CONMD} AKD {GOAL =} —-> (COND ==> OLD CONDM)
G891 ((MORE) fiIND (GOAL %) —<» (& =xax #})
GIB: [(HORE <NTC»>) AND {END <HTC>) --» (HORE ==> QLD HORED)
Gii: ((GOAL %) RBS ANWD (GOAL <ERD> SOLVE) RRS ~->
GOAL = SOLVEY)
Gi2: ((<LXDPR»} --» <LXOPR>)
G13: ((<LXOPR>) RND [END <L%X0PR»} --> (<LKOPR> ==> QLD <LXOPR>}
(END ===» DLOD EHDI}

3
3 P51: TOTAL PRODUCTION SYSTEN

3 P52: PRODUCTION SYSTEH FOR TRSK

3 65L: HIGH PRIORITY GOAL MANIPULRTIONS

3 652: PBACK UP PRODUCTIONS

i

G51lr (G13 G! GI GI0 (9 OS G GF GB G4 G2)
G321 (GLL)

P51: (G5l P32 G532}

i
STM: (NIL RIL WIL NIL HIL NIL H1L HIL NIL}

H
“SC3F LOARDED (HOTE: DIGITS RRE CHRARS)" RETURN. TO.YTY

FIGURE 27. SC3F: BASIC SPECIFICATION OF SERIES COMPLETION TASK
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26580
az708
azane
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SCPY: BASIC PRODUCTIONS FOR SERIES COMPLETION TASK (KLAHR}
REQUIRES SC3F, ETC.

L
}
}
: (IDENTICAL YO SCPF.ED3)
H
DEF INE . 5VHBOLSH

¥

PDLl: (0BS5S NEW DISPLAY) --» (LEFT (OBJ SPC}) LOOK.FOR)

3
P02+ (0BS5S LEFT <0fJ SPC)) —-> (DBS =x» OLD 0BS)
(LOOK.FOR RICHT (DRJ 8TLYY)

i ‘ .
P03 ((OBS (DBJ BTL)Y) —-» (DBS ww» QBS.AT) LODK.RT)
}
PD&: ((«0BS» X1 wa (<POBJ.TYPE»)) AND (<OBS» X1} -ux>
(<0B5> ==uw» » <OBS5»}}
i
PDS: ((<OB5.TYPE») RND («<OBS»> X1 == (<POBJ.TYPE>)) RND
(= «<0BS5> X1) AND (= <0OBS» X1) ABS --» ‘
(<85> cum> DLD <DBS») (= ~exw> OLDY (DBS (SEQ X1 X1V}
i
PR&: ({<DBS,TYPE>) AND (<0BS»> Xl == {(<POBJ.TYPE>)) AND
(w «DB3> X1) RND (= <DBES> X1} AND {« <DBS> A1) RBS -—»
(<OBS> =c=> OLD <0BS») {= =aex» OLD) (DBS (SEQ X1 X1 X1)P)
H
P52y (PD4 PD3 PDE PD5 GlZ PDZ PDL)

}
"SCPF.E@3 LOADED" RETURN.TO.TTY!

FIGURE 28. SCP1:BRSIC PRODUCTION SYSTER FOR SERIES
CONPLETION TASK
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(1) the displ”r consists of segquences of bottles; (2) the field is bounded by
the edge of the slide; (3} the relevant features are global aspects of the
bottles; and (4) there is likely to be some sequential crganizaticn. This
knowledge is embedded in the production system. How this was acguired as a
functicn of instructions and preliminary examples is not touched here.

Production PD2 respornds to the pogitioning of the eyes of the left-hand
gide by setting up an instruction to loock for bottles by gcamning to the right.
This instruction defines the grain of the perceptual act.

Production PD3 responds to the detection of & bottle by looking at it
somewhat cleoser. This will generate new detail about the beottle in the STM
element that represents it. What detail is added is determined by the
rerceptual system itself and not by the instructicn.

Production PD4 recogrnizes when two adjacent cbserved cbjects are the same
and notes this fact by marking the second (the cne that cccurred sarlier in
time) with an equals (=). There must be a delay in actually organizing the
perceived seguence, since subsequent cbjects have not yet been chgerved and
they may effect the crganization.

Productions PD5 and PD6 create perceptual organization by recognizing a
sequence of perceived identical cbjects and encoding it as a SEQ. PD5 creates
(SEQ XI XI) from a pair of identical objects; PD6 creates (SEQ XI XI XI) from
a triple, The trigger for thege actions ig not only the requisite segquence
of identical chjects, but alsc that a distinct object has been perceived to
bound the segquence. There is alsoc a conditicn that no additicnal identical
objects occur in 8TM, (<CBS»> XI) ABRS, which effectively provides a second

boundary for the sequence.
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In many of the productioms (PD3, PD4, PDS, PD6) there is a modification
of existing elements in STM by the replacement of ome tag by another, e.g.,
(OBS ==> OLD OBS) or (OBS ==> OBS.AT). These modifications serve an
essential control function to inhibit the repeated evocation of a production
once a set of STM elements has sufficed to evoke it once. If a set of elements
does evoke a production, then these same elements are capable of evoking it
again (and again). What stops such repeated evocation
in general is either (1) some change in these elements of (2) the new items
created evoke a production prior in the ordering. Thus, many productions
must take care to modify their evoking inputs.

Figure 29 gives a run of this system on Pl, the first display. Tracing
through the steps one can see each of the productions playing their role. For
instance, G12 locates the first bottle (at 5), which is then examined (at 7)
and seen to be red (RD). By 11 two red bottles have been seen whose identity
can be noted by PD4, At 18 the observation of a bottle of a different color
(BG) permits PD6 to create the sequence of three red bottles (at 21). A similar
sequence now occurs with reapect to the green bottlea until the end of the
sequence (NOBS) evokes PD6 at 32 to construct the second sequence. At 36 STM
holds both sequences and there is nothing more to do.

Let us try thig same system on some additional tesks. Figures 30 and 31
show the behavior of SCPl on Problems P2 and P3. We give only the display and
the final state of STM, from which can be inferred what must have happened.
In P2 (Figure 30) we see that no organization at all developed. All elements
were seen as the same, since only the color was perceived and that only at the
level of BG., Contrariwise, the subject perceived this sequence as three vertical

bottles followed by three bottles followed by three vertical ones (Figure 21).
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DISPLAY: (EDGE (RTL RD RT) (BTL RD RT) (BTL RD RY) (BTL GN DN} (BTL GN ON) (BTL GN DN) EDGE)

0. STH: ((0S NEW DISPLAY) (GOAL + SOLVE) NIL NIL NIL NIL HIL NIL NIL)
PD1 TRUE

DISPLAY: (>> EDGE (BTL RD RT) (BTL RD RT} (BYL RD RT) (RTL GN DN} (BTL GN DN} (BTL GN DN) EDGE)
<NEH.0BS5>: (085S LEFT {0BJ SPCH)

<END.OBS>: MIL

2. STH: ((ORS LEFT (ORJ SPC)) (LEFT (OBJ SPC)) (0BS NEW DISPLAY} (GOAL « SOLVE) NIL NIL NIL
NIL NIL)

PD2 TRUE

4. 5TH: {({LOOK.FOR RIGHT (0BJ BTL)) (OLD GBS LEFY (0BJ SPCY) (LEFT (DBJ SPC)) (0BS NEW
DISPLRY) (GOAL = SOLVE) NIL NIL NIL NIL)
612 TRUE

NISPLAY: (EDGE »>> (BTL RD RT) (BTL RD RT) (BYL RO RT} (BTL GN ON) (BTL GN DN) (ATL GN DN} EOGE)
<NEH.0BS>: (OBS RIGHY (OBJ BTLY)

<END.OBS»>: NIL

5. STH: ((OBS RIGHT {(OBJ BTL)) (LOOK.FOR RIGHT (0BJ BTL)) (OLD OBS LEFT (OBJ SPC)) (LEFT (DBJ
SPLY) (OBS NEW DISPLAY)Y (GOAL % SOLVE) NIL MNIL NIL)

PD3 TRUE

DISPLAY: (EDGE >» (BTL RD RT) {(BTL RD RY} (BTL RD RT) (BTL GN DN) (BTL GN DN} (BTL GN DN) EDGE)
<NEW.OBS>: NIL
<END.OBS>: NIL ‘

7. STH: {((OBS.AT RIGHT (0OBJ BTL RD)) (LOOK.FOR RIGHT (08J BTL)} (OLD OBS LEFT (ORJ SPC))
(LEFT (OBJ SPC)) (OBS NEW DISPLRY) (GORL = SOLVE) NIL NIL NIL)

Gl2z TRUE

DISPLAY: (EDGE (BTL RD RY) >> (BTL RD RT) (BTL RD RT) (BTL GN DN) (BTL GN DN) (BTL GN DN} EDGE)
<NEW.0BS>: (0BS5S RIGHT (0BJ BTL))

<END.08S>t NIL

8. STH: ((OBS RIGHT (DBJ BTLY) (LOOK.FGK RIGHT (OBJ BTL)) (OBS.RT RIGHT (OBJ BTL RD)) (OLD
OBS LEFT (OBJ SPC)) (LEFT (QBJ SPL))} {0OBS NEW DISPLAY) (GOAL % SOLVE) NIL NIL)

PD3  TRUE

DISPLAY: (EDGE (BTL RD RT) »>> (BTL RD RT) (BTL RD RT) (BTL GN ON) (BYL GN DN) (BTL GN DN) EDGE)
<NEW.0BS»>: NIL

<END.ORS»>: NIL

18. STH: ((OBS.AT RIGHT (D8J BTL RD}) <(LODK.FOR RIGHT (OBJ BTL)) (OBS.AT RIGHT (DBJ BTL RD)}
(QLD OBS LEFT (DBJ SPC)) (LEFT (0BJ SPC)) (OBS NEW DISPLAY) (GORL « SOLVE) NIL NIL)

PD4 TRUE

11, STM: ((OBS.AT RIGHT (OBJ BTL RD)) (= OBS.AT RIGHT (0BJ BTL RD)) (LOCK.FOR RIGHT (0BJ
8TL)) (OLD OBS LEFT (0BJ SPC)) (LEFT (0BJ SPC)) (OBS NEW DISPLAY) (GOAL # SOLVEY NIL NIL)
612 TRUE

DISPLAY: (EDGE (BTL RO RT) (BTL RD RY) >> (BTL RD RT) (BTL GN DN) (BTL GN DN) (BTL GN ON) EDGE)
<NEW.0BS>: {(0BS RIGHT (OBJ BTL))

<END.OBS>: NIL

12, STH: ((OBS RIGHY {0BJ BTL)) (LGOK.FOR RIGHT (OBJ BTL)) (0BS.AT RIGHT (OBJ BTL RD)) (=
0BS.AT RIGHT (0BJ BTL RD)) (OLD OBS LEFT (08. SPC}) (LEFT (ORJ SPC)) (OBS NEH DISPLAY) (GCAL =
SOLVE} NIL)

PD3 TRUE

DISPLRY: (EDGE (BTL RD RYT) (BTL RD RT} »» (BTL RD RT} (BYL GN DN} (BTL GN DN) (BTL GN DN> EDGE)
<NEH,0BS>: NIL

<END.ORS»>: NIL

14. STrM: (COBS.AT RIGHT (0BJ BTE RDY) (LOOK.HOR KIGHY (OBJ BTLY)Y {(OBS.AT RIGHT (GBJ BTL RD))
(= DBS.AT RIGHT (0BJ BTL RD)) (OLD DBS LEFT (DBJ SPC)) (LEFY (OBJ SPC)Y) (OBS NEW DISPLRAY)

(GOAL = SOLVE) MIL)

P04 TRUE

Figure 29: Run of SCPL on Task Pl
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15, 5THMs C((OBS.AT RIGHT (DBJ &TL ROY) (= DBS.AT RIGHT (UBJ BTL RD)} (LOOK.FOR RIGHY (G3J
BTL)) (e DBS.AT RIGHT (0BJ 8TL D)) (OLD OBS LEFT (OBJ SPC}) {LEFT (DRJ SPC)} (OBS NEW
DISPLAY: (GORL 3= SOLVE)} MIL}

G12 TRUE

CISPLAY: (EDGE {PTL KD RT) (ATL RD RTY (RYL RD RTY >» (BTL Gk DN} (BTL GM OM) (BTL GN ONY EDGE)
<MEH.0AS»:r {085 RIGHT (OBJ BTL)}

<EMD. DAS»>: WIL . :

16. STH: ((0BS RIGHT {OBJ BYL)) (LOOK.FOR RIGHT (DBJ BTLY) (OBS.AT RIGHT (08J BTL RD)) (=
OBS.AT RICHT fGBJ BTL RD)} (= DRS5.AT RIGHT (0BJ BTL A0} (OLD DBS LEFT (08J SPC}) (LEFT (OBJ
SPCY) {085 NEW DISPLRYY (GORL « SODLVEY))

PD3 TRUE

DISPLAY: (EDGE (ATL RD RT} {BTL RD RT} (STL RD RT) >> (BTL GN DN) {BTL GN DN} (BTL GN DN} EDGE)
<NEM,DBS>: NIL

<END.OBS>: NIL .

18. STH: ((OBS.AT RIGHT (0BJ BTL BG}) (LOGK.FOR RIGHT (0BJ BTLY) (OBS.AT RICKT (98J BTL RO))
t= DBS.AT RIGHT (DBJ BTL RDY) (= DBS.RT RIGHT (0BJ BTL R0)} (OLD OBS LEFT (OBJ SPC)) (LEFT
(0BJ SPC)) (OBS NEU DISPLAY) (GOAL & SOLVE :

PDE TRUE

21. S5Th: <{0BS {SEQ {OBJ BTL RDY (DRJ BYL RO} (0BJ BTL RD))I) {OBS.AT RIGHT (0BJ BTL BC)) (OLO
O0BS.AT RIGHT ¢0BJ BTL RO} (OLD G8S.AT RIGKT (0BJ BTL RD)) (» OB5.RT RIGHT (DBJ BTIL ROY)
(LOOK.FOR RIGHT {CBJ BTL)) (OLD OBS LEFT (OBJ SPC)) (LEFT (DBJ SPCY) (OBS MEW DISPLAY))

Glz TRUE

DISPLRY: (EDGE (BTL RD RY: (BTL RO RTY (8TL RD RT} (BTL GN DH} »>> (BTL GN DN} (BTL GN DH) EDGE}
<HEU.0B5>: (OBS RIGHT (DBJ BTL))

<END.D85>: NiL

22, 5TH: ((0OBS RIGHT (OBJ BTL}) (LOGK.FOR RIGHT (0gJ BTL)) (OBS (SEQ tORJ BTL RD} (0BJ BTL
RO} (0BJ BTL RD3J2 (OBS.RT RIGHT (OBJ 8TL BGY) (OLD OBS.AT RIGHT (0BJ BTL RBMY (OLD OBS.AT
RIGHT (OBJ BTL RD!) (o OBS.AT RIGHT {GEJ BTL RDY) (OLD OBS LEFT (DBJ SPC)}) (LEFT (0BJ SPCI))
PD2Z TRUE

DISPLAY: (EDGE (RTL RD RT} {BTL RD RTY (BTL RO RY) (BTL GH ON) »>» (BTL GN DNJ (BTL GN DM) EDGE)}
<NEH,DBS>: RIL

<END.OBS>r MWIL

24, STM:e ({OAS.AT RIGHT «0BJ BTL BG)) (LOOK.FOR RIGHT (OBJ BTL)} (DS (SEQ (08J BTL RD) (CBJ
BTL RO} (OBJ BTL RDIX) (OBS.AT RIGHT (OBJ BYL BG) (OLD JB5.AT RIGHT (OBJ BTL RD}Y {OLD 0OBS.AT
RIGHT (OBJ BRTL RD}} {= OBS.AT RIGHT (0B BTL RD}} fOLC OBS LEFT (OBJ SPC)Y (LEFT (0BJ SPCH))
PD4  TRUE

25. §Th: ({OBS.RT RIGHT (0BJ BTL BGY) {c DBS.AT RIGHT {DBJ BYL BG)) (LOOK.FOR RIGHT {(0BJ
BTLY} (ORS {SEQ (OBJ BTL RD} (08J STL RO (O0BJ BTL RDY)) (OLD OBS.ART RIGHT (OGJ BTL RD)) (OLOD
OBS.AY RIGHT (ORJ BTL RDY) fx OBS.AT RIGHT (OBJ BTL ROV} (OLD OBS LEFT {08J SPC)) (LEFT (03J
SPCYIY)

612 TRUE

DISPLAY: (EDGE (BTL RD RT) (BTL RD RT} {BYL RD RT) {(BTL GH OH) {(BTL GN DN) »>> (BTL GMN DN} EDGE)
<NEW. OBS>: (085S RIGHT (DBJ BTLI}

<ENG.0BS5>: NIL

26. STH: ({05 RIGHT ¢0RJ BYLY) (LODK.FOR RILHT (Q8J BTLY! tOBS.AT RIGHT (0AJ BTL BG)) (=
0BS.AT RIGHT {0BJ BTL BGY) (0BS (SEQ (DBJ BTL RO (ORS BTL ROY 0B BTL RODM}Y (OLO OBS.AT
RIGHT (DBJ BTL RD)) {OLD OBS.AT RICHT (OB &FL RO} = OBS.AT RIGHT (OBJ BYL RD)? {OLD OBS
LEFT <0op.} SPCY))

PO3 TRUE

OISPLAY: (EDCE (BTL RD RTy (RTL FD RTy {BTL RO RT) {(BTL GH ONX £BTL OGN OM} »» ¢BTL GN ON) EDGE}
<NEH.DAS»>: HIL

<EMD.O0BS>: MIL

28, STh: ({OBS.AT RIGHT (DR BTL 8GYr {LODK.FOR RIGHT {0BJ BTL)} (OBS.AT RIGHT {DBJ BTL 8GN

Figure 29: (continued)
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(= QBS.AT RICHT (0BJ BTL BG)) (085S (520 (OBJ BTL RG: (i BTL RO} (CBJ E7L R23)) (5.0 G395.AT
RIGHT (0BJ) BYL RDM) (OLD DBS.AT RIGRT (220 BTL AM} i J3S.AT PISHT (02 37U ROI} (SLE GRS
LEFT (0B SPCY}}

PD4 TRUE

29. 5TH: {(OG5.RT RIGHT (DBJ BTL £G)1 . O85.AT RIC~T (G3J @TL &G} {LIZc,.FCR RICAT {G3J
BTLY} (= OBS.AT RIGHT 108J BIL BGYd (T3> IS0 (0BJ £5. 23 fCis OTL ROD) *35J BTL PI)) (DLO
DBS.AT RICHT {QBJ BYL RD)} [OLD O55.RT W1cHT (03 7. 0%y (= DS5.AT RIS=T (J8J ETL RO (OLO
0BS5S LEFT {0BJ SPEYN)

Gl2 TRUE

DISFLAY: {EDGE (BTL RD RTr {RTL RD RT {BTL RO RTE {Z7¢ GM 0N} CBTL GN W) (BTL GN CN) »» EDGE)
<NEH.0BS>: (NOPS RIGHT (OBJ BYLM)

<END. 0BS>; {END LODK.FOR)

38, STH: ({EKD LODK.FOR: (MORS RIGHY ZBJ ATLY) (LIZC, PSR RIGHT (B3J BT-)2 {0BS.AT RIGHT {(OBJ
BTL BG}} (e GBS.AT RIGHT (OB BT4 &t} = GBS.AT RIZ-T (JBJ BYL BGYY (CE3 (2EQ tO3J BTL RIV
{0BJ BTL RD) (ORJ 8TL RD))) (OLD OQB3.47 RIGHT (OBJ 37 RIY) (OLD OBS.AT RISAT (G8J BTL ARDWM)
G12 TRUE

32, 3TH: ((OLD LOQK.FOR RICHT (OEJ ETidd (DLD END LCUc, FOR} (NCBS RIGHT (234 BTL)Y (Oo5.RT
RIGHT {0BJ BTL BE)) (= OBS.AT REIGHT «l3J ETL BG)) (= Z25.AT RIGHT (ORJ 370 33)» {035 (5EQ (QBU
ATL RO (OBJ BTL RDY <OBJ BTL RO (DLD OBS.AT RIGC=T iI8J BTL RDYY (OLC CZ5.RT RIGHT (O08J BTL
ROJ »)

P0G TRUE

3%. STH: ((0BS (SEQ {0BJ BTL BG) (£5J 7L BGY (DBJ E™. BG))Y M35 RIGHT {I3J BTL)} (DLO
085.RT RIGHT t0BJ BTL BGY) (OLD 0B5.8T RIGHT (0BJ BTL Z3)) (= C35.AT RIGHT (Dt BTL Gkt <OLD
LOOK.FOR RIGHT (0B BTL}?Y (OLD END _S2w.FOR} FORS (EEL (D3J BTL RD) (G8J S71 RO) (CBJ BTL
RO»») (OLD OBS.AT RIGHT ¢0BJ BTL ROH M)

Gll TRUE

36. S5TH: ((GORL & SOLVE) (OBS (SEQ (I5J BTL BGY (334 ITL BGY (I3J BTL BSY:) {NDBS RIGHT (DBJ
BYLY) (OLD UBS.AT RIGHY (UBJ BYL BGIY 11LD OBS.AV RI5-7 (OBRJ ETL BGY) (= J:3.AT RIGFT (0BJ BTL
BCY) (OLD LOOK.FOR RIGHY (CBJ BTLY» L.0 ERD LOSC.FOF, [OBS (SEC (OBJ BTL <3) (O0BJ 37, RDY
(0pJ 8TL RN Y)Y

END: NOD PO TRUE

FIGURE 29, RUN OF SCPl OK TRASK Pl
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DISPLAY: (EDGE (RTL GN ULP) (BTL BL UP) (BTL GN UP) (BTL BL LF) (BTL GN LF) (BTL BL LF) EEGD)

31. STH: ((GOAL % SOLVE) (OLDO LOOK.FOR RIGHT (OBJ BTYL}) (OLD END LOOK.FOR) (NOBS RIGHT (08J
BTL)) (OBS.AT RIGHT (OBJ BTL BG)) (. ORS.AT RIGHT (0BJ BTL BG)Y (= OBS.RYT RIGHT (0BJ BTL 3C))
(= OBS.AT RIGHT (0BJ BTL BG)) (. OB5.AT RIGHT (0BJ BTL BGI )

FIGURE 30. RUN OF SCP1 ON TRSK P2

DISPLAY: (EDGE (BTL YL DN} (BTL BL RT) (BTL YL DN} (BTL BL RT) (BTL YL DM) (BTL BL RT) EDGE)

34. STH: ((GORL = SOLVE) (DLO LOOK.FOR RIGHT (0BJ BTL)) (OLD END LOOK.FOR) (NOBS RIGHT (08J
BTL))Y (OBS.AT RIGHT (0BJ BTL BG))} (OBS.AT RIGHT (OBJ BTL YL)) (0BS (SEQ (OBJ BTL BG) (OB BTL
BG))) (0BS (SEQ (OBJ BTL YL) (OBJ BTL YL))) (OLD OBS.AT RIGHT (GBJ BTL 86)))

FIGURE 31. RUN OF SCPl ON TRSK P3



In P3 a quite different departure occurred: the gystem put some vellows
tegether and some blues together, thus constructing an organization that
violated the sequential order of the cbjects. The subject, on the other hand,
perceived P3 as a seguence of three pairs, [VT + HZ] (Figure 21} .

The scurces of these difficulties are not hard te spot. The perceptual
system only ohgerves a single additional dimengion, whereas the subject
obviously is aware of both dimensions of wvariation. Selecticn on dimensions
of perception is always necessary, and ultimately the relevant dimensions for
a task series must become encoded into the STM element that gets formed to
look at the display ({(as provided in SCP1 by PD3). The inappropriate grouping
in problem P2 arizes simply because SCP1 has no productions that are sensgitive to
forms cther than runs of identical elements.

In addition to these two discrepancies, some other aspects of the system's
behavior should be noted. First, we are not having the sgygtem actually produce
an output f{(as we did, for example, in the Neal Jchnson task) and the encoding
of the perceptual cbjects for cutput is not given. Thus, in Figure 29, the
conversion from:

(SEQ (OBJ BTL BG) (OBJ BTL BG) (OBJ BTL BG) )
to a statement of a sequence of three green bottles is still te be made. The
productions to do this are not difficult to envisgion, but it should be noted
that they reguire an additional look at the stimulus (with LOOK.AT) in order to
digsambliguate BG into GN. A second feature to notice is that the subsequences
are simply left in STM at the end (in both PI and P3). The subject organizes
these into a single perception of the stimulus. Again, this is due to the lack

of productions that are sengsitive to this final need for organizatiomn.
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Figure 32 shows a modified production system {SCP2) that attempts to respond
to a number of these considerations. We have changed the number of dimensions
loocked at when adding detail (by LOOK.AT) fromoene to two. This does not show up
in the production system, since it is a feature of the perceptual system. We have
added productions PD7 &nd PLB to be sensitive to altermatioms. PD? recognizes
the repetition of an element. Thus, 1t notes X Y X as indicating an orgamization
into X (Y X). PDB uses an existing organization to build up addicional omnes, so
that it sees Y X Y X) as (Y X) (Y X). Hormglly the occurrence of ¥ X would
appear to be simply two distinet elements.

It might be thought that PD8 was not needéd, since X Y X (¥ X} would get
transformed to X (¥ X} (Y X) in any event by PD7. Indeed this is true -- until
the last pair occura, when there is no following X to force the organization,
Basically, there must be some reason why Y X locks like a greoup. Initially it
ig the fact that following elements repeat [PD7); but eventually it must be that
previous elemente repeat (PD8). Thus some form of expectation must occur.

We have also added productions PD9 and PDIC in SCP2 to group together
whatever organization has occurred by the end of the stimulus. I!owever, we have
not introduced the second layer of responding, given the perceived organizatiom,
e.g., to say "3 green." Thus, the output of Iinterest of the system is simply

the final state of 5TM.

Figures 33, 34 and 35 show the results of these modifi{cation on Pl, P2 and
P3 respectively. Pl and P2 now look fine., However, we failed to obtain the
intended result in P3. It did obtein the subsequences, as desired, but it then
put two of them together into a higher sequence, rather than all three; and then
fellowed this by the use of PD9 to create an organization of the form:

{((YX)(YX)) (YX})

The reason for this is interesting. The strategy of the SCP1-SCP2 system is to
detect organization by delaying until a boundary occurs. The productions PD5 and

PD6 respond to a general boundary (<0BS.TYPE>), since what is important is that
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SCPZ; HODIFIENYION OF SCPL

REQUIRES SC3F, LCTC, (I.E,, REPLACES SCPD)

(IDENTICAL TO SCPF.EDS)

ADDS P7?, PR FOR MLTERNATIONS

ARDS P2, PLD FOR FINAL GROUPING

GOES TG 2 DEMENZIONS GF RGOED DETAIL PER TRY

DEF INE. 5YNADLSH

H
PDL:

}
FD21

PD3:
PD4:
PD5:

PDG:

PD7:

}
P81

}
P09

»
C(DBS NEW DIGPLAY) ~-» (LEFT (0BJ SPL)Y LOOK.FOR)

C(OBS LEFT (0BJ SPCY)Y =--» (OBS cm» QLD 0RS)
(LODK.FOR RIGHT (QBJ BTLIMY

((OB5 (OBJ BTLY} --» {DBS -=» OBS.AT) LOOK.AT

((<0B5> X1 ax (<PDBJ.TYPE=>)}) AND (<DBS»> X1) —=»
(<DR5» ===3 = NBS™)D

{{<DBS,TYPE=) AND (<DBS> ¥I v= (L PORJ. TYPE-)) AND
{= «<DB5>» X1} RAND {= <DRS> X1) RBS ==
(<QBS> ome> DLD <OBSx)Y (= =c=xuw OLD) {CES (SEQ X1 XI)))

C(<0B85, TYPE>) AND (<OBS> X1 we (<POBJ.TYPE»)) RND
Ca <0BS> X1) AHD (= <OBS- K1) AND {c <OBS> X1) RBS -->
(<0BE> =-=» OLD <OBS»}{+ ==--> OLD) (QBS (EQ X1 X1 X1}

C(<OR5> X1 == (<POBJ.TYPZ»)) AND

(<DB5> X2 == (<PORBJ.TYPE»>)) AND (<OBS> X1) ==
(085> =wex OLD <0B5») (<DRT> aexz> DLO <0BSx)
(OBS (5EQ X1 X2)))

{(<0B5> X1 == («<POBJ.TYPE»)} RND

(<ORS> X2 wa (<POBJ.TYPE=)) AND (0AS (SEQ X2 X1} —>
(<0BS» ==> OLD <DBS>) (<0BS» ==x> OLD <DBS>}

(DRSS (SEQ X2 X1)))

C(NOBS) AND (<OBS> X1 =x {(<POBJ.TYPE-)) AND
(<0BS> X2 an (<POBJ.,TVPE2)) =-» (<0BS» ===» OLD <DBS>)
(<OBS> ====> DLD «<OB5x) (GBS (S5EQ X2 X1))}

PD18; ((NDBS) RND («<OfS5> X1 == («<POBJ.TYPE»>)) RAND

'
Ps2:
]

(<0BS>» X2 =x {(<POBJ.TYFE=)} RAHD
(<0BS> X2 =v (<POBJ.TYPE>)) ~~» (<OBS:» ===» OLD <DBS»)
(<DBS» ====» QLD <ORS:)(0OBS (SEQ X3 X2 XI1})})

(PO7 PD& PD3 PD& PDG PDS G12 PDLR PDS PO2 PDL)

"SCPF.EQ4 LORDED" RETURN.TD.TTY!

FIGURE 32. S5CP2: HODIF1ED SYSTER FOR SERIES
COMPLETION TASK
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DISPLAY: (EDCE (BTL RD RT) (BTL RD KT} (BTL RD RT) (BTL GN DN) (BTL GN ON) (BTL GN DN) EDGE)

39. STH: ((GOAL & SOLVE) (0BS (SEQ (S0 (OBJ BYL RO HZ) (0BJ BTL RD H2) (OBJ BTL RO HZ)) (SEQ
(0BJ BYL BG VT) (0BJ BTL BG VT) (O5J RTL BC VY)))) (NOBS RIGHT (OBJ BTL)) (OLD OBS (SEQ (0BJ
BTL BG VT) (ORJ BTL BG VT (OBJ BTL BG VI))) (OLD URS (SEQ (OBJ BYL RD HZ) (OBJ BTL RD H2)

{OBJ BTL RD HZ2))) (OLD OBS.AT RIGHT ({BJ BTL BG VT)) (OLD OBS.AT RIGHT (OBJ BTL BG V7)) (x
OBS.AT RIGHT (0BJ BTL BG VT)) {DLD LDOK.FOR RIGHT {(DBJ BTL)))

FIGURE 33. RUN OF SCP2 ON TRSK P1

DISPLAY: (EDGE (BTL GN UP) (RTL BL UP) (BTL GN UPY (BTL BL LF) (BTL GN LF) (BTL BL LF) EOGE)

39. STM: ((GOAL » SOLVE) (0BS5S (SEQ (SEQ (0BJ BTL BG VT) (OBJ 8TL BG VT) (0BJ BTL BG VT}) (SEQ
(0BJ BTL BG H2) (0BJ BTL B6 HZ) (OBJ BTL BG H2)))) (NDBS RIGHT (OBJ BTL)) (OLD 035 (SEQ (0BJ
BTL BG H2) (0BJ BTYL 8G H2) (OBJ BTL BG HZ))) {(OLD OBS (SEQ (OBJ BYL BG VT) (0BJ BTL BG VD)
(OBJ BTL BG VT))) (OLD OBS.AT RIGHT (OBJ BTL BG H2)) (OLO OBS.AT RIGHT (0BJ BTL BG HZ)} (=
OBS.AT RIGHT (OBJ BTL BG HZ)) (OLD LOOK,FOR RIGHT (0BJ BTLY)

FIGURE 34. RUN OF SCP2 ON TASK P2

DISPLAY: (EDGE (BTL YL DN) (BTL BL RT) (BTL YL DN} (BTL BL RT; (BTL YL DN} (BTL BL RT} EDGD)

42. S5TH: ({GOAL » SOLVE) (0BS (SEQ (SEQ (SEQ (DBJ BYL YL VT) (0BJ BTL BG HZ)) (SEQ (0BJ BTL
YL VTY (OBJ BTL 86 HZ))) (SEQ (0BJ BTL YL VT) (OBJ BTL BG HZ3))) (NOBS RIGHT (O0BJ BTL)) (QLC
0BS (SEQ (0BJ BTL YL VT) (DBJ BTL BG HZ))) (OLD DBS (SEQ (SEQ (OBJ BTL YL VT) (OBJ BTL BG HI))
(SEQ (DBJ BTL YL VT) (OBJ BTL BG H2)))) (OLD 085.AT RIGHT (OBJ BTL BG HZ)) (OLD OBS.AT RIGHT
(OBJ BTL YL VT)) (OLD LOOK.FOR RIGHT (OBJ BTL)) (OLD tND LOOK.FOR))

FIGURE 35. RUN OF SCPZ ON THSK P2
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the boundary element is different from the existing sequence of elements

{the ones marked by =). For instance, PD3 and PD6 need to respond to the
occurrence of a NOBS as a boundary. The difficulty this produces can be seen
in Figure 36, which shows the critical moment (26) in the run of Figure 35.
The occurrence of a new observed object in STM (OBS (OBJ YL VT)) triggers the
grouping of the twe sequences, since it acts as a perfectly good boundary for
PD5. What we want is for the system to delay to see if another subsequence
will build up, so that a group of three can be put together. For that to
happen the system must either distinguish different kinds of boundaries or
{not exclusively) have a more definite expectation of the organization

that is coming (i.e., better than PD8).

An unsatisfactory solution, but one that gets the right result in the
short run is shown in Figure 37, where alternative versions of PD5 and PD6& are
given that restrict the boundaries acceptable to agree with the grouping that
is to be done (e.g., all OBJs or all SEQs). Then something must be added to
permit the the final act of organization at the end. This is provided by PDI1,
which constructs a boundary element of whatever type is necesséry. Figure 38
shows the result.

Although we don't show it, SCP3 continues to operate satisfactorily on
Pl and P2, Figures 39, 40, 41 and 42 ;how the terminal behavior on displays
P4, P5, P6 and P7 respectively. The result P7 is satisfactory. 1In
fact, P7 represents a case where the subject does not initially create any
organization on the sequence, similar to the performance of SCPl on P2, Thus,
in modifying the program to work more appropriately on P2, it was important

not to go so far as to prohibit similar behavior on other displays. Behavior
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DISPLAY: (EOGE (BTL YL DN} (DT BL RT) {(BTL YL DN) (BTL BL RT) »» {(BTL YL DN} (BTL BL RT) EOGE}
<NEW.0BS»>1 NIL

<END.DBS>1 NIL

26. STH: ((ORS.AT RIGHT (0BJ BTL YL YD)} (LOOK.FOR RIGWT (OBJ DTLYY (OBS (SEQ (DBJ BYL YL VT)
(ORJ BTL BG H2))) (= GBS (SEQ (OBJ BTL YL VI (0BJ BTL 0BG H2))) (OLD OBS.AT RIGHT (OBJ BTL B0
HZ)) (OLD OBS.AT RIGHT (OB.J BTL YL V1)) (OLD OB3.AT RIGHT (OBJ BTL BG MZ)} (OLD 0BS.AY RIGHT
e) BTL YL vT)) (OLD ORS LEFY (D3aJ 5PCY))

PbBS TRUE

29. STH: ((DBS (SEQ (SEQ (0BJ BTL YL VT» (OBJ BTL BG H2)) (SEQ (0BJ BTL YL VT) (OBJ BTL EC
H2)))) (OBS.AT RIGHT ¢OBJ BTL YL VT)) (OLD OBS (SEQ (OBJ BTL YL VT} (OBJ BTL BG MZ))) (OLD OBS
(SEQ (0BJ BTL YL VT) (0OBJ BTL BG HZ))) (LOOK.FOR RIGHT (ORJ BTL)} (OLD OBS.AT RIGHT (OBJ BTL
86 H2)) (DLD OBS.AT RICHT (DBJ BTL YL V7)) (DLD OBS.AT RIGHT (0BJ BTL BG HZ)) (OLD 0B3.AT
RIGHT (OBJ BTL YL VT)})

FIGURE 38. CRITICAL PART OF RUN OF FIGURE 35 WHERE EVOKED POS

B8)00 i SCP3: MODIFICATION OF SCp2

gazog, RUGHENTATION TO sCP2

gp3pe §

gp4on 5 (THUS THE PARY OF SCPF.EES THAT IS DIFFERENT)
goson i AODS PL1 TO PROVIDE BOUNDARY FRON NOBS

poso0 H MODIFIES PS, PE TQ RESTRICT BOUNDARY TO <DBS»
BO700 i

Bo&8BG DEFINE.SYMBQLS!

goapp 3

81808  PDS: ((<0B5>) AND (<0B3> X1 aw (<POBJ.TYPEs)) RND

gliop (= <0BS> X1} AND (&« <DBS»> X1) 8BS --»

612806 (<0BS> meay OLD <OB5>) (¢ camasx OLDY (OBS (SEQ X1 X1))}
p1300 1

LB1400 PD6: ((<DBS») AND (<OBS> X! == (<POBJ,TYPE)) ANO

g15080 (= «QBS> Y1) AND (= «<(QBS» X1) AND (= «DBES»> X1} RBS —-u
BigDO (<0B5> ==a>» OLD «<DBS») (= ====x OLD) (QBS (ZEQ X1 X1 X'
01708

81308 PD11: C((NOBS) AND (<0B3> Xl xu (<POBJ.TYPE=)) EBND

p18la (<0BS» NOBS) RBS —» (<DBS> NORS)Y)

81508 H

02388 PS2: (PD7 PD4 PR3 PO PDE POS GI2 PDLL PDLO POS POZ POL)
azlsp

g22an "SCPF.E05 ADDITION LOADED" RETURN.TO.TTY!

FIGURE 27. SCP3: NODIFJED SYSTEN FOR SERIES
CONPLETION TRASK TO AVGID WRONG SR0UPING

DISPLAY: (EDGE (BTL YL DN) {BTL BL RY) (BYL YL DN) <ATL BL RT) {BTL YL DM) (BTL BL RT} EQGE)

4., STH: ((GORL & SOLVE) (0BS (SED (SEQ (DRJ BTL YL VT) (ORJ BTL BG HZ}) (SEQ (OBJ BTL YL VT}
(0BJ BTL BG H2)) (SEQ (OBt BTL YL VT¥ (DBJ RTL BG M2)))) (DAS NOBS) {OLD 0BS (5EQ (023J BTL YL
VT) (0BJ BTL BG H2))) (OLD ORS (SEQ tO8J 8TL YL VT} (UBJ BTL BG HZ)}) (= OBS (SEQ (OBJ BTL YL
VT) (DBJ BTL BG H2))) (NOBS RIGHT (OBJ BTLY} (QLD LOOK.FOR RIGHT (QBJ BTL)) {OLD END LOJK.FOR))

FIGURE 38. RUN QF SCP3 ON TASK P3
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DISPLAY: (EOGE (BTL BL UP) (RTL BL UP) (BTL YL UP) (BTL YL RT) (BTL DL RY) (BTL BL RT) EOGE)

33. STH: ({(GDAL = SOLVE) (ORS (SEQ (SEQ (03J 3TL BG YT) (0BJ BTL BC VT)) (SEQ (0BJ BTL BG H2)
(0BJ BTL BG H2)))) (NOBS RIGHT (0BJ BTL)) (OLD GRS (SEQ <0BJ BTL BG H2} (OBJ BTL BG H2))3 (OLD
O0B5 (SEQ (0BJ DTL BG VT (OBJ 8TL BG VT))) (D8S NCRS) (DBS.AT NOBS) (0LD OBS.AY RIGHY (OBJ BTL
BG HZ)) {(OLD OBS.AT RIGHT (0BJ BTL BG HZ)) ¢OLD LOOK.FOR RIGHT (0RJ BTL}) (OLD END LOOK.FOR))

FIGURE 39. RUN OF SCP3 ON TRSK P4

DISPLAY: (EDGE {BTL RD LF) (BTL RD RT) (BYL BL RT) (BTL BL LF) (BTL RD RT) (BTL RY LF) EDGE?

42, STH: C((GOAL = SOLVE) (0BS (SEQ (SEQ (0BJ BTL BG HZ2) (OBJ BTL BG HZ)) (SEQ (OBJ BTL RD H2)
(0BJ BTL COLOR)Y))) (NOBS RIGHT (0BJ BTL)) (OLD 0BS (SEQ (0BJ BTL RO HZ) (0BJ BTL COLOR))) (OLD
OBS (SEQ (0BJ BTL BG HZ) (0BJ BTL BG HZ)})) (DBS NOBSY (OLD 0BS.RT RIGHT (0BJ BTL COLOR)) (OLD
0BS.RT RIGHT (OBJ BTL RD HZ)} (DRS.AT NOBS))

FIGURE 48, RUN QF SCP3 ON TASK PS

DISPLAY: (EDGE (BTL YL RT) (BTL YL RT) (BTL GN DH) fBTL OGN 0N} (BTL YL 3T) (3TL ~L RT) £05ED

46. S5TH: {(GOAL » SOLVE) (OBS (S€Q (SEQ (OBJ BTL YL MI) (0RJ BTL YL KZl) (5EQ {3IQ {(0BJ 8TL
YL H2) (0BJ BTL YL H2)) (SEQ (0BJ BTL BG VT) (OBJ 27L 50 VT))3)) (NOB3 #10<T (02J BTL)) (CLC
DBS (SEQ (SEQ (OBJ BTL YL H2) (CBJ BTL Vi H2)) (SE% ¢C3J BTL 33 vT) (222 5TL BG wT))J) ({CLC
DBS {SEQ (OBJ BTL YL HZ) (0BJ BTL YL HZ))) (0BS KIZ3t (CLD CES (SEQ (3. 3%L 83 470 (C3J ETL
BG VT))) (OLD DBS (SEQ (ORJ BYL YL HZ) (OBJ BTL YL -2)Y) (DES.RT NOBS) (CLI 0BS.AT RIGHT (U8J
BTL YL H2))» (OLD OBS.AT RIGHT (0BJ

BTL YL H2))}

FIGURE 41, RUN OF SCP3 OK TRSK PB

DISPLAY: (EDGE (BTL BL UP) (BTL GN UP) (BTL 8L UP} (BTL 8L DN) {BTL GN DN} (BTL BL ON) EDGE)

32, STH: ((GORL # SOLVE} (OBS.AT NOBS) (NOBS RIGHT (DBJ BTL)) (OBS.AT RIGHT (OBJ BTL 86 VT)}
(OLD LOOX.FOR RIGHT (0BJ BTL}) (OLD END LOUOK.FOR) (= 0BS.AT RIGHT (0BJ BTL BG VYT)} (= OBS.AY
RIGHT (0BJ BTL BG VT)) (= OBS.AT RIGHT (OBJ BIL 8BC VD))

FIGURE 42. RUN OF SCP3 ON YASK P7
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on P6 is partially satisfactory. The system does not have the concept of
surrounding, so it cannot obtain the same concept as the subject. It does
however, pick up some of the underlying regularity. Behavior on P4 is also
partially satisfactory. The production system has no mechanism for breaking
off the scan and the behavior of the subject indicates a much stronger expec-
tation for organization than our system provides. However, SCP3 does pick

up the first pair and then fails to pick up the pair (say on just color) in
the middle. Since it continues (whereas the subject breaks off) it also picks
up the second blue pair; and then it puts the two sequences together at the
end.* The subject's response on task P5 is not within ghe range of our program,
since it does not have the additional direction concepts to permit it to see

the first two as a unit in terms of direction as well as color.

The careful reader will note that additional cells have been added to STM

for the P6 and P4 runs. The exact size of this STM cannot yet be determined,
since it holds much control information not accounted for in the usual models.
Hence we have set it at whatever size seemed appropriate.
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VII. CONCLUSION

Let us summarize very briefly where this exploration has taken us. We
started with the desire to obtain an explicit control structure for 2 system
that was able to perform tasks involving stimulus encoding. Rather than start
fresh we chose to adapt a system that had been developed for describing behavior
in problem solving situvations, which already came equipped with an explicit
control structure,

At the level that has been called sufficiency analysis, the enterprise
has been nwoderately successful. The system developed (PSG + LEE + SC3 + SCP3)
does not wviclate serlously the general characteristics of human cognitive and
perceptual organizaticn as we currently understand them. Tt does encede stimuli
and in not unreascnable ways. It does have an explicit control structure and
control interface between the perceptual structure and the more central cognitive
structure. Furthermore, the contrel structure plays & significant role in
producing behavior. For example, in the Heal Johmson task, it forced us to
recode while responding; and in the series completion task it forced us to give
up penerality on the grouping productions (PD5 and PD&) and to make the system
explicitly recognize the end of the sequence.

All the above lends support to the enterprise. On the other hand it is
apparent that we hardly understand at all the nature of the system created.
Within the confines of this paper we have not even exhibited the behavier of the
system along many important dimensions. For example, we have not shown its
capability to perceive sequences directly. We might have exhibited it by trying
a different processing strategy in place of PD8., It could take the formed
sequence as a new instruction for how to look at the display. For instance,
we might have labeled sequences as NEW when first created and then used a

production such as:
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(NEW ORS XI « (SEQ)) AND (ILOOK. FOR X2 == «POBJ.TYPE>) } --»

(NEW ==» (¥2 ==» XI))
We did not feollow this path, mostly because — like the path we did follow
it simply raises a large number of issues and adjustments in the system before
it produces appropriate behavior*

The example zbove is only one form cf unexamined behavicr. Others Include
the sbility to adjust the level of detail upward again, after it has been cnce
seen; the ability to match perceived cbjects 8@ ags to create knowledge of their
differenceg; the ability to use a complex perceived object to guide re-perception
of the display (as occurs during the remainder of each of the protoccls from which
our Initial utterances were taken); and even the final form of a production
gystem that would do the full gamut of perceptual organization showed by the
subject (Figure 21) e

In all of the above it is not cbvious to me ({(and, 1 presume, tc the reader
as well) just what are the capabilities and characteristics cf the gystem. The
system does have the power to produce scme sorts of performance in all these
areas, without further basic modification or augmentation. But experisance
with even the existing small fragment c¢f its behavior shows it is not easy to
arrange tc produce a given performance., Although the gystem has many aspects
of a general programming gystem, it alsc hag definite characteristics of its
ownl that do not permit cne simply to state to it in clear termg (80 to speak)
what is desired. Indeed, it is the very control structure that frustrates this,
compared to the scorts of control structures in user-oriented pregramming
languages, which permit abgsclute local control and protection from unwanted

side effects.
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To offset the pessimism of the above remarks, one can conclude somethirg
about the psychological character of these production systems, even from the
amall amount of experience that is available. For instance, the natural way to
write productions that encode sequences is recursively: from ¥ (SEQ XX) to
construct (SEQ X X X). In fact, an earlier production system was constructed
this way. This appears to violate the sort of rule that Neal Johnson was
attempting to establish, in which one could not peek inside the coded expression.
More important, such a production is indeed recursive and there is no way to
keep it from constructing coded groups that are as large as you please, e.g.,

X (SEQ X XXXXXX) --> (SEQ X XXXXXX X)
This clearly violates the extensive experience on the use of small encodings
that is apparent throughout the data on human encoding. Thus, the present
production system admits only finite encodings of two or three, While
slightly less elegant, it appear to match more closely what we know of human
behavior.

However, despite the above, it would appear that statements about the
inadequacies of the system in the light of current psychologidal knowledge are
somewhat premature. My own feelinge, upon creating the LKE version, was that
" the model was psychologically false in a number of obvious ways and that its
main excuse for living was that it would at least turn over. I still believe
that judgment, but I am no longer prepared to modify the basic structure until
more evidence becomes available about the inadequacies of its behavior and
whether they are due to not understanding processing strategies, or whether they
represent inherent structural features of the system.

Consequently, this paper must end on a note of incompleteness, though

onv that 1s hopefully appropriate to a theoretical exploration.
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APPENDIX I: INTERPRETATION RULES FOR PRODUCTION SYSTEM PSF

Executing a production system (I - 7)

1. A list of productions and production systems is considered a single
linecar list of productions.

2, Each production is considered in order,
3. Each production constitutes an independent context with respect to
assignment of values for variables and class names, all communication

between successive evocations of productions occurring via STM,

4, The condition of a production is matched to STM, and the actions
elements of the production are executed {f the match succeeds.

5. If a production is successfully matched then productions are considered
again starting with the first production.

6. Starting over occurs independently of the actions of the successful
production, including termination of the action sequence by a FAIL. The
exception 1s a STOP.PS action, which terminates the production system.

7. 1If no production is satisfied, then the production system terminates.

Matching a production condition (8 - 12)

8. Each condition element is considered in order,
9. Each condition element is matched against each STM element in order,
10, A condition element matches a memory element if:

10,1 Each symbol in the condition element matches some symbol in
the memory element,

10.2 The symbols in the condition element are considered in order.
10.3 Memory elements are also considered in order.
10.4 However, memory elements may be skipped, except the first,

10.5 1If a symbol has a proper name, then the match 1is on the
name of the symbol.

10.6 Otherwise the symbol is taken as designating another element
and the match is executed recursively.

10,7 A variable can be matched by being assigned, as value, the symbol
to which it is being matched, provided that the symbol is in the
domain of the variable (if it has one).
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10.8 A class name can be matched by belng assipned, as value, the
symbol to which it is being matehed, provided that the symhao 1
is a member of the class,

10.9 A variable or class name that has already been assigned a value
takes on that value during the remainder of the match.

11. A memory element that has been matched by a condition element is
not considered in matching the remainder of the elements.

12. Whether the entire condition matches is determined by considering each
condition element in accordance with connectives:

12,1 €1 AND 2 matches if Cl marches and CZ2 matches.
12.2 Cl1 OR 2 matches 1f ¢l matches or C2 matches or both,
12.3 C1 ABS matches if €l is absent, i,e., does not match,

12.4 Any single level sequence of the above connectives is legal,
but embedded expressions are not.

E.g., C1 AND C2 AND C3 OR C4 AND C5 ABS is legal,
but (Cl AND C2) OR (C3 AND C#4) 1z not legal,

Executing actions after successful matching (13 - 16)

13, All STM elements participating in the match are moved to the front
of S5TM in the order of the copditiomn elements to which they correspond.
This happens prior to any of the actions.

E.g., if {C AND B -->> Al) matches STM:{(A B C I}, then 3TM is
reorganized as STM; (C B &4 D} before action Al is executed.

14. Each sction element 1s considered in order,

15. Values of variables and class names assigned prior (in the production)
to #u action elemant hold during the execution of an action element,

16. The processing that occurs with an actlion element depends on what actien
counective it contains:

16.1 ACTION: FAIL Terminates the executlon of action elements,
thus ending the production.

14.2 ACTION; STOP.PS Terminates production system.

16.3 ACTION: (QOFR ...} The action is an operator and wiil be
executed as a program (which might be a production system).

16.4 ACTION: (X1 == X2) Xl is either a variable or a class name;
it is assigned (or reassigned) the value X2,

16.5 ACTION: (X1 #%) X1 is either a variable or a class name;
its value (if it exists) is unassigned.
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16,6 ACTION: (XL X2 ... ==> YL Y2 ...) The first element in STM
is modified by replacing the sequence X1 X2 ... by the sequence
YL ¥2 ... . The identification is only on the first symbol
(i.e., on X1), the other symbols (i.e., X2 ...) being in effect
simply a way to define an interval of N symbols. If X1 does not
exist in the STM element, nothing happens.

16,7 ACTION: (X1 X2 ... === Yl Y2 ...) The second element in
STM is modified analogously to ==,

168 ACTION: (X1 X2 ... ====> Y1 Y2 ...) The third element in STM
is modified analogously to ==>,

16,9 ACTION: (NTC X1) X! is noticed in STM and moved to the front.
The match used to identify X1 is the same as that used in the match
of condition elements. If X1 is not found in STM, then nothing
happens.

16,10 ACTION: (...) In all cases when a specific action connective
(as enumerated above) does not exist the action element is taken
to be a form for the creation of a new element to go into STM
(at the front). A copy of the element is made and all values of
variables are replaced by their assigned values. If there are
subelements (indicated by symbols that do not have proper names),
they too are copied.
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