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ABSTRACT

This report provides an evaluation of the state of the
art and a program for research towards the development of speech
understanding systems, To assess the possibility of such systems
four specific tasks were considered and evaluated, Problem areas
are identified and discussed leading to the conclusions on the
technical aspects of the study. A possible program for research

and development is presented.
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PREFACE

This report contains the final conclusions, recommendations and
analyses of an ad hoc study group set up in the spring of 197} to
consider the feasibility of developing a system that would recognize
speach in order to perform some task -- what we came to call a speech-
understanding system., The study group was responsive tc a request by
Dr. Larry Roberts, Director of the Information Processing Techmology
Branch [IPT} of the Advanced Research Projects Agency of the Deparet-
ment of Defense, It consisted entirely of scientists and engineers
already associated in one way or another with existing research
contracts of IPT, A full history of the group and its ackivities is
given in Appendix 1. Brfefly, it came Into existence at a meeting
in Pittsburgh on March 31 - April 1, 1970, and held its final meeting
in Santa Monica on July 27 - 29, 1970, This minimal interaction has
obvigusly limited the depth to which the group could penetrate in
considering the charge., 5till, we think we have arrived at an
anwlysis of some wvalue.

The report begins with a summary of the conclusilens and the
one recomendatien -- to wit, that we approve of the comclusicns
we have arrived st, Then comes the maln analysis, followed by a
series of appendices that make available additional detail,

The body of the report iz written for someome who has some
familiarity with speech and with computers f{especlally sofrware)},
but who is not an expert in the areas with which the report deals,
viz., speech recognition and artificial intelligence., Since we
expect (indeed, hope} the report to be of interest te many pecple who
do not fit this image of ocur Mstandard reader,”" we have added
Appendix 2, which gives & brief, but self-contained, Introduction to
the material under discussion.

The study group focussed on technical fssues and the problems of
what types of research and development activities appeared to he
Tequired. TFor example, 1its plan is in terms cof activities and equip-
ment, not dellars. Likewise, no assumptions were made or discussions
conducted about who the organizations and people might be who would
vork an such a system. In particular, we did not assume that existing
IPT contractors would necessarily be the ones imvolved in such an
effort. Our remarks on this score are limited to & few general
observations (e.g., that universitles are not appropriate places to
de development projects).

A mumber of people cutside the committee gave most generously
af their time aud oplnions, often on very short notice, We would
especially like te thank Bob Anderson of RAND, Lee Erman, Donald
McCracken and Richard Neely of CMU, Gary Goedman of Stanford U,,
Jamie Corbonell of EBN, Een Gold and Carma Fergle of Lincoln Lab,
Ken Stevens of MIT, and Max Mathews of Bell Telephone Laboratories.
We alse thank the three organizations, Bolt, Beranek and Mewman,
Carnegie-Mellon University, and the Systems Dewelopment Corporatiom,
who made their Facilities available to us for our meetings, None
of these people or organizations, of course, are in anyway respensible
for the analyses and conclusions reached by the study pgroup.

We wish to thank Mildred Siske whe not anly acted as the
secretary to the committee but alsa typed most of the original
manuscript, We also wish to thank Roberta Gray, Gertrude Lazier,
Dorathy Josephson, and Charlene Novak for their help in the
preparation of the manuscript.




1, CONCLUSIONS AND RECOMMENDATIONS

We were charged with determining the feasi-
bility of demonstrating a speech recognition
system with useful capabilities and greater power
than current {solated word recognition programs
{a.g.; Vicens, Gold). We posted a set of initial
specifications that would clearly be useful.
During the study we developed a second set of
apecifications, These two specifications are
described suceinetly, side by side, in Figure 1,1,
The exact dimensions of our charge, more complete
degcription of these specifications (including the
mmbering of the attributes) and a full discussion
of the issues can be found in the body of the
yeport, We give herse our conclusions and recom-
mendations, These, also, ate given in brief,

More complete statements, with aupporting discus-
3ion, occur primarily in Sections 7 and 8.

Conclusion 1r Three years ia not enough time to
achieve a system with the initial specifications.

(1) The difficultiea lie both in needed
research and in the creation of organi-
zations qualified to conduct guch a
deve lopment ,

Cone lusion 2; Five years provides a reasonable
chance of success for the system with the final
specifications.

(1) The zystem would be a reszearch proto-
type, though it would be capable of
extensive operation for exploration and
testing.

(2) The reatrictions in the specification
Jerve Lo assule;

{a) that informacion from all
levels (acoustic, phonetic,
lexical, syntactic and seman-
tic) 1is available to help
determine the final semantic
interpretation;

(b) that several spurces of poten-
tial variation are removed by
fiat, and do mot have to be
dealt with,

Conc lusion 3;
but represent the best performance that it is
prudent to aim for now, In particular:

(1) The known twise characceristics, vari-
abllity and bandwidth of the current
commercial telephone syatem, coupled
with the unknown effects of these on
recognition algorithms, makes it impru-
dent to specify commmication by tele-
phone,

The specificatigns are not abselute, Conclusion 6:

{2) The current state of knowledge in how to
interface general syntactic and seman-
tic mechanisms to the lower represan-
tations (acoustic, phonetie, lexical),
makes it imprudent to go beyond simple
ad hoc systems to obtain the required
syntactic and semantic support.

Both these limitat{ons to the specifications could
possibly be removed by research conducted within
the time scale of the system development.

Conc lusion 4: The major technical requirements
beyond the current art are

{1} The systematization of a substantial
existing body of acoustic-phonetic
and phonological rules in & form useful
for recognition algorithms, and fncor-
poration of such rules to test their
effectiveness.

{2) The constructicn ¢f at least one round
of experimental total systems prior to
attempting the system with the final
specifications.

The body of the report gives a more complete list

of the technical requirements, both expansion of (1)

and (2} and additional ones of lesser moment,

Conclusion 5@  Success requires widespread involve-
ment by several technical commnities {principally
Erom within the computer, zpeech and commnication
sciences), In particular, especially for the
research and early development aspects, effort and
attention must be focussed on the ultimate problem
of a speech-understanding system through some form
of cooperative and e¢valuative endeavor.

(1) Critical to this development are ade-
quate, public analyses of the structure,
performance and task environment of the
various experimental total systems that
are constructed, This requires high
quality public data, intensive instru-
mentation of systems, detailed descrip-
tions of task envirgaments and con-
struction of performance models.

A two stage effort over five years
appears to offer the best chances of successs

(l) Imnvediate initiation of directed research
efforts to wake available for recogaition
existing knowledge on acoustic-phonetic
and phonelogical rules.

(2) Tmmediate {nitiation of directed
research efforts into the syntactic
interface to the rest of the recog-
nition system and inte the nature of




1.2

Initial Specifications

The system should:

(1)
(2)
(3)

(4)
(5)
(6)

(7
(8)
(9)
(10)
(11)

(12)

(13)

(14)

(15)

L3
(16)
7y
sy

(19)

*

See Figure 2.1 for the description of all the parameters.

accept continuous speech
from many

cooperative speakers,

in a quiet room
over a telephone,

allowing moderate tuning
of the system per speaker,

but requiring only natural
adaptation by the user,

permitting a vocabulary
of 10,000 words,

but with strong syntactic

and semantic support,

tolerating less than 10%
semantic error,

in a few times real time,

on a dedicated system with
108 instructions per second

and be demonstrable in 1973 with

a moderate chance of success,

were not specified.

Final Specifications

The system should:

(1)
(2)
(3)

(4)
(5)
(6)

(7

(8)

(9)

(10)

(11)

(12)
13)

(14)

(15)

(16)
(17)
(18)

(19)

accept continuous speech
from many

cooperative speakers of the
general American dialect,

in a quiet room
over a good quality microphone,

allowing slight tuning of
thesystem per speaker,

but requiring omly natural
adaptation by the user,

permitting a slightly selected
vocabulary of 1,000 words,

with a highly artificial syntax,
and a task like the data management|
or computer status tasks (but not

the computer consultant task),

with a simple psychological
model of the user,

providing graceful interaction,

tolerating less than 10%
semantic error,

in a few times real time,

and be demonstrable in 1976 with
a moderate chance of success.

Parameters with *

Figure 1.1.

Specifications for a speech-understanding system




(3)

(4)

telephone communication, both of which
are required to move beyond the target
specifications,

Early development of groups capable and
willing (potentially) to take om a sub-
stantial development effort. Fach group
is Lo create at least one experimental
version of a total system.

Formation of several interrelated
efforts to obtain the required focussing
of rescarch and critical evaluationg

{a} A summer imstitute at the
beginning.

(b} A stecring committee formed

from 21l the efforts engaged
in the research,

(c)
{d)

The usze of the ARPA network,

Generation of high quality
data and description of the
task environments,

{e) Adequate funstrumentation to
meagyre the performance of the
experimental systems,

() Attempts to model the pers
formance of the total systems,

(3) A maior decizion point at about two

yeare into the program, with explicit
criteria fot continuation:

(a) Has the work on acoustic-
phoneti¢ and phomological
rules tested out?

(b) Do the potent{al comtractors
have the necessary qualifi-
cabtionss

{i) Have put ctogether a
waorking total system.
(i1} Have settled on a
parametric represen=
tation.
{iii) Have a detailed task
description,
(iv) lave a detailed
systems deaign,
(v) Have a proposal for

hardware, and if the
hardware is new, have
a plan to ¢btain ade-
quate software for
it.

1.3

Recommendation:

(c) Does the research admit up-

gralding the specificaticnst

(1) Use of telephone
system?
(ii) HMovre ambltious syntax

and semantics?
(6) Initiation at the twe year polnt of
three year development efforts to pro-
duce ane {or more) versioms ol the
specified system.

Gonclusion 7¢ A program of the sort outlioed will
accelerate the development of speech-recognition
systems significantly over simply continuing with
the pregent level of research, This acceleration
derives primarily from:

(1) The mobllization of the technical com-
munity now, rather than later, on a set
of scientific analyses which s¢em necess
sdry to an adequate speech-recognition
system,

(2} The avallability of high grade public
data in quantity on the performance of
speech-recognition systems and the
nature of the task enviromnments in
which they must operate.

{3) A muletiplier effect, in which researcha-
ers not directly involved in an IPT
funded effort will find thesze scicen-
tific problems attractive.

(4) The agtual push of the development
efforts themselves,

Conclusion 8:  Though not part of our basic undcv-
taking, which waa to study technical feasibility,
we believe that the speech-understanding aystem
proposed would represent 8 significant step toward
a capability of potential use™ to the m{litary.
It would also represent a significant scientific
advance, both im computer science and in speech
sclience,
(1) The proposed system appears to be an
appropriate Jdirect step toward systems
of increased capabilities, Nothing in
its specifications, or in the proposed
plan, i3 a dead end, e.g., 2 demonstra-
tion just for demonstrationts sake.

On balance we believe that the
program outlined has a high enpugh chance of
success, and of payoff, if achieved, sp that we
can enthusiastically endorse iLs pursuit.

Usefulness depends in patrt on cost-elfective-
ness considerations, and we have made na
attempt to analyze future cost-effectiveness.




2, INTRODUCTION

Automatic speech recegnition == az the human accomplishes
it == will probably be possible only through the proper
analysis and application of grammatical, contextual, and

semantic constraints,

This approach also presumes an

acoustic analysis which preserves the same information

that the human transducer (i.e,, .the ear) does.

It is

clear, too, that for a given accuracy of recognition, a
trade can be made hetween the necessary linguistic con-
straints, and complexity of the wocabulary, and the number

of spcakers.

J. L. Flanagan, Speech Apalysis Synthesis and
Perception, 1965, p. 163.

1s speech input to computer possible? The
question is not well posed. It depends on many
things. Consider only the list in Figure 2.1.
It szeems annoyingly long., But each of the con-
cerns is an essentially independent specification
that, cven with present knowledge, has a strong
¢ffect on the feasibility and performance of any
proposed speech recognition system. Down towards
the low performance end there are combinations
that are not only feasible, but beginning te be
commercially advertised {e.g., "voice-button"
systems).  Up towards the high end the redponsible
posture is that only after other intermediate
steps have been accomplished successlully should
an cstimate be made,

Thus, teo address the question of speech in-
put te computers requires the specification of a
range of systems. Dr, Roberts, we are sure, did
not intend to lay down a precise specification
to the study group, when he urged that it be set
up. In fact, he avoided writing anything down,
Nevertheless, at the Plttsburgh meeting he was
induced to state verbally the class of systems
he had in mind. Oux rendition of his remarks
offers an appropriate infcial specification, which
we presented already in Figure 1,1, The numbers
there correspond to each of the gquestions in
Figure 2.1,

The few missing items were specificarions
Br, Roberts happened to leawve out. Other things
were explicitly removed Erom the charge. We were
not to make a cost-benefit analysis; but rather
Lo address gurselvea to the technical issues and

to the research-managment issues of the meéans for

attaining such a system, {f it seemed feasible,
We were not to discuss a practical system, but
rather a demonstration system. The initial speci-
fications were meant to assure that the demgnstra-
tion system would indeed be relevant te attainment
of practical systems, The question of voice out-
put from the computer was removed from considera-
tion. No one doubted the wseful role it could

play, or that it had its own share of technical
problems. 1t was assessed as a separate technical
problem, except as it might be related co per-
forming recognition.

The study group set its own limits. It agreed
ty ass¢ss the inicial specifications. But it also
felt it should extend the time frame and censider
variations in the specifications. It should
consider additional research, {f 1t was directly
related to system feasibility, In agreement with
the charge, no cost-benefit analysis should be
attempted, Likewise, there should be no emphasis
on detailed costs, though the general size and
form of a development effort should be explored.

Four assertions, to be taken as assumptions,
will make ewvident the type of study undertaken.

(1) A speech recogniticen system will have to
employ information from all levels == from the
agoustic to the semantic -- to effect recagnition.
This peoint is certainly common encugh in the
speech recognition field. Witness cur leading
quetation by Flanagan., However, almost no work
{with one recent exception) has taken such a view
as an operational guide, rather than as a promis-
sory note on future research.

(2} There has been a significant amount of
work on many aspects of the problem at all levels
of the system, though much of this work, espe-
cially at the higher levels (i.e., syntactic and
gemantic) has not been applied to speech recog-
nition.

(3} However, the issue is not one of suy-
veying and pulling together a scattered literature,
The work significant to speech recognition is
largely visible in the main stream of work in
computer science (especially artificial intelli-
gence, computational linguistics and systems pro-
gramning), linguistics and speech seience,
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What sort of speech?
(The continupus speech problem)

How many speakers?
(The multiple speaker problem)

What
{The

sort of speakers?
dialect problem)

What
(The

sort of auditory environment?
environmental noise problem)

Over
(The

what sort of communication system?
transducer problem)

How much training of the system?
(The tuneability problem)

How much training of the users?
{The user training problem)

Yyw large and free a vocabulary?

(The vocabulary problem)

What
{The

sort of language?
syntactic support problem)

What
(The

task is to be performed?
semantic support problem)

What
(The

is known psychologically about the user?
user model problem)

How sophisticated is the conversational dialogue:
(The interaction problem)

What kinds of errors can be tolerated?
(Measured, say, in % error in final semantic
interpretation)

(The reliability problem)

How soon must the interpretation be available?
(The real time nroblem)

How much processing is available?
(Measured, say, in millions of instructions per
second of speech)

How large a memory is available?
(Measured, say, in millions of bits accessible
many times per second of speech)

How sophisticated is the organization?
{The systems organization problem)

What should be the cost?

(Measured, say, in dollars per second of
speech)

(The cost problem)

When should the- system be operational?

Figure 2.1 Considerations for a

Isolated words? Continuous speech?

One? Small set? Open population?

Casual?
Chi ld?

Cooperative?
Male? Female?

Playful?
All three?
Computer room?

Quiet room? Public place?

High quality microphone? Telephone?

Few sentences? Paragraphs? Full vocabulary?

Matural adaptation? Elaborate?

507 2007 11,0007 10,0007

Preselected? Selective rejectic~: Free?

Fixed phrases?
Free English?

Artificial language?
Adaptable to user?

Fixed response for each total utterance (e.g.,
table lock up)?

Highly constrained task (e.z., simple retrieval)?
Focussed task domain (e.g., numerical algorithms)?
Open semantics (e.g., dictation)?

Nothing? 1Interests? Current knowledge?
Psychological model for responding?

Task response only?
Explain language?

Ask for repetitions?
Discuss communication?

Essentially none (<.,1%,
Not inconvenience user (<10%).
High rates tolerable (>20p).

No hurry (non real time).

Proportional to utterance {about real time)
Equal to utterance with no delay (real-time).
1 mips? 10 mips?

100 mips? 1000 mips?

1 megabit? 10 megabits?
1000 megabits?

100 megabits?

Simple program? Discrete levels?
Multiprocessing? Parallel processing?
Unidirectional processing? TFeedback?
Backtrack? Planning?

«001 $/s? .0l $/s? .10 $/s? 1.00 $/st

19717 19737 19767 198072

speech-understanding system

Feed forward?



{4) The only significant question to be
answerad is whether, if a total ayatem were put
together, there would be encugh informaticon in the
system as a whole (and mechanisms to use it) to
affect acceptable racognition. In short, can the
promisscry note menticned above be cashed?

We ¢all the type of system to be investigated

a speech-understanding system. The inclusicn of
understanding is to distinguish the systems some-
what from speech recognition systems. It dces not

gc much indicate enhanced intellectual status, but
emphasizes that the aystem is to perform scme task
making use <f speech. Thus, the errors that count
are not errcrs in speech recogniticn, but errcrs
in task accomplishment. If the system can guess
{infer, deduce, ...} ceorrectly what the user
wants, then ite inakility to determine exactly
what the user said shcould neot be held against it

— even as for you and I.

The only way currently to assess the possi-
bility of such systems 1s to consider and evalu-
ate concrete proposzals. Since the task structure
is a sgignificant variable in the performance of
the system, we sgelected four concrete, but dif-
ferent, tasks. For each we considerad the
pcesikilities for a speech-understanding system.
Needless to sgay, in the shert time available we
did not carry through detailed analyses. we did
endeavcr to discuss gquesticons about the state of
the art and the possibilities (ocr lack therecof)
of potential solutions with respect to these
specific =systems, rather than simply in terms of
general capakillities.

This 1leads te¢ the feollowing organizaticon of
the report. First, to orient the reader, we
present twoe brief secticns: Section 3 discusses
the uses of speesch understanding systems; in this
secticn, we made no cost-benefit analysis. But
fcr those who have ncot thought seriously about
the peossikilities <of speech input teo computers,
zcme general discussicn of the possibilities
seems reguired. Section 4 descrikes the current
ztate of the art. In Section 5 we intrcduce the
four tasks selected. Section 6 giwves the main
analysis of speech understanding systems for these
tasks. Working from the current art we attempt
to specify system structure and to assess how
well the parts might work. The upshet of this
secticn iz the identification of a series of
proklems, which Section 7 attempts to discuss
systematically, giving our conclusions on the
technical aspects of the study. Segtion 2, the
final one, takes up the design of a research and
develcpment effort that might succeed. 211 of
the ccnclusions summarized at the beginning of
the report are stated in the last two secticns in
expanded form. Scme of the detail accumulated
by the study group i1s banished to appendices,
rather than being included in the secticns them-
selveg.
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3. THE USES OF SPEECH INPUT

From the viewpoint of a total computer
system, speech is simply ome input representation
among many for obtaining the information required
to accomplish a task. The relevant issues concern
the ease (or difficulty) with which the user can
encode his information into the input message, the
rate at which it caun be done, and the probabil-
ities of various errors. Relevant also are the
processing costs, in equipment and time, of the
computer system to decode the input into an inter-
nal representation suitable for accomplishing the
task, as well as the probabilities of various
errors in interpretation.

The remainder of the report addresses itself
to the latter issues involving the computer. This
section sketches the role speech input occupies in
the ensemble of possible input representations.

Modern man comes equipped to generate infor-
mation in several representations: spoken natural
language; written natural language, both script
and printing; selections from discrete possi-
bilities in response to imstructions, e.g.,
pushing buttons, turning rotary switches, checking
boxes, fingering keyboards, pointing at locations,
responding within specified time intervals; and,
finally, the construction of crude line drawings.
With moderate amounts of training he can utilize
artificial encoding systems and artificial lanm-
guages, With large amounts of training some of
these artificial systems can become natural -
e.g.s typing, which for the skilled typist domi-
nates handwriting or handprinting in many tasks.

Each of these channels has distinct prop-
erties and whether a particular mode is preferred
in a communication situation depends on a number
of factors, Let us summarize these factors for
speech, introducing the necessary distinctions
as we go. Figure 3.1 provides a list.

Natural language speech is the preferred
channel for all situations where there is spon-
taneous generation of information. The conduct of
the market place, of social gatherings, of courts,
legislatures, conferences, etc., all attest to
this, So deces the construction, everywhere, of
human subsystems to take dictation so that the
generator of the information can speak and others
(less costly) can produce the written documents.

The data rate of speech is substantially
faster than writing. Figure 3.2 gives a few
typical rates, Perhaps as important as the rate
is that in spontaneous communication with speech
the human appears not to be speech limited, but
rather thought limited, whereas with writing the
opposite is true. That is, a person knows what
he wants to communicate faster than he can write
it, but not faster than he can say it. Even

when saying predigested material, our speech
apparatus is never used at close to capacity, at
least as we currently know how to measure such
capacities. (See Appendix 3 for a discussion of
these numbers, with sources.)

When the situation is one of transduction
rather than creation -~ i,e,, when the human must
take in information in one channel which he then
transforms and emits on a second channel -- the
advantage of speech is not nearly so ¢lear., In
particular, for most continuous skilled opera-
tions a continuous channel is much preferred, e.g.,
driving a car or an airplane or pesitioning a
physical object. Often, in fact, the human does
not know how to communicate over a speech channel
for such tasks, But even the tasks of typing and
keypunching, when accomplished by highly skilled
people, appear approximately competitive.

Other advantages of speech are tied to the
current state of the wider technology. COne of
these is the equipment needed at the input end to
transduce the signal. The telephone handset is
both ubiquitous and inexpensive compared to, say,
teletypes or graphic displays. However, the
telephone imposes its own limitations in dis-
tortions and S/N attenuation of the voice signal.

To communicate over a channel requires cccu-
pying that channel with consequent inability to
use 1t otherwise. Speech is thus a useful channel
when the hands are occupied cr must be free,
Similarly, the use of hands for written (or keyed)
communication requires the body to be immebile,
at least sporadically. If mobility is desired,
then voice communication is useful,

The broadcast character of speech may alsc be
of use, although this appears to be a secondary
matter, given the capabilities of modern elec-
tronic transmission (both by wire and wave) and
the limited range of voice, Where broadcasting
does seem useful it is related to mobility, e.g.,
50 a man can move around a room. An outstanding
example is communication within a small group,
that is, a conference. Here anyone can be the
speaker and all others must not only receive the
information, but be aware that others have also
received it, Speaker-listener roles can be
switched quite rapidly (in seconds)., However,
this latter depends not only on spoken speech, but
on visual cues as well (as the limited success of
conference telephone calls testifies). Although
conferencing is conceivable without auditory
communication -- e.g., through a mutually viewed
common visual display -=- it does not seem very
attractive,
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1.

Most effortless encoding of all output channels,
(Especially if free language permitted.)
Higher data rate than other ocutput channels.
Preferred channel for spontaneous output,
Does not tie up hands, eyes, feet or ears.
Can be used while in wotion.
Can be used easily in parallel with other channels
or effectors.
(Possibly same as point 5, though possibly
independent, )
Broadcast over short ranges (teneé of feet).

Inexpensive and readily avajlable terminal equipment.

Figure 3.1t Positive features of the Veice Channel

Reading out loud ~ &4 words/sec

Speaking (spontaneously) =~ 2.5 words [sec

Typing {record) ~ 2.5 words/sec
Typing (skilled) ~ 1 word/sec (~ 5 strokes/sec.)
Handwriting ~ L4 word/sec
Hand printing ~ .4 word/sec
Te lephone dialing ~ .3 words/sec (~ 1.5 digits/sec.)

(note touch-tone)

Mark sense cards ~ .1 words/sec (~ .5 digits/sec.)

Figure 3.2. Speeds of various channels




4. ORIENTATION OF THE STATE OF THE ART

The state of the art in speech recognition
has been adequately summarized by Lindgren (1%65),
Hyde (1968), and more recently by Hill (1971}
and Otten (1971), We provide here am overall
vrientation by describing a single system, that
of Vicens and Reddy (Vicens, 1969).*

This system 1s substantially the most
advanced along the dimension of a total system
organization that takes Into account infermation
from all levels -- a dimensfon of central interest
te the study. With a few judicious side comments
it can serve to indicate both current performance
and current system structure for the whole field,
Actually, Vicens put together several variants

carry all the information, since the averaged
value of the six parameters and the duration of
the sustained segment are carried along as well.
Thus this level has both phonemiq and parametric
characteristics.

Three passes are required actually to deter-
mine the sustained-segments, given the stream of
minimal segments, and a number of bits of know-
ledge about the nature of speech are brought to
bear here, The first pass combines together
segments that are similar in their features; the
second pass divides already combined sequences
that contain too much variation over all; and the
third pass does some more combining, especially

of transitional segments that appear to have no
independent significance., After these passes the
categorization is made on the basis of the aver-
age parameters: first into six categories {vowels,
fricatives, nasals, consonants, stops, transitions)

of the system for different tasks. For specificity
we concentrate on the one that recognizes continu-
ous speech in a highly constrained language to
direct a computer controlled arm at the Stanford
Al project to pick up blocks, e.g., PICK-UP THE

BIG BLOCK AT THE RIGHT SIDE,

The system is organized in a series of
levels, each existing internally as a distinct
data representation. Figure 4.l gives an overall
block diagram that shows these distinct represen-
tations. The input to the system is the speech
signal (amplitude versus time) taken in via a
high quality microphone. The first stage of
processing converts this to a set of speech
parameters: 6 measurements, taken each 10
milliseconds. This stage is performed by a
hardware circuit, designed for the system (but
standard art). These six parameters (amplitudes
and zero-crossings for each of three frequency
bands) provide a crude extraction of relevant
information from the speech signal, in terms of
what we understand of the significant speech
parameters to be, Quite sophisticated schemes
have recently been constructed for extracting
parameters (e.g., Schafer and Rabiner, 1970;
Atal, 1971),

The second level is labeled a phonetica-
parametric representation. The 10 ms minimal
segments are aggregated into larger sustained
segments, which average 80 ms in length. These
sustained-segments are classified into a phonetic
alphabet of some fifteen discrete symbols. The
coarseness of this classification (relative to
the standard phonemic alphabet of about 40
symbols) reflects the unreliability of classifi-
cation., However, the phonetic label does not

Those who fiad this description assumes too
much technical background should read Appendix
2, which supplies (albeit briefly) some of that
background.

after which vowels and fricatives are each sub-
categorized,

The third level is that of the wovrd. There
is a dictionary which contains representations of
words as sequences of sustained-segments. The
average length is about 5 sustained segments (i.e.,
about 400 ms). In the system under description,
the vocabulary consists of only 16 words. In
other variants, testing only isolated word recog-
nition, the wvocabulary went as high as 560 words,
Multiple copies exist for each word, so that the
dictionary can contain several times the number
of lexical entries (three to fivefold repetition
in practice), Redundancy at this level is a
ma jor way of dealing with variation by speaker and
by occasion. It bypasses the attempt to apply
phonoleogical and co-articulation rules to derive a
representation that is context independent.

Given a candidate sequence of sustained
segments, the word it represents is determined
by a matching procedure against sequences in the
dictionary. Even with the small vocabulary (16
words), the use of redundant entries expands the
actual size enough so that matching all entries is
prehibitive. Thus, there is an initial selection
of a subpart of the dictionary, and matching takes
place only against all items in the subpart. The
selection is based on the pattern of 9 vowels and
fricatives, which ave the most reliable of the
sustained segments. The dictionary is indexed by
these patterns so that selection is rapid. Of
course, the pattern of vowels and fricatives is
not entirely reliable. Thus, it is possible to
relax the criteria in order to widen the search
for successive trials.

The match of the candidate sequence to the
sequence of a dictionary entry is not simple.
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Speech Signal

preéessure wave
]Og microsec sample rate
107 bits/sec

Parametric Representation
6 parameters
10 ms sample rate
3600 bits/sec

Phonemic-parametric
15 phonemes
7 parameters/phoneme
approx. 80 ms duration
600 bits/sec

lexical Level
16 words
approx. 400 ms duration
8 bits/sec

Sentence-semantic
192 sentences
3 sec duration
3 bits/sec

Measure amplitudes
and zero crossings

Frequency bands
of formants

Fue
. e
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Combine
Classify

Similarity rules
Regions in param-
eter space

Select similar
Match on subset

Reliable patterns
Dictionary

PICK=UP] BIG J BLOCK

Determine word to try
Select subvocabulary

PICK-UP

verb:

location: ANY

Hand-eye program

object: BLOCK

Figure 4.1l: Vicens-Reddy System
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The sequences need not be in one-to-one corres-
pondence, since various segments could have been
nmissed {or added) in either the dictionary or the
candidate sequence (or both), Thus, the matching
program, which eventually ends up with a value
expressing the degree of match, must consider
various possibilities for putting the two sequences
in correspondence, This is done again on the
basis of the pattern of the vowels and fricatives.
The system takes the entry that matches best in
the subpart of the dictionary. Absolute levels
of confidence are used. The system can decide
that the candidate sequence does not correspond
to any word at all, This leads to widening the
search as mentioned above, or to abandoning the
attempt.

The next level is that of the sentence. There
iz a small grammar of legal sentences and the
system assumes that only these are being said to
it. Tt ignores all other words (and sentences),
The grammar is highly constrained, admitting only
192 sentences. More important, the grammar
exhibits several regularities, which the system
exploits to limit its tasks, These regularities
are:

(1} A sentence begins either with STOP,
RESCAN, or PICK-UP; and only in the
latter case does more follow.

(2) 1f a sentence starts with PICK-UP,
then BLOCK occurs somewhere in the
sentence.

{3) 1If a sentence starts with PICK-JP,
then the end of the sentence is
either the word BLOCK or the words
CORNER or SIDE.

{4} Descriptions of the type of block
can occur only before BLOCK;
descriptions of the location of the
blocks can occur only after BLOCK.

We have phrased these rules to make apparent their
exploitation in an analysis strategy: Start at
the beginning; 1f the word is not PICK-UP go no
further; if it is, find BLOCK wherever it occurs
(if BLOCK cannot be found, go pick-up a block at
random); search after it for SIDE or CORNER; then
find block adjectives (SMALL, MEDIUM, BIG), which
precede, and place adjectives (RIGHT, LEFT, TOP,
BOTTOM), which follow.

At each stage of the analysis the system goes
to the dictionary of words with a different expec-
tation of what subset of words is relevant to the
candidate in hand, Thus, at one stage it is con-
sidering all possibilities in the phoneme string,
but looking only for BLOCK, At other times it is
considering several words (SMALL, MEDIUM, BIG) but
only searching the phoneme sequence between

PICK~UP and BLOCK, both already identLified.

The system considers connected speech. How-
ever, it does not attempt tc detect word boun-
daries directly. Rather, it identifies syllables
(each syllable has one and ounly one vowel) and
matches all possibilities for correspondence
between syllables, starting with single syllable
words and working up to multiple syllable words.
The dictionary, with its representation of each
word in terms of a fixed set of syllables, pro-
vides a stringent upper limit to the amount of
matching required (e.g., BLOCK has only one
syllable; BOTTOM may have representations with one
or two, but not more, etc.)

There is no semantic level proper in the
Vicens-Reddy system, since all the semantic limi-
tations have been built into the structure of the
language. The language actually admits a few
sentences that the system cannot give semantic
meaning to, but when this happens, the system
takes an arbitrary action, e.g., the random
selection when it cantt find BLOCK.

The system accepts multiple users, but
requires that they say several passages to the
machine in order to obtain the entries for the
dictionary. Each word of the legal vocabulary
occurs in these passages in a few contexts of
legal words and of other words that the speaker
might say (e.g., THE, which is not part of the
grammar, but often occcurs in legal phrases),

With these mechanisms the system can obtain
about A5% correct semantic interpretation,
corresponding to about 95% correct word recog-
nition. These degrade to about 66% semantic
interpretation, corresponding to about 90% correct
word recognition, when new speakers use the
system calibrated for somecne else,

As we noted, Vicens developed variants of the
program for other recognition tasks. In isolated
word recognition with a single speaker, using the
same basic techniques on dictionary selection and
matching, the system obtained 90% correct recog-
nition for a single speaker on a 561 word vocabu-
lary. A four-fold repetition of the memory was
used. This is the largest vocabulary investigated
to date, but other workers have achieved compar-
able results with vocabularies of 50 to 100
(Bobrow and Klatt, 1968), Vicens alsoc experi~
mented with small numbers of speakers. With a 54
word vecabulary and ten speakers he obtained 80-
90% correct isolated word recognition {depending
on other conditions). These results are also
comparable with other workers (Gold, 1966).




We have not given all the detail of the
Vicens-Reddy program, but encugh has been exposed
to point up several things, First, there are a
namber of lewvels in the system, starting with the
acgustic and working up to the syntactic and seman-
tics, BSecond, action is generally from the lower
level upward, wtilizing programs that incorporate
knowledge of that particular level (e.g., that
features of speech change slowly on a 10 ms time
sczle; that vowels are easier to determine than
cansonants, ecc. Third, limitations of the task
operate at several levels to help make selections
(e.g., the limited subset of words in the diction=-
ary}. Fourth, the higher levels are sometimes
brought to bear at the lower level in order to make
the selection, Thus, the match score of words
correctly obtained in the task above cannot be
actributed to the lexical level zlone, indepen-
dertly of the syntactical lewvel. Similarly, though
it does oot show in the example above, the pho-
nemic representation is not independent of the

lexicon. This feedback can happen when the
existence of two closely competing words in the
lexicon leads to modification of the phonemic
aggregation From the minimal segments, based,
say, on additional measurements.

The Vicens-Reddy program hardly exhausts the
collection of mechanisms that have been used in
speech recognition programs. Ewvery such program
has selected for test or exploration only a small
set of the mechanisms available. Yer the Vicens-
Reddy program can stand as a reasonable statement
of the current art, especially given some of the
performances Erom other investigarors already
quoted. To summarize the program and facilitate
evaluation of the specifications given in Figure
1.1, Figure 4.2 recasts the gpecification of the
Vicens-Reddy program Iin the same forms, Many of
che specifications are similiar to those of
Figure 1.1 {e.g., {tem 1), But two or three are
severely restricted {e.,g., 6, B and 9} and these
are cthe price that has been pald for advancing
some of the others.

The Vicens-Reddy system:

L accepts continuous speech,

(2} from many

{33 cooperative speakars

{4} in a room with 15 db 3/N,

{5) over a good quality microphone,

{31 requiring extensive tuming of the system for each speaker,
[7) but no adaptation by the user,

(8 with a carefully selected vocabulary of 16 words,
(9 with extremely strong syntactic semantic support,
(10) and a task of simple commands,

(111 with oo model of the user,

{12} or interaction with the user,

{13) at 15% semantic error,

{14y 4in about 10 times real time,

(153 on a dedicated PDP-10 with 53105

{16) and 106 bits of random access mMEMATY,

{17 wusing a simple program organization,

(18} costing about %3 per second of speech,

{19} and operaticmal in 1908,

instructions per secand,

Figure 4.2,

Specifications of Vicens-Reddy system




5.

On initial view the exact task to be per=-
formed by 4 speech-understanding system might not
seem ¢cpitical, 1In all cases the speech wawve must
ba taken in, and various processes perfarmed an
it that seem guite comman ta all tasks. But such
13 not the case. & system Lo recognize the Een
digits, spoken in isolatiown, should capitalize on
the fact that it must discriminate one signal froem
a collection of passibilities, and oot Erom & col=-
lection of 150,000 possibilities (all worda in a
good slzed dictlonary), To consider questions of
wacabulary size, symtactic support and semantic
suppert is precisely to take the exact speci{fi-
cations of these matters as hawing important
effects on the performance of the tortal system.

What criceria should prospective tasks
satisfy? The firsc 14 dimensians glven in Figure
1.1 of the introduction provide cne basis (the
remainder of the items apply to the system itself,
not ta the task environmant), The tasks should
sample variations an these dimensions. We should
also ¢conzider systems that exploit features that
make volce racognition systems interesting from
the applied standpeint of commnication with
computers. Thus, the criteria In Figure 3.1 are
velewvant,

Theve i3 litele profit congidering tasks that
are either well within the current art cor Ear
beyond it. For i{nstance a good case can be made
for the usefulness of a “wvolece-hutegn" syatem,
especially in connection with a graphics terminatl,
The user not only has his hands full, but he
wants Lo comminicate commands in colncldence with
polntings. Ta he able to utter ane of a small
number of isclated commands {copy, erase, print,
move, ...} would be extremely useful. But, as we
have seen from the brief review of the atate of
the art, such an application is already techni-
cally passible, The issues that still surround
it are those af costs versus bhenefita, Thus, we
should net consider this type of system.

On the other hand, a system capahle of taking
automatic dictation, serving much the same role as
4 secretary, is tqo far peyond the current art.
Input 15 in roughly normal speech, with a moderate
amount of immediate feedback to correct errgrs.
The system 15 gemarally task independent. The
actudl system might be a "phonetic typewriter,'’
which {5 able to create essentially a corragt
transcription, given only the speech signal and
phonalogical knowledge (no higher lingulstic opr
semantic knowledge]. Alternacively, £t might be
& system with extensive knowledge of English
language and life. RNelther of these seems to us
in the rezlm of possibility, though for distinct

3.1

TASKS FOR STUDY

reazons. We believe there 15 mob enough infor-
mation In the speech signal (plus phonalogy} to
permit eorrect determination of the phonetic
transeription. Thus, this system zeems not
possible in principle,* The other system seens
impessible at the moment because the art is not
nearly advanced encugh. Whether thers are
essential difficulties, is icself unknown, TIn any
eyent we do not think it appropriate to discuss
technically developing such a system.

We now describe four tasks, starting with the
simplest, Figures 5,1 to 3.8 summarize these
tasks briefly, listing the featurcs that are of
interest to £his scudy. Additional detal] can be
found Iin Appendices &4 to 7.

5,1 OUuerying a Data Management System**

The data management query task (to be donelya
systom we will call Voice-DM)} is to answer guestions
about files of management information (Figure
5,1). We pgenerated this task by taking an exist-
ing system (D572, developed at 5DC for the IBM
360730 and f20), and modifying the language just
enough to make it verbally conversational., How-
ever, we maintained the skrict form of the origi-
nal data language, requiring the speaker to be
entirely grammatical within this artificial frame.
The query language consists of a Finite set of
sentence frames which serve to identify 4 command
{print, tally, .,.) and to delimit Its arguments,
The file for the queries is highly orpanized
according to 2 heirarchy of attributes {equiva-
lently, dimensfons or characteristles). The
aystem's response is to be made on an alphanumeric
CRT visual display. A fragment of typical inter-
action i3 given in Figure 5.2. A more complete
descriptien of the DS/2 system and the verbal
adaptation is given in Appendix &, This includes
4 more extensive protecol, of which Figure 5,2 is
simply the First few sentences. This protocol

There iz nothing mystericus in this, fumans ppodxce
language to be decoded by @ system (another
human) that takes into account cxtensive syn-
tactic and semantic censtrajnts, Thevefore,
humans simply learn tec produce speech of a
caliber that requires this decoding. Without

it there 13 not swough information in the

speech signal.

An init{al description ol the task and the
protocols in Apperdix 4 were provided by
Carl Kalinowski of SDG,




5.2

The Volce-DM system:
1) accepts continuous speach,
2) from several
) ;:nopetative, male speakers
4) in a (reasonably quiet) nffice
31 over a good quality micvophone,
7} with natural adaptaticn by the speaker,
8) with a fixed set of 30 functions words and a large
and slowly changing set of content words (~2000}
0} wsed in & very constrained syntax
1¢) eo do straightforward informstion retrieval
12} with {CRT} “echoing'' by the machine of wser input,
user edlting of the input stream, and optional
explanatigon by the machine of problems encountered,
l4)Y iIn conversaticnal real-time.
Flgure 5,1. Description of Vaice-DM
HACHINE MAN
(Display Outpub} (Voice Input}
1. .
2. Enter data base Information 2, PERSONNEL COMMA V50034FERIOD GO
niame and volume serial number.
3. what is your security key? 3. DEMD GO
4, HNext; G, PRINT EMPLDYEES WHERE SEY 15 MALE GO
5. Undefined print. 5. EQUIVALENCE EMPLOYEES TC EMPLOYEE_GO
{The plural of employvee was not defined in the voice recognition
wocabulary; therefore, the PRINT '"ebject™ was unrecognized and
raquited definition which was effected by the wverbal EQUIVALENCE
command. )
6. Equivalence employees to 6. PRINT SAME GO
employee, Hexk:
7. {Print-out] Next:z

Figure %.2, Pretocol of Voice-DH




fand protocols for the other tasks)] were taken by
gimilating the computer with a human being. The
speech was recorded, sc that we ccoculd examine the
type of speech one might expect in the actual
situation. Thus, the protocols invelve gimulated
machines, but not canned respcnses.

The language 1s highly constrained, having 50
fixed functionwords (tally, where, go, . . .}
Within an expression, once cne of the words is
used (e.g., where), definite expectations exist
for which other function words can fellew. Thus,
there i1g strong gyntactic constraint, which might
be convertible to syntactic support for speech
recognition. There is also genantic constraint at
geveral levels. A particular installation can be
identified by a fixed set of files that it uses,
which have a fixed vocabulary of attributes.
Though the wvocabularies of values (of entries)
change slowly over time as new information is added
to the file, constancies can occur, 2.g., all
values of a given attribute are numbers, or Smith,
Jones, Thompson, ... are values of the attribute
enmployee indefinitely. During a particular con-
versation the user enters a context on scme par-
ticular part of the file and wmaintains an interest
in certain attributes and values over several
utterances. Thus, several types of semantic
constraint are potentially available to give
semantic support to recognition.

The operating environment of Voice-DM ia to
be gimilar to current data management systems,
i.e., an cffice. The input to the system can be
over high quality microphone and with adequate
bandwidth, and the ambient noise level can be kept
to tolerable levels. (Having a silent CRT display,
as opposad to a printer or tyvpewriter, could be of
gome help.)

The nature of the task limits the user popu-
lation to a modest set of moderately trained people,
gince the data management system itaself requires
gome training and interest. It even seems reason-
able to restrict the population to be all of one
sex, presunably male. These users could not only
be identifiable to the machine, but could them-
selves adapt somewhat to it, so as to talk in
recognizable fashion. This need not be an
instructed adaptation, but simply the result of
learning during use to avoid errors.

5.2 Data Acguisgition of Formatted Infcrmation
The second task (Figure 5.3} is the other
gide of the coin from the one just congidered: to

enter intc a file large amounts of informaticn.
We can call the system that does it Voice-KP (for

Voice-Kev-Punch) . The information to be input is
in some format, so that only the relevant infor-
mation, say attributes and values, need be spcken.
We can imagine an interaction (either wverkal, as

in Voice-DM, or written; to set up the formats
for communication. Then the human reads in the
material, either from a collection of forms or
from a table assembled elsewhere. The system
presents the input material on a CRT display as
it iz read in. Written feedback is necessary
{not just aural), since whether the spelling is
correct is a paramount question. The user moni-
tors the digplay and correctas any errors. Figure
5.4 gives a fragment of an interaction.

This task seems a plausikle candidate to
capitalize on the input rates that might be
achieved by voice. It is considerably more
structured than the full task of taking dictation.
However, it still faces scome of the same problems,
since new material is coming inte the system
{though some terms will already sxist in a diction-
ary) . The attribute-value structure can help,
but very little other semantic help exists, since
the user is moving from one new item to ancther.
Appendix 5 gives more detail cn the task.

5.3 Querying the Operational EStatus of a Computer,

The conputer gtatus task {(to be done by a
system we will call Voice-(CS) is to answer gues-
tions about the current operational status cf a
computer syvatem {(Fig. 5.5). To be epecific we
picked the jcb done in written form by the command
SYSTAT on the DEC PDP-10., This prints ocut a
ligting of all the regources currsently in usge or
free, the jobes in progress, people on the system,
programming systems in use, and various coperating
statistics. An annotated example of the printout
is given in Appendix 6. The user should ke able
to call Voice-CS on the local telephone and ask
it specific questions concerning the status.
Voice-C5 should understand the question well encugh
to ke able to give the specific answer required
(not simply dump the whole data base on the user,
as is done by the current SYSTAT). A typical
interaction is given in Figure 5.6. Vcice-CS must
itself communicate verkally. Thisg is a necessary
feature of the design, but not one to be considered
here. The essential aspect is the user's utterance
and the syeotem's decoding from it that information
iz desired about the loading of the system (as
cpposed to other items of data in the status
log) .

The data base from which the system is to
work is very small, providing strong semantic
restricticns on what can meaningfully be said.
the other hand, the user is to be permitted to
utter anything he wants. That is, not only is
continuous speech permitted but much broader speech
than the system is prepared to handle. Thus, the
language specified for the Voice-{S5 ie one that
essentially contains only the key words necessary
to diagnose the task. In the first interaction in
Figure 5.7 loaded and system would be detected and

On




3.4

1Y
Fal
»
4)
L)
6)
)]
8)
a9)
10}
123
13)
14)

The Voice-KP systemp

accepts "pseudo-continuous speech,

from a few

cooperative speakers,

in a reasonably quiet room

over a good qualicy microphone,

requiring extensive funing of the system for each speaker,

and with extensive training of the user,

with a large (1,000 -~ 10,000), mostly free wocabulary,

in & rigidly fixed format (which is perhaps alse orally specified),

and a task requiring mere recording of the input,

which requires visual “echoing" and veice correction,

<10} error, correctable to ~1%

with immediate (~,5 sec) response,

Figure 5.3,

Description of Voice=KP

User says: CRT displays:
EMPLNG SURNAME INITIAL SEX AGE MARSTAT DEPF DRAFT DEG MAIDR
132 hd 032A4
EMPLNG 03284 03284
EMPLNO 03284 03184
EMPLNDO 03284 03184
RESET (33TBL
EMPLNO 013284 Z32B4
RESET 23284
EMPLNO 03284 03284
CALLABAN 03284 CALLAHAN
R 03284 CALLAHAN R
H 03284 GALLAHAN R M
34 03284 CALLAHAN R M Tt
RESET 03284 CALLAHAN E M 717
34 03284 (CALLAHAN R M 34
M 03284 CALLAHAN R M 34 M
2z 03284 CALLADAN R M 34 M 2
48 03284 CALLAHAN R M 34 M 2 5a
MA 03264 GALLAHAN R M 34 M 2 SA M8
DEG MA 03284 CALLAHAN R M 34 M 2 54 MA
MUSIGC 03284 CALLAHAN R M 34 M 2 5A MA MUSIC
NEXT
05289 05280
CQCHRAN-JR 05289 COCHRAN-JR
C 05289 COCHRAN-JR €
H 05289 COGCHRAN-JR C H
a2 05289 COCHRAN-JR C M 32
] 05289 COCHRAN-JR G©C M 32 5
a 05289 COCHRAN-JR C M 32 s 0
LY 05289 COCHRAN-JR C M 32 s 0 77117
DRAFT 1Y 03289 COCHRAN-JR C M 32 3 4] Ih'4
BA 0528% COCHRAN-JR C M 32 5 0 1Y BA
MATH 05289 COCHRAN=-JR C M 32 5 1] 1Y A MATH
NEXT

Figure 5,4,

Protocol of Voice«KP




The Voice-CS system:

1)
2}
k)]
4)
5)
6)
7
8)

9)
10)
1)
12)
13)
14)
15)

16)

accepts continuous speech

from many

male speakers

in a room with at worst 15 db 5/N

over local telephone lines using standard telephone handsets
requiring some tuning of the system for each user

but no adaptation by the user

with an unlimited English vocabulary but recognizing only
words in a 68-word vocabulary

with limited syntactic support

and a set of simple questions to be answered

with a simple {3-state) model of the user

capable of requesting repetitions and requiring affirmations
at < 15% semantic error

at 2-5 times real time

on a (lightly loaded) time-shared PDP-10 with 5x10° instructions

per second

with 5x106 bits of random-access memory.

Figure 5.5. Description of Voice-CS

U: Ah ... ah how many jobs are logged in?
M: 23 jobs are currently logged in.

U: er ah ... T assume the system is up.

M: The system is up.

U: Amazing .. um .. Ok are there any free teletypes?
M: Teletypes 3, 4, 5, 6, 7 and 8 are free,
U: 0Ok, are there any display lines?

M: Teletypes 3, &, 5, 6, 7 and 8 are free,
U: Er, Ok, thank you Mr. PDP-10.

M: Are you saying goodbye?

Us Right ...

M: Goodbye,

U « user

M - machine

Figure 5.6, Protocol of Voice-CS




from these two words the request of the user would
be inferred. These key words can be defined as a
simple language to be used by Voice-CS. Appendix
6 gives the grammar in full. From this grammar
onc can see that the vocabulary consists of 68
words, In fact, the grammar effectively incor-
porates all the semantic constraints, since it

has been designed to admit those and only those
suntences that are semantically meaningful.

Any male speaker who comes on the line is to
be accepted so that the population is gquite open.
Thus, feedback to the user to salvage untoward
situations is an eventual aspect of the task.
Several pages of protocol are given in the appen-
dix, which make concrete the level of operation
that is being specified,.

5.4 Consulting on the Operation of a Computer

The last task (done by a system we will call
Voice-CC for Voice-computer consultant) is to give
specific help to a person attempting to run on a
new computer system (Figure 5.7). To be specific
we picked the problem of a new monitor system
(TENEX} being introduced om the DEC PDP-10 at
Bolt, Beranek and Newman. A user, though gen-
erally familiar with computers, faces a famil-
iarization task of considerable magnitude in
"coming up'" on a new system. Rather than do this
in the standard (time consuming and frustrating)
fashion of reading manuals and trying things out,
the user is to operate with Voice-CC as a personal
aid. Thus, the user is to be able to frame ques-
tions of considerable diversity and sophistication,
but strictly about the operational problems of
using the PDP-10 via TENEX.

Voice=CCy

2) from many

3) coeoperative {male) speakers

12) in a highly interactive,

14} real-time conversation.

1) accepts continuous (1 sentence at a time) speech

4) 1in a computer (i.e,, noisy) room

5) over a good quality microphone,

6) with little training of the system

7) and no training of the user (other than natural adaptation},

8) over a 2 ~ 3,000 word, largely fixed vocabulary,

9) in an artificial, but wery English-like language,

10} in order to elicit information in a constrained and fixed domain,

11) for a user with definite questions,

13) reasonably correct (< 15x errors)

Figure 5.,7.

Description of Voice-CC
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Figure 5,8 gives a sample protocel. As with
the others, it was done by simulating the machine
by a human. In this case the human was one of
the programmers responsible for TENEX and the
speaker was in fact a user trying to find out how
to work within TENEX. The response of Voice-GC
is over an auditory channel. The interaction
would go too slowly if the human had to stop to
read a written channel in the middle of his pro-
gram specifications., {In all events it would have
te be a separate channel from the one that the
user is trying to learn how to use.)} A more
extensive protocol is given in Appendix 7, along
with a more complete description of the task,

This task is more ambitious than the other
three, It makes use of a sophisticated artificial

5.7

language that is highly English-like -- essen-
tially at the limics of the curvent art. The
possibility of syntactic support still exists
here, since the grammar does in fact comstrain
what is to happen next. Exploiting it may be a
more substantial problem than in the other tasks,
with their very elementary languages. Semantic
support is also possible, since there is a single
focus of the program, involving a fixed set of
concepts, (Actually, the concepts are not totally
fixed. As any computer user knows, the concepts
in an operating system are continually being
modified.) However, the semantic structure of the
task is more complex than for the other three
tagsks. On the positive side, there is more local
semantic context, in that a user in trying to
understand some feature of TENEX remains focussed
on a narrow topic for several utterances. In
addition, because the user is trying to use TENEX,
his direct channel to the PDP-10 provides clues
of what he is trying to do and what he might be
confused about, hence what might be the content
of his utterances.

1. User: How do I log onto TENEX?
2. Computer:
7. User:

4, Computer:
5. Users Okay.

6. GComputer:

7. User:
a period or anything?

8. Computer:

9. User:
return again?

10. Computer: Yes,

11. User:
file directory?

Type GONTROL C followed by LOG followed by ALT MODE.

CONTROL C -- noise -- followed by LOG followed by ALT
MIDE == noise == Now what do I do?

Type your user name followed by ALT MODE.

Beyond this point I will dispense with saying
tterminated by ALT MODE."
command in TENEX can be terminated with either
ALT MODE or carriage return.
cause printing of any implicit information that

belongs on the line while carriage return will not,

Okay, ah, user name ~- noise == do I have te, ah, put

You can terminate it with a carriage return.

-- noise -« Okay, what's the password?

[The question *whatts the password"
is directed by the user to himself
paraphrasing the current demand by
the teletype,
to tell the system when it's being
addressed. ]

~= Noise =—---ceecanaa okay, um, how can I look at my

Every executive

ALT MODE will

Ah, carriage

A switch could be used

Figure 5.8,

Protocol of Voice-CG




General Features of All Tasks

A review of the four tasks will reveal that
we did not vary all the task dimensions given in
Figure 2.1. 1In particular all of the tasks
insisted on permitting connected speech. One of
them (Verbal-KP), it is true, may provide the
equivalent of separated speech, since the user
naturally tends to pause between entries. But
in all cases the user himself is simply asked to
behave naturally at the auditory level. However,
at the syntactic level we accepted a wide range
of artificialities.

No system worked with only a single indi-
vidual, nor did any require highly trained users.
However, some of the tasks consider that the popu-
lation would be small and sympathetic, One task
(Verbal-C5) did open the system up to an indefi-
nite set of users with no good control on the
motivation of the users.

On all of the tasks we accepted the occur-
rence of fragmentary and largely spontaneous
speech, though on some (Verbal-DM and Verbal-KP)
the structure of the tasks tends to minimize
this.

Although one task (Verbal-GCS) did use the
telephone, the others all were in situations
where good quality microphones were acceptable.
Noise characteristics of the environment varied,
€.2.y the Verbal-CC may need to operate in a room
with other computing equipment, such as teletypes.

The example tasks do not exhaust the various
advantages of woice input, as given in Figure 3.1.
We focussed mainly on ease, though in Veice-KP
we responded to data rate. In Appendix 8 we
list brief descriptions of a few other tasks we
considered tentatively before deciding on the
presented set,

Finally, these tasks were selected for their
analytical value for the study, They are not
necessarily tasks of choice for any actual effort,
if one were to occur as the result of this study.*

In point of fact, of course, these systems are
related to some that are seriously under study
by some of us in our capacity as sclentists.
But this connection reflects only our desire
to talk in terms of the concrete situations we
most understand, and does net reflect any con-
sidered opinion that these systems have any
preferred status for cother investigators,

5.8
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6. ANALYSIS OF THE TASKS

We now attempt an danatysis of the systems to
perform the four tasks just defined. To perform
these analyses and comparisons, we have had to
wake several assumptions about apecific approaches
to tasks. Other possible approaches to each of
these tasks might make the analysis different
from what is presented here. Choice of specific
spproaches to tasks is unavoldable if one wishes
to reach the level of detail and concreteness

needed to give substance to the general conclusions

that are our main okjective in this report,

In this chapter we will sunmavize the results
obtained through the analyazea and comparisons.
More detalled descriptions of the amalyses can
be found in Appendix 9. In addition, Appendix 10
gives the details of the zimulation model that
wag used in obtaining some of the results.

By analysis We mean & study of the problems
that ary likely to arise within the confines
of the proposed task, the sources of error and
the sources of koowledge peculiar to the task,
and a few results of simulation studies where
these could be obtained Without excessive ciforc.
We will raisc lssues along the way. In the
next section we will attempt an orderly summary
of these ilssues, leading to outr technical
cont lusions.

The difficulties in performing such an
analysis arise from (1)} the total system simply
having too many components and interactions for
an exhaustive analysis; (2} the requirement, in
even a preliminary systems analysis, for more
science and engineering than is proper for a
feasibility study; and (3) the lack of specific
scientiflc data, which makes certain kinds of
eatimates impossible, §till, a better feeling
for the total problem cmerges.

6.1 Bystem Organization

All speech systems constructed to date are
organized in levels, corresponding roughly to
the levels recognized in linguistic and acoustic
research, One such organization appeared in the
Vicens=-Reddy program. Operatiomally, a distinct
data representation for each level cxists in the
computer system at run time, and programs aperate
between levels, taking as input speech repre-
sented at one level and producing as output its
representation at another level, At sach level
sources of knowledge about that level of
representation must be applied to help determine
the actual wmessage being tranamitted. We identi-
fied agveral of these sources for the Vicens-
Reddy program on the right hand side of Figure
4.1. A speech-understanding system must bring
toe bear these sourecs of knowledge on selected
samples of data at the various levels of
representation. The mechanisms that do thig
must be embedded in a contral structure that sees
to the selection of the samples, the 2ctivation

of apprupriate procedures and the storage and
retrieval of the various sets of data,

Conceptually, the flow of computatien is a
lincar one through the levels, {rom the
acoustie signal to the semantic level and on to
the resulting behavior, The actual flow need
not be linear, Feedback from the higher levels
to lower ones can lead to & cycle of reprocessing
to converge on & recognition, Context=setting
from the higher levels to the lower wunes can usc
information from prior processing to sclect a
limited linguistics context within which recog-
nition procceds. Feed-forward, in which infor-
mation from lower lewels ig used te estimate
the context at higher levels, can select a
restricted context back at the lower level.
Error processing can undo prior recognition
decisiona and take different alternatives. How
varied and intensive & ¢ollection of such mechan-
ismz can be tolerated depends primarily on the
sophistjcation of the control structure of the
system.

several syatem organization issues have to
be cunsidered {or speech-understanding systems.
(1) Programs that {nclude all the sources of
knowledge will be fairly large, Some form of
segmentation and paging scheme will be necessary
to make the system work smoothly within the
presently available computer systems. (2) If a
speech=underatanding system takes more than a
few seconds to respond to a trivial request, then
the vser will soon Become disinterested in the
syatem, To equal human performance the system
must respund to trivial questions as soon 48 A
question {8 completed. Indeed, sometimes they
must be able to anawer questions even before
they are completed. Thixz implies that the sysztem
be sufficiently powerful to perform all the
naceskary analysis in less than real time. (3) A
further implication 1z that each level does as
mueh analysis as il can as the utterance is being
uttered, rather than walt for the completion of
the utterance, Subroutinez and co-routine
mechanisms, the basic organizational structures
for ¢computer programs, deo net provide adequate
control necessary for such a system. It must
be pussible to interrupt the processes in mid-
stream, Lo preserve their state, and transfer
control to other routines at unpreprogrammed
points, In effect a fully multfi-programmed
control structure is required,

6.2 Semantic Level

We begin with the acmantic level to consider
the problems of representation, the mechanisms
uwsed and the sources of error and knowledge.

As mentloned ¢arler, We mainly cutline the issues
here, leaving more detailed djzcussion to
Appendix 9.




Repruesentation. The following box gives a
representation of information at the semantic
level for the Voice-CS$ task. We choose a task
te be concrete about the nature of representations,

System's status

Represcnted by table in PDP-10,
accessible via Monitor

Fixed structure, known at design
time, built into Voice=CS

User's dusires for status information

Represented by an elementary
sentence form (hence no separate
semantic representation)

Elementary form fixed by design,
built into Voice=CS

Frequency of requests determined
by experience

User's cammunicdtion state

Represented by finite state system

Fixed state system determined by
logic of conversation

Frequency of transitions deter-
mined by experience

Similar representatias can be formed for the
other tasks, All of them will have the
following major semantic components: semantics
dictated by the task environment, a model of
the user, and the dynamic semantics of conver-
sation.

Mcechanisms, The mechanisms required for
opurating on the data at the semantic level will
vary from task to task., The following list
illustrates the nature of the functions to be
carried out,

1. Interpret the sentence form.

2, Make transitions in the user
state system,

3. Make transitions in the dynamic
semantic system,

4. Permit acquisition of new knowledge

5. Permit modification of the utter-
ance in the case of errors.

The semantic level possesses
Here is a partial

Problems.
several unsolved problems.
list:

(1) The new word problem. Voice-DM and
Voice=KP require means for adding new words to
the vocabulary. This may be performed by the
spelling of these words by veoice or through the
use of a keyboard (not applicable to Voice-KP).

6.2

(2) Model of the user. There have been few
attempts at formulating models for predicting
user behavior in tasks such as the four we have
defined. Work in analyzing information processing
of humens (Newell and Simon, 1971; Waterman and
Newell, 1971) provides some useful pointers. But
there has been essentially no work done on
modeling -of user behavior for use within speech
recognition systems.

(3) The interacticn problem, Several
different aspects of man-machine interaction must
be carefully considered in building speech-
understanding systems. Whether a system is useful
or not will depend on the grace with which it
permits the user to make errors in his conver-
sation. This raises the issue of the use of
synonyms in conversation, the problem of veri-
fication and correction of a request. The
varification and correction may be performed
through the use of a visual feedback or a
voice feedback like "Did you say..." We have
already mentioned the real time interaction
praoblem,

Sources of Error and Knowledge. The Voice-DM,
Voice~KP, and Voice=CS tasks perform in restricted
environments which make it possible for them to use
highly specific semantic constraints in the analysis
and recognition of the utterance. For instance, 'key
word" analysis of the form used in ELIZA-like systems
(Weizenbaum, 1966) may be adequate for a system like
Voice-CS and simple fixed formats, for Voice-DM.

Voice—CC, on the other hand, requires the
use of powerful semantics for its success.
Unlike the other three tasks, it is doubtful
whether the Voice-GC can be handled by ad hoc
methods of semantic representation. Current
work in semantic processing and guestion-
answering systems (Winograd, 19%71; Woods, 1970)
approaches the generality and complexity reguired
for much cof the Veice-CC task, but is still too
experimental to consider as useful in the
immediate future. These more general semantic
systems will of course alsc be appropriate to
the more impoverished situations represented
by our other three tasks,

Questions of the type "How deo I..." and
"What happens if..." are somewhat beyond the
Pbounds of existing question answering
systems. It appears that many of these can be
conveniently handled in a task-restricted
enviromment such as Voice-CC. However, more
research is likely to be necessary in this
direction, In the near future it may be
necessary to restrict the language of usage,
even for Voice-CC, For example, one may have
to limit the use of anaphoric references and
the use of "this,” "that,” "ir," etc, Anocther
possible restriction might cutlaw the use of
ill=formed and ungrammatical sentences. If the
user asks an ungrammatical question, it may be
necessary to ask him te rephrase it.




5.3 Sentence Level

In Voice-DM and Veoice-KP the user is
normally required te follow a rigid syntax. In
Voice-02 and Voice-CS the user can ask questions
in a natural language like English. In the case
of Volce-C8 the fact that the user is dealing
with a very limited task domain imposes several
contextual constraints (once a key word is recog-
nized within the utterance). In the case of
Voice-CC it appears that the spcken santences
are almost always gquite simple and short and do
not often require the full generality of English
grammare

Reprecentation. The fecllowing box
illustrates a simple representation that appears
adequate for Voice-CS at the sentenca level,

alcng with the main scurces <f knowledge.

Represented by elementary form:
{COUNT) ATTRIBUTE (OBJECT} =VALUE

Rule <of each word (syntax-semantics
dictionary; determined by know-
ledge c<f English grammar and
semantics.

Simple word order rules of English.

Frequency of word crders determined
by experience.

111 the possible reaquests for status information
can be expressed ky filling in {cr leaving
blank) the four items given by the schema in

the table. For instance, MAGTAPE(USER3) = 7
requests the magnetic tapes assigned to a
specific user, COUNT MAGTAFE(USER2) = ? requests
their number, and MRGTAPE (7} = MAGTAFES asks

In the
case of Voice-DM and Voice-KP the qrammars <f
the language will probably be either finite

whe is using a aspecific magnetic tape.

state of phrase structure grammars and the
representation <¢f the sentence level should ke
similar to that used in programming languages.
Representation in the case cof Voice-CC prokably
requires the best that can be done in the way

<2f English grammar, namely scome provision for
transformation features.

Mechanisms. This level coperates on the
sentential forms appropriate for each task.
Unlike parsing <f written text, it may be
necessary in the case of spoken utterances
to be able to start a parse at any point within
the utterance, and parse pboth backwards and
forwards. ‘or instance, if the input to the
parser isa*7? DO 7 DO NOW" there is little choice
but tc attempt analysis <f the imperfect
*sentence." The fcllowing takle gives some of
the operations that may be performed at the
sentence level.

1. Procedures for parsing natural
language sentences: e.g., transi-
tion network grammars.

by

Procedures for parsing phrase

structure grammars.
3. Syntax ambiguity analysis programs.
4. Word boundary amblguity predictors.
5. Simple word order rules.

&. Parses determined by the user
state.

Prokleams. Two main problems are raised at
the sentence level that have to be resclved

gatigfactorily before we can have sophisticated

apeach-underatanding systems. (1} The problem
of parsing in the presence of noise. It seems
to be necesgsgary to modify the existing parsers
2o that they can handle rfah, " "er, " "um" type

interjecticns and utterances that include false
starts. There has been wvery little work dcone on
this aspact. In additicen, any szpeech-understanding
system will introduce noise at each of the levels
because of its inakility to handle peculiar cases.
This might result in inserticn or deletion cf
phonemes from the phoneme string, or incorrect
recognition at a lower level. Parsing systems

that are capable of handling the abeve types of
nocises have not yet been =satisfactorily demon-
strated, and this is 1likely to be cone of the

major bottlenecks in the satisfactory develop-

ment of working speech-understanding systems.

{2} Partial parses. Often pecple have a

tendency to abbreviate sentences leaving out the
whole subject or predicate.
partial parses that would result from the

protocol in Appendix & — "(Laughter} (b} tough...
ummm. ® .ok.
Fericd, B&And hanging up will cut off this <cn-
versaticen." It appears necessary that syzatems

For example: the

That is all I want to know. ..

should be able tc recognize that parsing should
be suspended and a new parse attempted o<f the
remaining utterance; then at szome point the
partial parses shculd be re-evaluated to see if
they should ke igncred or comkined.

Scurces of knowledge. In Voice-CS the user
is not required to follow a rigid syntax. However
the system will only answer guestions that it
understands. The limited tasgk domain imposes
several contextual constraints which can be
utilized in the analysis of lower levels. For
example, given that the key word rjob" i3 recog-
nized, the system should knew that it has to be
either a question on the status of the job,
devices and resources being used by the jcok,
the name of the user running the job, etec This
in turn can permit prediction of the most likely
words to be found before and after the key werd.
The reducticon effort resulting from contextual
dependency is not known, but it appears to be
anywhere from 2585 to 7585,




The absence of lexical noise and the use
of highly restricted syntax should be of signifi-
cant help in the case of Voice-IM and Voice-KP.
Volce~CC may benefit from the attempt at building
natural language parsers, At present we do not
know about the power and applicability of these
parsing techniques for speech.

6.4 Lexical Level

At this level the size and structure of
vocabulary, its internal representation, storage
and retrieval of lexical items and the effect
of the size of the vocabulary on the response
time become important factors.

Representation. The following table
provides a representation of speech at the
lexical level, along with the main sources of
knowledge.

Represented by sequences of words

Finite set of words in dictionary
with one (possibly more)
phonemic sequence for each

(From standard knowledge
of English phonetics)

Phonological rules (including
conversational transformations)

Stress and intonation rules
Phoneme order statistics

A priori from English
Calculated for local languages

If the vocabulary can be limited, as it is in
our task to various degrees, phonologlcal rules,
local stress rules and phoneme order statistics
can all become more effective at this level.

Mechanisms. The following table provides
a partial list of typical processes that operate
on the data at the lexical level.
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Preprocessing of input sequence
to improve order of alternatives

Using phonological rules
Using language statistics
Sequence of matches of phoneme strings
Search interval in input sequence
determined by subgrammar and

initial lexical pass

Subdictionary determined by
subgramnar

Input phoneme string determined
by pauses and reliable phonemes

Subset of subdictionary deter-~
mined by reliable phonewes of
input string

Initial pass to detect clear words,
determine estimated user state

Reprocessing of close matches using
additional parametric information

Problems. The main problem that arises
at the lexical level is the effect of the size
of the vocabulary on the time and space required
for recogrition, In the case of Veiee-IM one
has to deal with large vocabuiaries. However,
words can be preselected by the designers of the
system so as to minimize the search space. 1In the
case of Voice=KP we have to permit greater
latitude in what may be uttered and how it is
recognized, In the case of Volce-CC one has to
permit large vocabularies. How to interpret words
that are not known to the system has not yet
been explored,

Another important problem at the lexical
level is that of evaluating the effect of noise
on the recognizability of words. If each phoneme
is recognized with the probability p (say, .9},
then a word with n phonemes (say, 6) will be
correct only with the probability of p" (i.e.,
.98 = .53). The longer the word the greater the
likelihood of error. One has to find sources
of knowledge at higher levels which can eliminate
this exponentizl degradation in accuracy.

Sources of Knowledge. The ten most used
words in the English language account for 5

of all the word tokens that have to be recog-
nized in English language conversation., In the
protocels for Voice-CC given in Appendix 7, a
total of 430 word tokens were used by the user

in ten minutes of conversation; a total of 165
different words were used. If we extrapolate
this rate, we would normally expect a working
vocabulary of 2,000 to 3,000 words in a Voice=CC-
like system.




Given that we have an English language
vocabulary of 3,000 words, a useful source of
knowledge is the distribution of this
vocabulary among various grammatical classes.
This would indicate the expected reduction in

lexicon search, given that we know the appropriate

grammatical class of words to be compared from
syntactic consideration. For example, 44% of all
the words were nouns, ZIf verbs, 224 adjectives,
leaving 13% to be distributed among adverbs,
pronouns, articles, etc,

A simulation study to consider the effect
of increasing vocabulary on the observed pho-
nemic ambiguity was performed. Arguments can
be advanced either for the chances of ambiguity
falling off or for inecreasing with increased
vocabulary size. 1In fact, as the vocabulary
increases (up to 3,000 words, the limit of the
study), the percent of the vocabulary confusable
with a given word appears to remain about
ccenstant.

An attempt was made to evaluate by means
of the simulation model the effect of reducing
the Voice-CS vocabulary by the application of
semantic eriteria. Given that a key word is
known, e.g., MAGTAPE, the system can select a
subvocabulary concerned with magnetic tapes.
The probability of error (confusion of one word
with another) was reduced from .31 to ,16-.29
in the case of the Voice=-CS vocabulary.

An attempt was also made to predict the
effect on the amount of search in the dictionary
by using phonemic criteria. The dictionary can
be partitioned according to the most reliable
phonemic characteristics, e.g., the types of
vowels and fricatives. When it is known that
a word contains a particular pattern of these
characteristics, then only the relevant
subvocabulary is searched. The simulation
studies predicted a reduction of about 60
in the computation effort.

An analysis of the transition network
parser was done to estimate the degree of syn-
tactic restriction available to reduce the
search at the lexical level, For general
English, syntactic constraint seems to be of
much more limited value than for restricted
languages. The number of words to be con-
sidered may be reduced by a factor of 1.5-2 by
syntactic subselection in the case of general
English, whereas for restricted languages
syntactic subselection might reduce the number
of candidates by a factor of 10.

6.5 Phonemic Level

At the phonemic level the word is repre-
sented bv a sequence of phonemes from a given
alphabet. Linguists have defined a standard
phonemic alphabet which is known to be
adequate to represent all words in the English
language. However, for recogniticn purposes,
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it is not necessary that the phenemes be exactly
these standard ones. In most systems it appears
that segments with similar features (acoustic

or distinctive features) may be used to repre-
sent speech at this level without any degradation
resulting from this representation,

The following table provides the repre-
sentation of data at the phonemic level with the
main sources of knowledge.

Represented by scquences of phoneme
lists, where each phoneme list
gives the alternative phonemes that
could occur at a given point, ordered
in likelihoeod of occurrence

Parametric representations for each
phoneme

Base parametric representations for
cach phoneme

Co-articulation rules

General rules of continuity for
phonemes

Each phoneme might have alternate 2nd and 3rd
choices, Also there must be rules for deter-
mining the effect of co-articulation within a
subsequence of phonemes.

Mechanisms., The mechanisms operating on
this level consider various alternate choices of
the phonemes to determine the words uttered.
Since it is difficult to decide where one werd
ends and another begins, the problem of lexical
segmentation becomes a major issue. The following
list gives some lexical mechanisms that operate
at this level.

1. Classification of phonemes
2. Llexical segmentation procedures
3. Word boundary ambiguity analyzers

4, candidate selection from multiple
choice phonreme sequences

Problems. The main unsolved problems at
this level appear to be:

(1) Minimization of cambinatorial explosion
of candidates to be considered because of
ambiguity in the labeling of segments,

{2) Lexical segmentation. Here again the
problem seems to be one of choosing the right
candidates so that one does net have te keep
all the possible parses in any given stage of
analysis.




(3) Efficicnt representations for combining
common phonemic substrings of different words.

Sources of knowledge. There have been some
arttempts at lexical segmentation using a diction-
ary containing phonemic transcriptions of all the
words in the vocabulary; that is, match the
first part of the string to the dictionary, then
segment where the dictionary word says, then
match the new first part to the dictionary
again, etc. (Reddy and Robinson, 1968), In the
case of cerror-free phonemic sequences, the correct
lexical segmentation was determined every time
without excessive computation., However, it is
not known whether this strategy would work as
effectively in the case of errorful strings,

The Forgies have attempted multiple labeling of
segments using nearest neighbor techniques. A
limited simulation study (Appendix 9) shows

that almost always the correct choice was made
with little combinatorial explosions when the
first choice of each segment was used to compare
against the whole vocabulary, and then choose
only those words with high enough scores for
comparison of all other combinations,

Another simulation study {Appendix 9)
shows that the expected number of false branches
that will survive at each node of the lexical
segmentation tree is usually less than one
for the tasks considered in this study. The
implication is that the combinatorial explosion
that might result by keeping multiple choices
of words at each node of the lexical segmentation
trce may not materialize,

There are alsc some sources of knowledge
for lexical segmentation which result from
focal clues: (1) certain phonemic sequences
cannot occur within a word (Siversten, 1961),
(2) suprasegmental Eeatures, such as duration,
pitch, and amplitude, exhibit different
characteristics if there is a word boundary
between two segments than if there is not
{Lehiste, 1970) and (3) co-articulation effects
across word boundaries are much less dominant
than within a word (Lehiste, 1964), The main
difficulty with these sources of knowledge is that
they are in generative form and their analytic
counterparts appear to be much harder to
formulate.

6,6 Parametric Level

Many different representations of speech
at the parametric level have been proposed and
tried. Most of these consist of sequences of
parallel measurements for each phoneme-sized
chunk, be they formants and bandwidths, zero
crossings and amplitudes, distinctive features,
or ASCON parameters., Other relevant knowledge
that has to be represented at this level are
rules for the determination of significant
parrmeters of speech, different weights for
different features based on the perceptual
characteristics of speech. The following table
summar izes these:
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Represented by sequence of parallel
measurements

Articulatory rules for significant
parameters of speech

Evidence about perceptual charac-
teristics of speech

Mechanisms, Mechanisms needed at this level

inalude;

(1) Measurement programs for each parameter.

(2) Special measurements under the control
of lexical level,

(3) Rules for normalizing for parametric
variability resulting from phonetic context,
speaker variability, sentential context, etc.

Problems. Major unsclved problems for speech-
understanding systems appear at this level, These
problems arise when one tries to correct for the
effects of phonetic, syntactic, and semantic
contexts on the wide variability observed in the
parametric representation of the speech utterance.
This variability on the parametric level leads
te error in all subsequent levels of representation
and, in particular, the phonemic level.

Parametric variability resulting from
phonetic context is usually explained by con~-
sidering the complex articulatory gesture that
results from the given sequence of phonemes.
In general, two articulatory gestures corres-
ponding to two adjacent phonemes is called
co-articulation, At any given instant the
observed segmental parameters are the direct
result of co-articulation of the different
gestures.

There have been intensive attempts to predict
the effect of co-articulation by means of Acoustic-
phonetic rules {Lindblom, 1963; Ghman, 1968;
Stevens, House, and Paul, 1966; Broad and Fertig,
1970). These rules are usually in a form
suitable for the generation of speech, rather
than for amalyzing incoming speech. This has
led Stevens and Halle (1962, 1964) to suggest
“analysis by synthesis'' as a model for speech
recognition. This medel for speech recognition
invelves a comparison of the input spectrum
with scme internally generated spectra, and an
error signal fed back to the generator for the
next stage of analysis-by-synthesis.

If most of these generative rules can also
be expressed in an analytic form, then the
computationally more economical "hypothesize-
and-test" might be more suitable. This technique
involves hypothesizing the presence of a phonemic
sequence and formulating or selecting a test
that would verify the hypothesis. This is one
of the methods that has been used sueccessfully in
artificial intelligence literature {Newell, 1969).




In the extreme, hypothesis and test may be
equivalent to the comparison of spectra in
analysis-by=-synthesis with no reduction in the
compucational effort, 1swally this is not

the case; e.g., 1t is not necessavy to generate
the whole formant tragectory when a simpler

test of the zlope can provide the same informa-
tion,

Parametyic variability resultiog from

syntactic and semantic context. Segmental
parameters are nat anly affected by phonetic

context by also by morphemic, syantactie, and
semantic context. Acoustie charvactevistics

of the same word ([and thereby the phonemes in
the ward) can exhibilt radical differences depen=
ding an the sequence in which il appears. Most
of this behaviaor is rule-governed and, to

that extent, can be deciphered from a knowledge
of English phonalogy. As with the phonlogical
rules, most rules of this type have been
deseribed i artfculatary kEerms and have neither
been translated to acoustical implications

not tested for their general applicability il
the English language.

As mentioned earlier, the problems raised
in this section may be critical ta suceqgsful
implementaticn of any meaningful taek dealing
with continwous speech. Responsible scicnbises
who are knowledgeable in the area of acoustic
phonetics and phonetic structure of English have
warped af the extreme complexity of acoustic
encodings of phonetic segments, JIf we do nat
have satisfactory solutions to the issues
rhised here, 1t 15 dovhtful wherher we wauld
evenn have apeech-understanding systems which will
be applicable in the future to more difficult
tasks.

Sources of knowledgse. There is a4 great
deal of literature on co-articulation, acoustfle=
phonetic rulea, and phonological rules,
However, mast of it is in an undigested form with
a few aspects that are related to speech recog-
altion embedded within & great deal of informa=
tiom which 1s aot.

6.7 Atoustic Level

The representatioa at this level may be
the original analag signal itself or & sequence of
amplitudes of digirtal wave forem., The mechanisms
required at thisz level tonsist ©f variocus signal
processing techniques, such as fast Fourler
transforms, digital filtering, ar analog equi-
valents af these. These cxtract the continuous
measures which make up the parametric represen=
tation,

Eroblems, The problems at this level deal
wirh techaiques of elimination of noise of
various types.

(1} Eovironmental noize. Many speech-
understanding systems may have to operate in
neisy computer rooms wWith teletype neises and
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air conditioning nolses distorting the sigpal,

There have been sume attewmpts at noise subtraction
(Stockham, 1971} which have worked [airly suggess-
fully. The main difficulties appear to be the
excessive computation time and Lhe possibilicy

of losing same of the relevant portions of the
original signal in the process of noise subtrection.

(2} The other major type of distortion that
has to be cansidered at the acoustic level is
that resulting from the wse of the felephone as
the input device., Unlike noise which adds
extranecus information te the signal, Ehe telephone
distortion mostly subtracts ioformatjon at the
at the high end and the low ends of the signal.
In addition ta the handwidth limitation, there
are other typez of known sipgnal distertiens that
take place, such as attenmation distoytien,
envelape delay, crass modulation, discretization
noise, and random ncise. There has been no
systematic study of the effect of cach of
distortians on zpegech recognition systems.
It appears to be imperative that the elfect of
these distortions be carcfully analyzed to
study thele {oplications on spegch-understanding
systema.

these

6.8 Conelugion

In this section we have followed a path
through the varicus levels of representation
that appear to be involved im any speech-under~
standing system that is to be realized in the
next few years, This path has mestly exposed
issues and problems, and iz a reflection of the
more extensive analysis given in Appendices B
and 102,

Fur the purposes of the study we need to
gather together in an orderly way the various
poeints and opinicos that have been raised in
the course of the amalysis, This Iz the
tagk of the next secticen.




7.

7. TECHNICAL PROBLEMS AND PROSPECTS

The preceding section has touched on many
technical issues and mest of the techriecal con-
clusions have already been mentioned in pne way
or another. However, wWe need to pull them together
te bring out their implications for the ultimate
purposes vf this study. The basic preblems
listed in Figure 2.7 provide a suirable framework.

7.1 The Continuous Spevch Problem

To summarize: {1} speech recognition must
work on continucus speech; {2} the parametric
represeatation of a2 phonetic element is strongly
dependent on the surrounding phonetic context;
(3} almost no experience is available with recog-
nition algorithms on comnected speech. The
varicvty af distinet sigaificant phonetic eontexts
{rot really estimable, but of the crder of
thousands) denies any simple data processing or
combinatorial solutions {such as keeping data cn
all possibilities in memory}. A few difficule
cases might be handled by the phonetic egquivalent
of an idiom (["how are you" as one word}, but this
cannot stand as a solution of amy generality.

The essentfal problem of continuous speech
is the errors in phoneme~level identification,
and not necessarily the problems of segmentation
between words., One canmot segment speech imto
words a priori from an examination of the local
character of the signal, except at pauses.
Howover, the essential matching for candidate
strings docs not have to be done for all phase-
shifts of the phonemic strimg, but only for
vowels against wvowels. This, coupled with the
fact that must werds have oaly one syllable,
appears te keep the combinaterics within bounds.

The gap in knowledge about recoghition
of continuvus speech is almest sufficient by
itself to force a negative answer Lo the study
until at least one full-fledged intensive effort
has been accomplished on contimuous speech
recegnition., The mitigating circumstance is the
pragress in the last decade in acoustic and
phonological theory: (1} lawful relations betwsen
the behavior of the articulatery system (as the
independent system) and the bechavior of the
parameters of the speech wave {as the dependent
system); and {2} rules for English {or other
natural languages) which dictate the phonetic
scgments that result, given the lexical (phonemic)
centext. Examples of both types were given in
the analysis section.

These laws have not been exploited to any
degree in recognition syscems. A substantial
amount of variation in the parametric represen-
tation seems accountahle by the proper exploiration
of these rules. We have little doubt that this
source of informacion exists. We do have a
number of concerns about the completeness of
these rules and the degree to which they have
been really tested against quantities of speech
in warying c.mtexts. Scientific work can be

successfully initiated with selected cases and
special enviromments. A speech-understanding
system will be forced to take guantities of
speech &s it comes. HNevertheless, the existing
collection af acoustic-phonetic and phonclogical
rules is a major source of knowledge which can be
mined in relatively short order {a few years) and
maoved intp a form which can be incorporated inte
recognition algorithms of warious types.

7.2 The Multiple Speaker Probiem

It has become traditional o refer to the
preblem of multiple speakers, partly because a
number of earlier speech recognition systems were
strongly adapted to a single speaker. Substantial
variatioen occurs in the parametric vacilation of
separate speakers. Existing systems have handled
small numbers of speakers (ten), but not with any
structural grace. The techniques they used do not
permit extension to an indefinite set of speakers,

Some of the variance between speakers can be
accounted for by the acoustic-phonetic laws
mentioned abowve. When proper measures are taken
for the use of these laws, they beccme speaker
invariant. Additicnal forms of speaker normal-
ization are undoubtedly possible, apd prior
success by some of us (Forgie, 1259) and by
Gerstman {1968} in finding some normmalizations
within limited areas when sought gives us some
faith in this assertion. Alsc, careful studies
af speaker identification techniques (Welf, 1970)
shed some light on the nature of the problem.
Whether the mulriple speaker problem goes away as
an identifiable problem after such efforts is hard
to predict. In any event, special identifiable
research does not seem required for this problem,
ather than the already emphasized work on the
acoustic-phonetic rules. The search for nor-
malizations, which is indeed important, seems to
us Lo proceed best in conpection With acteal
{and particularized) recognition systems.

7.3 The Speaker Dialect Problem

This issue contains both guestions of dialect
spoken and questions of age and sex. Ultimately
all questions of speaker wvariation -- age, sex,
perscn to persom, occaslon bo occaslon -- blend
inte one ancther. Thus, the exploitation of
acoustic-phonetic rules has positive effects on all
varieties of this problem. But whereas the issues
of muleiple speakers must be accepted Iin any
realistic system, the same attitude need not extend
ta variation of dialect or variation by sex and
age. Most of the work on acoustic=phometic laws
and on phoenolegical rules have been taken on
what 15 known as general American dialect. To
permit variation in dialects (or accents) would
be to make much cf this material inapplicable.
Similarly, acoustic measurements have often been
performed exclusively on adult male speakers,
due to the standard apalysis tool, the speech
spectrograph, being designed to show the format




structure well only Iin speakers with low funda-
mental frequencies (i.e., ma2les). This existing
data is inapplicable other than ko male adults.

Basically, all sources of variation should
not be taken on simultanecusly. Variations of
dialect, age and sex are posiponable. They will
almost surely yield to developmental effort, if
systems become possible for males with the
general American dialect. Then, in fackt, the
motivation will exist te do the additional em-
pirical work to develop corresponding laws and
rules for these wider populations,

7.4 The Environmental Koise Problem

Hoise of the kinds wsually found in natural
environments results in performance decrement
roughly in correspondence to the amount of noise.
There seems to be ne reascon fo put special
strickures on envirommental noise. When the
system's performance is marginal, then the effect
af enpvircmmental noilse, even in modest amounts,
will be easily detected. As system margins
increase, some of this can be spent, 50 to speak,
in permitting room noise to increase.

The chattering cf teletypesor a printer right
next to the microphome s another matter, and is
not likely to be admissible for some time to come.
This may well be Etrue of other types of special
noise, though what ncise sources are cof concern
depends on the application.

7.5 The Telephone Problem

Actually, the question is what type of
comunication channel can be used. However,
the possibility of using the ordinary telephone
is of overwhelming interest and importance. Its
low cost and wide availability are matched by no
other input tramsducer.

The grosser aspects of telephone communica-
tion, i.e., the restriction of bandwidch to
300-3000 cycles and the 5/¥ db raring are perhaps
tolerable in the same sense that environmental
nofse is tolerable. Degradation of performance
of a system should be a continuous function of
the bandwidth limitation from essentially the
full range (50-7000) down to telephone band, and
of 5/N ratio, However, such gross characteriza-
ticns are makt adequate to desctibe the effects of
comuunication aver the telephone. There are burst
noise, distortien, echo, crosstalk, frequency
transkation, frequency dependent envelope delay,
abrupt level change, and clipping of the ends
of conversations {om TASI} ta list only the
aspects currently measured by the telephone
system itself,

In addition the carbon butten micrcphene
used in current handsets has notoriously unpre-
dictable effects on the speech signal, which may
vary from instrument to instrument znd from time
to time.
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We beliewve it unsafe te rely on using the
telephone system, No published results om recogmi-
tion systems using telephone communication are
available at the present. 3So the pesition is
really one of lack of knowledge, After suitable
investigation it could tura out that telephone
system noise could join cther types of noise, for
which there is a fairly dependable degradation of
system performace, Thus it could be balanced
of f against other noise sources and positive
margin in designing for a particular application.

The questicns surrounding the telephone
system seem of finite scope and not c¢onceptually
complex. Answers (which could be nepative in
implication} should be forthcoming for research
effort expended. Since the telephome is swch an
important consideration in the application of voice
recognition systems, it seems clear that such
research should be done. Ewven with existing recog-
nition systems, much could be Eound out at an e=arly
date to evaluate the degradation from usinog
telephones,

The commen commercial telephone system is not
the only communication system of interest. Each
such system needs ko be investigated in detail.
Telephone systems employing pulse-code-modulation
(PCM) would appear to have a better chance of
being simply a bandwidth limited carrier. Radio
communications systems, such as tower-to-plane
communiications systems, seem to be so noisy and
variable by human tests (which form an upper bound
for machine performance for some time teo come)
that they can be dismissed for current work
(Beitscher and Webster, 1%36).

7.6 The Tuneability Problem

Many current systems respond to the preblem
of multiple speakers bv having extensive infor-
mation for each speaker, e.g., samples {or multi-
ple samples) of each word for each speaker. This
extensive tuning of the system to each user pre-
cludes certain ldnds of interaction (e.g., that of
Voilce-C5). Alsa, as the vacabulary size increases,
this kind of strategem must be abandened in a
useful future system,

The burden of an alternative lies with the
discovery of normalizations and with the use of
acoustic=-phonetic rutes, already discussed abave.
If these prove successful, interaction of known
character for calibration might still be required
to determine speaker dependent parameters. It is
not clear why this would be mere than a few
sentences {depending on the ncise being tolerated).
Thus, we see this problem as subsidiary to cthers.
Howewver, the wariance in the speech signal that
cdan be taken out by the laws and rules currently
known is undetermined. Backing up Lo a more
empirical approach may still be required.
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7.7 The User Training Problem

The user training problem shows up at several
{theugh ne all) levels. The user can modify
casily the semantic model that governs his talk,
He ecan modify, though not instantaneously, his
lexicon or his syntax. He cannot acquire new
phonemes or new phonological rules, at least
not without engaging in something as strenuous
as learning a foreign tengue without accent. These
levels are the means of communication, and such
means become increasingly assimilated and automated
with time. Taking on new aspects {(new words, new
grammatical constructions, etc.) is not too
difficult, though it requires learning, Modifying
already assimilated communication tools is more
difficult, When an artificial communication
system masquerades as a natural one {(i.e., has
the form of a natural one, but with added restric-
tieons), the possibilities for successful training
are especially suspect {(ecften referred to as the
habjtabjlity of the language -- Watt, 1968),

This dim view of training the user appears
at variance with the common observation of
human adaptability -~= that the human can learn
te work with any machine. However, when a human
gets inteo a situation to which he is not already
adapted, he slows down, sometimes considerably.
First uses of a programming language are very
slow, as is communication with a phrase book in a
foreign country, Also, it often takes a long time
icr a human to adapt, long enough tec preohibit
such adaptation as a design goal for a system.

The level of adaptation of languages (syntax
and vocabulary) should be about the same as that
accepted for computer systems, Thus, systems
such as Voice-DM are useful designs. It dees not
seem appropriate to require adaptation of speech
production, except what oceurs naturally through
use of the system. The work of Makhoul (1970}
on speaker adaptability to a particular word-
recognition system indicates the gains to be made
from implicit adaptation could be as much as 5%
better sentence vecognition,

Qur decisions reaffirming only natural
adaption by the user in the target system stem
primarily from notions of appropriate design.
Moreover, we cannot identify any specific problem
that training at the speech level would be
especially helpful in selving.

7.8 The Vocabulary Problem

Increasing the vocabulary raises the proba-
bility of confusions, However, the simple size of
a vocabulary is not the most appropriate indicator
of its character. Vocabularies are not selected
as if they were random samples from fixed universes.
As the vocabulary grows, longer words increase.

We attempted in the analysis section to estimate
the amount of confusability as the vecabulary
increases.

Increased confusability is not the only
effect of a large vocabulary. The necessity for
elaborate matching procedures Implies that only a
modest number of matches can be made for a given
candidate against items in the memory. Exactly
how many matches can he afforded depends, of course,
on the amount of processing avajilable. But eventr
ally the system must select subsets of the vocabu-
lary for consideration without processing the
entire lexicon.

There is no way to know now exactly how
these factors will balance out, or which will
become critical. A total lexicon of 1000 items
seems reascnable, More than this {(e.g., the
10,000 suggested in the initial specifications)
seems tooc risky an extrapolation. However, if the
whole cluster space grows, there may be no trouble.

How selected the vocabulary can be is
important, With large vocabularies substantial
numbers of near neighbors and peculiar junctions
will occur, so that specially selecting the
vocabulary might not seem much use, On the
contrary, in any particular application a small
number of aspects (words, word-transitioms, etc.)
will cause a disproprotionate share of the errors,
Being able to remove a few specific cases, by a
judicious replacement of words, might be worth
several percentage points in overall error rates.
It seems important to retain mild selective
opt ions for the vocabulary, and not strike for
completely free (or even perversely selected)
vocabularijes.

7.9 The Syntactic Support Problem

Throughout we have emphasized the role
played by syntactic supports. The issues have
been two: how much restriction can be obtained
from the syntax; and how that restriction can be
utilized. For the simple systems we considered,
there is little question on both scores, A few
bits of selection per word are available, which
could make a substantial difference. And useful
techniques exist both at the lexical and at the
phonemic level, The simple tasks seem quite
within reach from this viewpoint.

The real problem arises in taking the next
step to general grammars, This step must be
taken, since the range of tasks that admit simple
ad hoc grammars is highly circumscribed, For more
general grammars there is still considerable
uncertainty about how to interface them to the
lower speech levels. Our discussion of this in
the analysis section (Appendix 9) revealed our
current ignorance. However, this ignorance is
not due to the existence of hard scientific
problems, but to the state of development on
computer processable grammars., The field is
active and is one of the better understood parts
of computer science, But the questions relevant
to the intercommunication between syntactic and
phonemic levels have not been asked. We suspect

that relevant and useful answers would be forthcoming

if scientific attention were directed to them.




e should aim for an ipnitlal system With &
constrained grammer, where the inter face ¢an be
treated by ad hoc means, since not epough is
known to go further. Thece is & high payoff in
gatting the requisite research done, and it might
even be posaible to expand the grammatical
component as the result of short run returns from
such research.

7,10 The Semantic Support Froblem

The c¢xample tasks revedled a diversity of
semantic aspecta, For a1} but the ¢omputer
consulting task (Yolce=(C) the semantic structure
was ad hoc -=- whatever structure was required in
the computer system to perfovm the task, In
each task w¢ were able to find some aspects of the
semantics that were relevant Ec recognition. 1In
each case we found mechanlsms to exploit the
semantic knowledge.

The main lesson we leart from these tasks is
to formulate the task Iin a sufficiently explicit
and detailed way. The implications for the
development of 2 real system lie pot in research
on semantics Il general, but in great actention
ta the specifics af the task,

With the computer consultant task the
situdtion changes. The structure we posited for
Voice=CO teflecks the work on bullding gemeral-
ized question answering systems. Here there is a
common structure for semantics, and with it the
possibility of gemeraljzed solution to how the
semantic level interfaces with the recognition
levels. The model of semantics employed, though
gtill limited in many ways, is entirely adequate
to the retrieval and data base tasks typified
by the other three examples. Though somewhat
ayerpoweting for simple table loak-up tasks,
such as the camputer status task, it provides
3 way of incorporating moedels of the user and
the conversatiom that wete breated enticely ad
hoc in Volece=CS.

Though some mechanisms emerged, such as the
dynamic restriction of vocabulary, we were not
ahle to provide a Farmulation of the semantic
interface problam with the same preecision that
we formulated the syntactie interface problem,
The reasons are not hard to find. Though
common threads run threeugh the work on semantics,
it does not have the structural clarity yet of
the work on ayntax, The explicltE yeprescatation
for syntax permits the ¢lear atatéments of
geacral problems that must be faced for all
grammars 2o trepresceated, e g., the taking of
lexical termindls in some order.

We take this fallere of formulation te
indicate that rescarch on semantics is not yet
ready to be locked inte work on a spegech-under-
standing system In a direct way, Rather it should
be pursued at a more general level until some
research occurs (it would enly take one good
piece} that clarifies how to bring the general
Formulations ko beare,

7.4

7.11 The User Model Probiem

Even In the simplest tasks we ¢auld diastin-
guish clearly a model of the user, with his
desires and knowledge. In none of our examples
did these models get complex, though they did
include explicit rules of social Intercourse.
Though necessary for handling sophisticated
dialogue (see sectiom 7.12}, the rval reason for
including them is the amount of seleceivity they
provided on the nature of the current utterance.

It {3 certainly appropriate to c¢all for work
to produce better models of the user. Work in
psyehology has not produced such medels, and it
cannot be expected to do so without somcething
focussing interesL on the problem. However, the
history af medeling with respeet Lo man-computer
communication generally does not provide much
basis for hope. Some {veling [or the possibilities
is sketched in Appendix 10, The task used there
is entirety different from those considered in
the study, but yne where sufficient is knawn about
human behavior to heve a full-fledged medel of
the user's communicative behavior.

So little has been dune with explicit user
mode ls that we heslcate to put weight on them,
We expect that they will emerge as important
for prupused systems, but in an ad hoo form,
and will then permit suitable formulation as a
deliberate area of research and development for
the succeeding peneration ol speech=understanding
systems,

7.12 The Interaction Prublem

A& key determiner of the total success of
the systems We discussed is how skillfully they
handle interactfion with the user. &As wWe nole
below (section 7,13}, performance is not defined
by the correctness of a particular utterance
given in response tpo & request for information,
but by whether the user leaves the encounter with
the system with the correct fnfcmaticen and In a
suitable (positive) frame of mind, These
chara¢cteristics of system perfarmance are nat
determined by the probabilities of prror of
semantic interpretation alone.

Suc¢essful interaction requires primarily
2 model of the user that permits the appropriate
distinctions, The Actions to be taken are not
difficule. Unforecunately, the problem is not
just one of model building, but also of empirical
facts. However, first order models can be built
just from our own participatory rele in human
affairs. We do n3t think special research can be
formulated. However, ralatively high aspirations
should be held aboul the kind of graceful inter-
acijun the system should perform, though we maky
no specification of th¢ exact varieties of inter=
action which should be included. Experience is
the best guide to that,




7.5

7.13 The Reliability Problem

Our emphasis on the total system implies

that the error of primary concern is on the
semantic interpretation taken by the computer
system in response to an utterance {or utterances)
input to it. The level of error that can be
tolerated at this final level depends on at

least three almost independent things: (1) the
task; (2} the psychology of the user; and (3) the
alternative input media available.

For a specific task embedded in a specific
larger system acceptable error rates can some-
times be estimated. In our tasks, which are
taken in isolation, this is not possible. All of
our tasks are constructed so that errors of the
jolnt user-computer system are rare. Instead,
errors of the computer are apparent to the user
and are corrected by additional communication,
Thus, the governing factor is the psychological
response of the user, If the error rate gets
too high, then the user becomes dissatisfied
with the response of the system.

Unfor tunately, almost nothing is known about
user responses to computer systems, either in
terms of measures of psychological response or
in terms of dysfuntional behavior, This helds
for almost all human factors questions with
respect to computers. It seems excessive for
us to ingist on good knowledge of user reactions
to speech recognition of various quality.
Nevertheless, it would be nice to have. From
casual observation (e.g., in the Voice-KP task),
errors of 2 geems excessive. It seems
plausible to ask for 904 correct semantic
response in the sorts of tasks we have con-
sidered, but we have litile basis for such a
figure.

The third factor listed above was the
error characteristics of competing communications
channels, It is part of the lore a&bout human
adaptability that, if necessary, humans will
endure incredibly bad situations (here communi-
cation channels), But this is only true if
no alternatives are available, Again, lack of
scientific knowledge generally about psycholo-
gical response to communication chammels into
computers make it difficult to say anything
wmeaningful about the trade-offs,

7.14 The Real Time Problem

Real time is characterized by at least two
criteria, First is the amount of time to
process a second of speech., Real time requires
that it take one second & less, without too
much variance. Second is the delay before the
interpretation is available, Real time requires
that it be available immediately after the
utterance is finished. For speech this is
generally the sentence, which amounts to a few
seconds of speech. To equal human performance,
it should respond with no delay for trivial

utterances, and perhaps a few seconds delay for
questions that require intellectual activity on
the part of the human being. Thus, a system has
the right to wailt until most of the cantext has
arrived before obtaining the final interpretation.
But it cannot wait several minutes until, say,
numerous utterances have piled up.

It seems important to accept both these
real time criteria as design goals. The use-
fulness of speech Input to a machine depends
strongly on its being real time. Many of its
advantages disappear if the response to trivial
statements is too sluggish., And the data rate
advantages disappear almost by definitionm.

The real time problem strongly interacts
with both the amount of processing and of memory
available (Sections 7.15, 7.16). However, the
only safe view is that in the short run (3-5 years
more powerful general purpose equipment can only
convert approximately real time performance into
real time performance. It cannot make a silk
purse out of a combinatorial sow's ear.

7,15 The Processing Power Problem

An axiom underlying the study was the
avajilability of processing rates substantially
faster than existing machines (barring some of
those that one would not normally think of as
I/0 processors, e.g., Illiac-IV). Thus, one
should design for the availability of extra power.
This is compatible with one of the real time
concerns, namely that some set of time constraints
be accepted to force concern with the amounts
of processing devoted to various parts of the
recognition process. It is somewhat at variance
with the other real time goal, since one wants
to communicate verbally with precursors to the
eventual system, and it will be a shame if this
is too far off real time, though a factor of
five down can probably be tolerated,.

We have nothing sensible te say about the
actual amount of computation needed, except that
it will requlre substantial amounts of power,
and that one should look toward a system on new
hardware. Too much depends on the exact nature
of parameter extraction processes and of search
and match operations.

The extraction ¢f parameters, which involves
operations akin to taking transforms, constitutes
one place where specialized hardware might make
a substantial difference. Specialized hardware
is associated with some recent proposals for new
parametric representations of the speech wave
(the ASCON parameters, introduced by Culler, 1969),
We have more in mind-- devices to do variations
on the Fast Fourier Transform. The exact nature
of such hardware, and whether it is really
appropriate, are matters that it is not necessary
to settle now. The major concerns seem to us
thoge of the total system and its organizatiom,
and not the efficiency of a particular component.




cwever, this undcubtedly needs aericus attenticn

if an effort of major proportions gets underway.

7.16 The Memory Problem

We separate this from the processing
problem only to zould have
plenty <f millions of instructions per second
if one had a 1000 word
dicticnary with 1000 words of data per
lexical item (e.g.,
to access the memory a few hundred times in a

emphasize that cne
and still have preblems

many samples) and needed

half a second. The amcunts of data lie rather
close to the boundary between fast (e.g., core}
memory and slow (e.g., disc) memory. BAs the

digcussions <f memory organizaticon have
emphasized, random accessing requirements may
pose very serious problems for sequential stores,
The
advent of other stores, such as optical discs,
cculd change these considerations
In fact, the memory structure could have a
majcocr influence c©n the entire lecgical
of the processing.

but nct at all fcr cocre or film stores.

radically.

structure

7.17 The Systems Organization Problem

Throughcut the report we have emphasized
the preblem of system organization. It
many aspects. First is what information is in
the system and hcw
argued that an organization of levels is
mandatory, though more flexible organizaticns

has

it is represented. TWe have

what communication
e.q., feedhback and
Implizit in this is a strategy
Third is
structure that permits this communication. The
aystem must have its own scheme of multi-pro-

cessing or parallel prcoccessaing The

are ccnceivable. Second is
between levels —

feed-forward.

<an ooour

fcr handling errcrs. the contrel

atructure.
memory structures are too large to permit a
gimple asingle-processor-single-random-memory
organization. 2All other forms
software system proklems, where right answers
Fourth is the

match and processing

raize formidable

are not easily found.
collecticn of search,
programs. These, <of course, are concerned with
individual aspects of the total esffort, e.g.,
how to access But which programs

are

the lexiccn.
nec¢essary,
efficiency,

and with what sophistication and
depends intimately on the total
zystem organizaticn and computational strategy.

It cannot ke diverced from the general preblem.

The abkility eventually to put together a
speech-understanding system of realistic dimen-
gions depends heavily on a great deal of
of the
to achieve

develcpment of all these aspects --
possibilities for trade-off and how
them. It will neot do simply
pleces piecemeal

to work on the
{to coin an alliteration;

then to put together a total system on the basis
of a paper design, embeodying one set of untested
for how to handle the total
trade-offs. There must be as much experimenta-
tion and development here as in the parts that

seem more properly

and
nctions

system

speech criented.

Unfortunately, research on systems organiza-
tion cannot go on in the abstract. It is nct
possikle to define any of the issues so they
be attacked effectively cuteside of specific speech-
underatanding aystems.
here that reflects
computer science.

counterpartsa

carn

There is a alight paradox
state of
Mogt <¢f these guesticns have

cther large systama —

the current imperfect
in guestions
of heuristics to
of
afficient handling cf

of file organization and search,
avold looking at low probability material,
of
confidence indicators,

acontrol structures,
of good matching algorithms.
in other contexts will

help in ¢orresponding work on apeech asyastems and
Yet,
preklems in the abstract,
sther fields,
speech-understanding systems.

Work on these problems

vice versa. it is not safe to pose these

or in the context of

as a way of getting the jcb done for
The probabilities
of golng seriocusly astray are toc great. Rather,
aubstantial amcunts of experimentaticn with total
systems must cccur prior to the design of a

final system.

7.18 The Cost Froblem

Ultimately a wvolece terminal has to ke
competitive with other channels, except those
special applications where voice has
gqualitative advantages {e.g., hand-free mokile
operaticn)e Low speed terminals now cost of

distinct

at the terminal
A gpeech system
almest nothing
{a telephocne handset at best,
kut a microphone at worst),
dollars per terminal internally.

the crder of a thousand dollars
and almest nothing internally.
will have these costs reversed:
at the terminal
but thousands of
For the
involved,
the cost is very
it can be time shared among many

amount of processing that is even
under optimistic circumstances,
large unless
inputa.

We have not felt it necezsary to attempt
these of the
necegsary infermation exist to do so. Some of
the same statistics on multiple users applies
here as

sorts cost analyses, not does

tc multiple teletype users. However,
not only is the data rate higher, kut speech
users will have a tendency to surround meaningful

talk with fragmentary utterances. Even 1if these

do net cause excessive additional confusions, they
will cause computaticon to eliminate them. Some
of our tasks control this mcre than others. The

peint 1s to caution against the asumpticn that W
voice channels will have the same leisurely

statistics that N teletype channels have.

7.19 The Completicon Date Proklem

Three years, the time initially targeted for
is not encugh.
by then requires that everything bhe in hand
scientifically and crganizaticnally. In fact,
some directed research is reguired for an inter-
esting system. Though the critical items have a
reasonable chance of with rather
time scales, their results should be in hand to
permit development to proceed.

the system, To produce a system

short

SUCCesso
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More important is the requirement for cyeles
of experience with the total systew organizatiom.
To produce A system in three years requires
immediate commitment to & system organization,
including representations and the mechanisms
for intercommunication. This allows efforts on
compoments to proceed in parallel, which then
come together for Assembly amd testing at the
end., But this is just what will fail, since
the systems organizatien {5 a major part of the
problem,

We do not start from scratch on  experience,
of course, Though many of the earlier systems
of the Fifties were too simple to count as
experience in system organization, the system
of Vicens and Reddy can be considered relevant.
Successor iterations of thigz system are in
progress (at CMU and Stanford) and will provide
another cycle of experience within another year.
S¢ill, it seems neécessary to obtain at least one
more cycle of experience and research, with
systems that are relacively independent of this
line of work, utilizing different dasign
choices and focussing on different aspects,

Five years seems an appropriate time scale,
in the light of the above requirements, There
are additional reasons for meving beyond three
yeats, but they belong to the next section,

7,20 A Target System

The coaments about cach of the nineteen
problems adds up to the two major conclusions
of the study. Firsc, the initial zpecification,
¢n the left side of Figure 1,1, is too ambitjous
glven the state of the current art. Second,
gathering together the specifics of our comments
vields a medified specificarion, on the righr
aide of Figure 1,1, This specification seems
to offer a reasonable chance of attainment, if
pursued with appropriate motivation and funding.
Thege latter issues belong to the next and final
sectlon,



8.

We have arrived at the following position:
The initial specifications are too ambitious,
even within a five year period, but we have re-
placed them with another set of specifications
that seems possible of accomplishment. We
accepted some items which are beyond the art
today, but seem necessary for a total system to
constitute a major step in the right direction.
Chief among these were continuous speech, many
speakers, and real time. We specified a use-
fully large vocabulary (1000 words), though its
effects may be primarily through the real time
problem.

We eliminated items that, though not neces-
sarily harder, secemed less critical to an
appropriate forward step: the telephone,
speaker variation by age, sex and dialect, and
the use of general English-like languages. For
each, specific areas of ignorance were identified,
and great risk attaches to multiplying the num-
ber of lndependent major successes required to
obtain a system. Some of these (the telephone
and general syntax) seem to be the next steps
beyond the existing specification. TImmediate
research on them is appropriate. With
poeitive enough results from these researches,
gpecifications for the target five-year system
could be upgraded. Others (e.g., speaker
variation by age, sex and dialect) seem
postponable.,

This section discusses how the five year
target system might be achieved., There is no
one way, and any plan must respond ultimately
to avallable technical resources and funds.
Nevertheless, the easiest way to present our
ideas and opinions is to lay out a specific
plan, We did in fact consider a number of
alternative arrangements, which are presented
briefly in Appendix 12. But only one variation
recelved sufficient attention in the light of
the actual target system to be presented in
detatl.

8.1 The Plan

Figure 8,1 lays out a plan for achieving
the target system in five years. It starts

by initiating directed research in three areas:
(1) phonological and acoustic-phonetic rules;
(2) the syntactic interface; and (3) recognition
experiments on the telephone. The first twoe
are more substantial efforts thean the last, in
terms of manpower and scientific involvement,

A summer institute occurs in 1972 to launch the
appropriate research and spread interest in it
throughout the scientific community.

Also in the first year potential candidates
for putting together the target system are
selected and funded. These organizations require
sufficient funding to acquire appropriate people
and to construct an experimental speech-

8.1

WAYS AND MEANS

understanding system. This latter, to be

created during the first two years of effort,

is both a vehicle for research on system organiza-
tion problems and real time problems, and a major
input to the selection of final contractor(s).

A major structural feature of the plan is a
decision point at the end of the second year,
At this point it will be decided whether or not
to attempt a three year development effort for a
speech-understanding system, and, if so, with
how many parallel efforts. Substantial new in-
formation will be available at this time, so that
the decision will be a real one. These inputs,
discussed in Section 8.4, are:

{1) Results of phonological and acoustic
phonetic research.

(2) Results of syntactic interface

research.

(3) Results of studies on the effect

of telephone communication.

(4) The preparedness of the candidate

contractors, including:

{a) Experimental total speech-
understanding systems.

(b) A detailed analysis of the tasks
to be performed by the system,
and the range of mechanisms to
be used,

(¢} A decision on the parametric
representation of speech to be
used, supported by adequate
technical analysis.

We expect, of course, that two years' work will
have produced additional knowledge to help
estimate the situation. However, we are banking
only on the items above.

The possible outcomes of the decision
point are:

(1) To go ahead with a single contractor.

{2) To go ahead with several contractors,
presumably with variation of systems
and tasks sufficient to warrant
multiple efforts,

(3) To delay the decision, since no

available contractor has the re-

quisite capabilities to produce
the system, even though the scien-
tific indications are positive.
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{4) Not to go ahead, since the
scientific results (including
questions on the total system)
are not encouraging:

Continue research on the
difficulties.

Terminate the research program.

Assuming a pesitive outcome, an important
decision about hardware facilities would alsc
occur at this peoint. The substance of that
decision does mot concern us here; the
proposdls would undoubtedly contain explieit
specificatien for the hardware to be used.
However, if the decision is made to use brand
new hardware, then at least ancther year should
be inserted inte the Ltime scale. On a newly
manufactured computer system the software and
operating systems will be in rudimentary
operaticnal shape (though no doubt in excellent
conceptual shape}. The organization will put
4 substantial amount cof effort intc augmenting
the software systems to bring them ta the state
of convenience comnonly expected on the prior
sy stbem.

The position just enunciated is not a
biaz for living with aold systems. Speech-
understanding systems must eventually move to
more powerful hardware. But we do mot under-
estimate the necessity for adegquate software,
especially in constructing a4 total system of the
magnitude of the target specifications. Thues,
two branches occur after a positive decision.

The development systems will proceed like
a normal development contract to a single group.
1t makes little sense to guess now at Inter=
mediate stages for a target system to go
through, Each contractor is tocled up with a
relatively experienced functicning organization
at the start of the three years. The initial
wersion of the total system should come inta
being relatively early 1in the three years. We
have marked this at the beginning of the second
year, though it may be a little later. This
permits substantial adaptation and redesign of
the total system, so that the fimal wversion at
the end of three yedrs may contain little of
the initial cade.

The target system is not the end of the
line, We included early research to upgrade
the system specification. Ewen if these parly
attempts fail, it is entirely likely that
additicnal work will eventually bring to
fruition adequate pgrammars for errvorful input
and semantic systems for guestion answering
that are appropriate for speech-understanding
systems. Continued work on phenoleogical and
acgustic-phonetic rules will be highly wvaluable.
It will begin to exhaust the backlog of studies
that currently exist and will be coupled with
new investigations. By that time the amount

of speech data processed and examined amalyti-
cally will exceed the amount done throughout
the past, In short, research must continue
throughout the five years, though its lewvel is
not high with respect to the cther expenses.

At the end of the propram there is a
relatively heavy concentration on one (or a few)
contracters. However, we do not think the
pregram Will work without a general commitment
by a number of investigators. This holds
especially in the early phases, bub remains true
throughout. Beveral mechanisms are worth seriocus
consideration both to increase the peneral in-
volvement and to help keep it focussed. The
summer institute is the first one. The existence
of a committee of IPT contractors involved in
speech-understanding systems is a second. The
use of the ARPA network is a third. The
continuation of university-based research is a
fourth, And the existence of scme means of
obtaining high quality data for test and com-
parisen of systems is a fifth. These are dis-
cussed in Section 8.3,

8.2 gSpecification of Imitial Research

Fpur areas of research are approepriate for
immediate attentiomn, Examples of each hawve
occurred in the analysis section, so we concen-
trate here on programmatic statements of what
research is to be done.

Phenological and acoustic-phemetic rules.
Initially, the task is to take existing know-
tedge and coowert it inteo a form that is useful
for recognition. The data bears on two levels
of system, and, as it eecurs in the scientific
literature, is inverse to the form most needed
for recognition,

The phonelogical rules are well typified
by the work of Chomsky and Halle (1968), but
also by much classical work in linguistics
{(8loomfield, 1933; Fries, 1952; Hill, 1958;
Hockett, 1958; Trager and Smith, 1957). From
a phonemic representation of the lexical item
they derive a phonetic representation. TIn almost
all medern work (since Jakobson, Fane, and Halle,
1963} this is represented by some system of
distinctive features. The rules thus serve to
pro<duce 2 correct phonetic representation, which
can be related to the parameters of speech.

Ome wants several things. First, one would
1like a handbook of all rules fn a form that
makes it easy to understand the rules from the
viewpoint of recognition as opposed to producticn,
Each recognition effort should not have to engage
in its own literature research to dig up each
mipcr rule, An indication of the actual evidence
far these rules would be useful. Second, ane
wants wversions of the inverse rules: those that
say that such and such combinations of distinc=
tive features are prohibited, because of phano-
logieal rules, or that such and such a pactern
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of distinctive features indicates the occcurrence
of certain phonemic sequences. The form of such
rules, and the notation in which they should

be cast, are matters of some moment (and beyond
our present endeavor).

The acoustic-phonetic rules, as they now
exist in the literature (e.g., Lehiste, 1967},
relate the parametric representation of the
speech signal to the phonetic context in which
it occurs. Again, these need to be cast into
a handbook form using some uniform representation.
And, as with the phonological rules, some form
of inverse rules need to be derived, i.e., those
that go from features of the parametric repre=-
sentation to selections and exclusions on the
phonetic representation,

These bodies of knowledge must be generated
in a general form, not embedded in a particular
recognition algorithm., Of course, by the act
of choosing a notation, and selecting forms for
the inverse laws, some bilas Is5 created., But
the risk seems negligible compared to the gain
from having a body of rules available for
use in many forms of algorithms,

The rules, as they now exist, are not
only scattered in the literature, but in the
heads of the scientists who are (or have
recently been) working at the main centers of
such research, As usual in scientific work,
there are only a few such places. Here the
set mostly includes the groups around Fant
at the Swedish Royal Institute of Technology,
Stevens and Halle at MIT, Lehiste at Ohio
State, Ladefoged at UCLA, the group at the
Haskins Laboratory, the group at Bell Labora-
tories, and the group at the Speech Communica=~
tions Lab at Santa Barbara. The success of
this part of the plan is critically dependent
on inducing a significant interest in the
problem at some of these places.

The proposed endeavor involves theory as
well as compilation, It also involves substan-
tial systematic testing. HNot all the work in
the literature is empirically complete and
sound. Furthermore, inverting rules can produce
inappropriate generalization and must be tested
experimentally.

The total task involves substantial numbers
of man years. Yet, enough can be done in two
years to testify to its usefulness and to
permit estimation about the effort required
to bring forth additional results.

Syntactic interface. The analysis sectiom
made clear the kinds of interface needed between
the syntactic level and the levels below:

(1) How to parse sentences with errors
in the terminal symbols.

{2) How to parse sentences that are
seriously ungrammatical, involving
fragments, repetitions, etc., as in
natural speech.

(3) How to use confidence symbols
attached to terminals in parsing.
{4) How to parse when the order in
which the terminals are presented
is determined by the lower levels.
(5) How to parse when the information
given consists of phonetic features
rather than full words.

How to use information
stress, and intonation

(6)

about pauses,
in parsing.
{7) How to provide subsets of lexical
items that might limit the possi-
bilities at a point in the

phonemic representation,

All the questions are approachable, and some
possibilities were explored in the analysis sec~-
tion in terms of a particular grammar (that of
Woods), However, initial attempts to solve
these problems are rather crude, i.e., they
retreat to extensive generating and testing.
Modern grammars are characterized by efficient
parsing algorithms, which are well adapted to
their basic assumptions of a correct and complete
input string, available at the beginning of the
parse, The effort used in parsing is important,
especially since it must increase in any event
with errorful and fragmentary prose.

Thus, answers of various degrees of sophis-
tication can be produced for all the questions
posed above. Further, all the questions (es-
peclally the first four) have some intrinsic
interest to those who work on grammars, In short,
we believe that if these questions were motivated
properly, the relevant community would plck them
up and work on them.

Unlike the work on phonological and
acoustic-phonetic rules, a widespread group
of people in computer science are competent
to work on these syntactic problems. Further-
more, all that is required, beside the requisite
expertise, is adequate computer facilities.

The telephone system. We have already

gtated our unwillingness to consider the ordinary
telephone as a suitable communication system,
This position is mostly an assessment of ignor-
ance, although we know enough to be cautious.
However, it seems possible to determine whether
or not the telephone can be viewed simply as
another nolse source, whose degradation can be
measured by a few parameters and which can be
included in a system with an expected degradation
of X% in recognition capability. The alternative
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(negative) view is that the ordinary telephone
in the field is sufficiently variable and has
sufficiently perverse noise so that it becomes

a special problem, one that belongs further down
the scale of priorities.

The required study compares the effective-
ness of relevant algorithms on known samples of
speech, These analyses start at the lowest
levels of representation, working up until no
telephone-specific effects are discernable.
Enough telephone conversations must be used to
sample the range of actual conditions as a
function of relevant parameters of the tele-~
phone system (e.g., line length, number of
switching centers, carbon button microphone
variation, etc.)

Such a study 1is relatively straightforward,
given that the recognition algorithms and test
data have all been generated for other needs.
Thus, initiation might not occur immediately,
but certainly such studies could be completed
before the two-year decision point. Specific
algorithms must be picked, which necessarily
introduces some particularity into the results,
§till, such information will be extremely
valuable, and should remove the state of
ignoerance which is the study group!s current
plight.

Real time processing and system
organization, The final system will consist
of many cooperating parts, operating in an
environment where memory and processors must
be shared in order to get the total job done,
Homogeneous organizations seem too radical a
departure for the presented target system,
Thus, the expected organization consists of a
collection of representations with systems for
intercammunication between them, possibly by
means of a multi-processing system,

Research is badly needed both on the
overall organization and on the specific schemes
for working with large files and expensive
matches. Given the present state of computer
sclence, these prcblems cannot be attacked
except in the context of specific systems.

They cannot be abstracted. Each effort at a
total speechk-understanding system must also
engage in deliberate study of these aspects of
the total system problem.

It is not encugh that each total system
implicitly contain an overall design., If
attention is not directed to the issues, analysing
both the possibilities at design time and the
costs and benefits after the system comes up,
then little informed experience will exist
by the time the final system is designed.
ability to design large systems foolishly,
because all he has is foresight, is well docu-
mented In existing large software systems, It
is absolutely necessary to cobtain at least one
(and hopefully two) cyeles of design-construct-
analysis on the system organization issues.

Man's

8.3 Cooperative Endeavor, Control and Public
Information

The effort to get a significant speech-
understanding system in five years must blend
both science and development. Our plan clearly
has elements of both. We have given some
thought to the mechanisms by which a scientific
compunity can be induced to work intensively
on this problem. The basic ingredient, of course,
is that the problem be scientifically exciting
apd lead beyond itself. To us, speech recognition
is such a scientific domain; alsc, as we have laid
the problem out here, it has none of the unfor-
tunate detractions that seem often to accompany
work on systems to perform human perceptual and
intellectual functions. We are not so sanguine
to think no one will view the effort from such a
detracting viewpoint. The evidence is all to the
contrary (Pierce, 1969). Nevertheless, speech
recognition, as described herein, seems to us
both scientifically respectable and intellectually
engaging.

More than this 1s required, however. The
problems must become known tc the scientific
community. Effort must be applied to the
gsolution to this problem, rather than some other
problem (for science has a certain random walk
character)., The feedback of results must be
intensive and accurate, to avoid error and
accelerate progress. The collection of mechanisms
below are directed toward these ends.

Summer Insgtitute. We propose that a summer
institute be held as soon as practical after the
beginning of the program. This would help define
the various research problems, make them known
to the relevant community, create strong initial
forward momentum, and produce agreement on
numerous aspects (e.g., notations for acoustic~-
phonetic rules). In short, it would take a step
to create the relevant scientific subcommunity.
Necegsary to such an insitute is a substantial
speech processing facility, so that a good deal
of minor experimenting and playing around could
go on. Exactly how long, where, who, etec., is
a task for another group to deal with. But some
event of this type would be beneficial,

Whether there should be summer institutes
of various characters in other years, we leave
open.

Steering Committee, A way is needed to

provide continuing guidance, to foster cooperation,
to avoid inappropriate duplication, to communi-
cate informal results and to force agreements

vhen technically required. The pace of the five
years 1s too fast simply to let research contracts
at the beginning, to come to fruition or die as
they will,

We considered several mechanisms, varying from
running the whole by a single contractor, to
having a meta-group with funds concerned with the
whole, to permitting a laissez-faire organization.




With the current plan, which delays the actual
davelopment contract until about the middle of
the course, a simple steering committee structure
seems best.

Each IPT contractor working on the speech-
understanding sgyatems effort would have a
memker on the committee. Others might also
be invited to jeoin with full privileges, even
though their funding =ame from elsawhera, if
they were involved in the total effort function-
ally and were internally committed tc a coopera-
tive endesavor. Each case would be handlad on its

merits.

The ccmmittee would meet at least quarterly
for the first twe years, posaibly more often
right at the start. It would be chaired by
the staff person in IPT responsible for the
program. Thus, formally the ccmmittee would be
as an advisory ccmmittee to IPT on the conduct
of the speech-understanding-system program
{or whatever its official name became) . Whatever
powers cf enfcrcement the committee would have
over 1ts own members would therefore derive
directly from the common role all members wcould
have as ccntractors to IPT.

The functions of the committee would be
to keep the program under aontinual review,
to see ahead tc additional necessary research,
to aveld duplication, to help arrange for one
contractor to use the reaults of another, and

S0 Cn. It would be ccncerned with how to
evaluate systems bkeing developed, how to obktain
uaeful test data, why A's aystem seemed to work

better than B's on particular test data, etc.
Fresumakly, energy devoted to the committee by
the members would be energy well spent in the
direct prosecuticn of their respective contracts.
Fresumably, the issues dealt with would ke
moatly technical. In fact, it might well

conduct meetings in an essentially open fashion
su that others interested in the problem could
participate in the proceedings.

This steering <r advisory comuittee seems
absolutely essential for the first couple of
yvears, thrcugh the major decisicn peoint. Its
role could then diminish somewhat in impertance,
although it might well continue to be moderately
effective under a somewhat lower head cf steam
for several additional years.

The AREFA Netwcrk. A novel aspect of the
aurrent situation is the emergence of the ARPA
network. This cffers an enticing set of
possibilities for a cooperative scientific-
development effort, such as the cne under
It offers the possiblity that
various members can use each other's programs,
hardware, and data, permitting more rapid and

consideration.

effective experimentation at higher levels of
system organization.

The early state of development of the network
prohibited incorporating it into ths plan in any
central way. Nevertheless, we think it important
{and worth resources} to promote active ccoperaticn
among the community of contractcra working on a
speech-understanding system via the netweork.

Given the necegsarily ilmperfect nature of the
network initially, this requires devoting talent
directly to network use. Otherwise, real conflicts
will occur with other more preductive use cof
contractors’ energies, especially thoae whose
programs would initially be used by others, and

who may be most capable <f moving ahead
aubstantively.

University Based Research. The major share
of current IPT research in speech recognition
aystems already cocurs at universities. They

are nct appropriate, generally, as candidates

for carrving out development effcerts. Universities
will, of course, be invelved heavily in carrying
cut the early directed research. But it is alsc
appropriate te continue a substantial university
level of research into speech-understanding systems
mere generally.* The arguments are the standard
cnes, kut ne less effective for that. Many, if

not most, conceptual advances ccme from univer-
sities. {Though speech is a somewhat unigue
partial excepticn, due to the presence of Bell

and Haskins Laboratcries, both long term and
effective participants in speech research.} We
have 1lald cut a seemingly tidy research plan. But,
in fact, toc obtain the target system, the level

of activity on speech-understanding systems
througheout the ccuntry should be raised by a
substantial increment toc encourage new develcop-
ments (not all IPT suppcrted, of course). It

is guite possible for new systems te emerge in
university environments sometime during the five
yvears that will be seriocus cocntenders for a

speech-understanding system.

Fublic Data and Public Analysis. A major
instrument for progress on speech-understanding
asystems will be good data of suitable wvariety,
prepared so that it 1s possible to relate how
different systems and algeorithms process it.
Claims will ke made akcut a wide varilety of
systems and subsystems over a wide wvariety of
communication situaticns. If the claims are nct
made against a background of publicly available
high guality data of known structure, it will
never be possible to understand the claims or
their basis. The issue is not one primarily of
assigning credit, but of making progress by
understanding success and failure.

* We re-emphasize the point made in the preface:
we are talking about universities generally, not
necessarily those with current IPT contracts. An
extensive effort, such as that described in this
report, would undoubtedly invclve many new IPT
contracts; and existing IPT contractors would not
necesgarily be inveolved.



We would extend the concern for good data in
three directiong, without, hopefully, diluting the
concern thereby. First is adequate task descrip-
tion. We consider the move made in this report
to consider highly specific, well specified
task enviromments to be a step in the right
direction, though of course only a preliminary
one. Taking extensive behavior data over
suitable ranges of variation is a most profitable
activity.

Second is instrumenting the systems (both
hardware and software)} and taking appropriate
measurements, Measures of total performance
{e.g., percent semantic errors), though
absolutely essential, are almost useless in
pinning down the causes of performance. Almost
all papers in the computer science literature
on large systems are deficient in the measure-
ments taken. Speech-understanding systems have
meaningful internal interfaces at which measure-
ments can be taken, Furthermore, errors can be
traced to the algorithms or data that caused them,
rather than being lumped together in summary
statistics. Measurement is very difficult to do
after the fact, Plans for instrumentation and
measurement on a routine basis must be part of
the systems design.

Last is modeling the system. The class of
speech-understanding systems lends itself te
the construction of operations research type
models that attempt to parcel out the total
performance of the system smong the mechanisms.
Very little of this has been done for complex
software systems of any kind. However, consider-
able opportunity exists to do it meaningfully
for speech-understanding systems. Our efforts
in Appendix 10 exhibit the spirit in which we
think such modeling can be done (though prelim=-
inary in its results).

These three directions in which the proposed
system can be measured and analyzed constitute
a proposal for a highly m tional development of
the target system. Partly, we propose it
because the systems lend themselves to such
analysis. But also, such public analysis will
accelerate the development of the target system
appreciably.

A major function of the steering committee
would be to give these notions operational form,
But resources wmust be devoted to these activities
directly. Some other institutional mechanism
must be used, though we have no definite
preferences -=- Whether by separate organization,
or by people attached to each organization, etec,

8.4 PRequirements for the Contractors

Developing the Tarset System

We wish to lay down speecific requirements
for a potential contractor to take on the job
of producing the target system in three years.
In part these requirements assure that the

chances of success can be evaluated. We leave
open how the evaluation of the contractors

(and the state of the first two years' research)
is accomplished, We describe here the set of
requirements and their rationale.

Operating Total Speech-Understanding System.

Two main purposes are to be served, First, it
assures that the candidate is tooled up and ready
to go, especially that key people are on board,
which is a most time consuming aspect of tooling
up. Second, it demonstrates that the candidate
has some total systems capability. This is
important, and the only way of demonstrating it
is to show the sorts of total systems one has

put together, As already mentioned, this
requirement also serves the goal of getting
research done on the system organization problem,
but that is not the relevant consideration for
this subsection.

Having a running total system does not
imply, of course, that the candidate has a
version of the target system. He must have put
together and made to work a system with a number
of levels of representation in it., This
undoubtedly will be an entirely experimental
system, and may contain components that are parts
of the systems of others. The Vicens=-Reddy
program shows that such systems can be put
tegether, A second time around it can be done
simply &8s a serious exercise. The candidate,
ne doubt, will use the exercise to explore his
own notiens about how to organize such a system.

Settled Parametric Representation. Currently,
several parametric representations are available:
The time domain signal itself; a set of zero
crossings and amplitudes; a set of filters; the
ASCON parameters; and the parameters derived
from the articulatory representation of the
speech signal. Preferences certainly exist
among these. An obvious feature that differen-
tiates the last one is its clese relation to
the acoustic-phonetic laws, it being the only
representation in which they currently have a
natural representation,

We are not prepared tc specify which para-
metric representation is appropriate, though mem-
bers of the study group have preferences of their
own, It is appropriate that a candidate have
determined which parametric representation it
shall use and be able to give an adequate technical
defense of this choice. Leaving this decision
g0 until later jeopardizes too much, in leaving
some basic structure up in the afr until too
late in the game.

Adequate, Detailed Task Description.
earlier remarks about the virtues of good
descriptions of task environments is applied
here. Given such a description, including
protocols with audio tapes, grammars, vocabularies,
etc., reasonable assessments are possible about
the proposal. Without this, an assessment is
shooting in the dark.

Our




Adequate, Detailed System Design, Letting
the decision on contractor go until the end of the
second year makes it possible to expect B detailed
design of the proposed system. Our bilas is that
such A design can include preliminary before=-the-
fact periorménce analyses which will prove ex-
tremely revealing about the possibilities of
success. On both this and the previcus require-
ment, 1€ 1s not our intent to stop modification
of the proposal In the 1ight of future develop-
menta, Such changes should take place against
an appropriate background analysis.

Adequate Ingtrumentation and Performance
Analysis. This requirement reflects our
assessment, stated above, that only by obtaining
adequate measurement in adequately defined
environments will appropriate feedback occur.

Az noted, the instrumentation, especially, must
be planned into the basic system or it simply
will not oceur.

Propogal for the Hardware to be Uged, 1If
there {z to be new hardware (as may well be},
then the proposal should contain, as well, an
adequate plan for the development of software
on the new machine.

8.8
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Al, HISTORY AND STAFFING OF THE STUDY GROUP

On March 30 to April 1, 1970, a meeting was
held in Pittsburgh at Carnegie-Mellon University
to discuss the question of the feasibility of
a speech-understanding system and to determine
whether a study group should be set up to
examine the question in detail, This meeting
was initiated by the Information Processing
Technology Branch of ARPA following discussions
held at the yearly meeting of the IPT contrac-
tors held in New Orleans, in January, 1970,
plus numerous informal discussions. As the
report notes, IPT has been supporting a modest
amount of work on gpeech processing related to
computers (both synthesis and recognition),

Some new indications of progress along with the
general advancement of computer technology
provided a sense that technical assessment

was appropriate.

Almest all the IPT contractors with an
interest in speech Were represented at the
Pittsburgh meeting. General assessments of the
art at the different levels of the system were
briefly presented and discussed. It was agreed
generally that an Iinvestigation of feasibility
was appropriate, though there was considerable
doubt about the attainability of the initial
specifications, as they were outlined.

The assumptions that become integral to
the study group's thinking were already in
evidence at the initial meeting: (1) it is
necessary to conslder a total system with
major support from the syntax and semantics;
{2} there does not exist a large technical
literature tc be uncovered and assessed;

(3) what was needed was investigation of the
propects of a total system. It followed that
any study should be of short duration.

The study group was formed at the Pittsburgh
meeting, with its personnel all drawn from those
present. A major factor operating in the
(self) selection of the group was the ability
to make the necessary time available on almost
instantanecus notice {(many who would have
participated already had firm swwwner plans).

The study group, as it emerged, contained a
substantial amount of experience in the

area of computer oriented speech recognition
systems, in the sciences of speech, and in
work in syntactic and semantic processing.
Since the expertise of this group is of legiti-
mate concern in assessing the report, we give

a brief account of the relevant experience of
each member at the end of the appendix.

The study group met again on May 26-27
in Boston at Bolt, Beranek and Newman. It had
been decided at the first meeting that an
appropriate tactic for analysis was to consider
in detail some highly specific tasks. The
Boston meeting was devoted to selecting
specific tasks for a speech-understanding

system, to be used for the remainder of the
study. The tasks discussed in the body of this
report emerged from this meeting.

The final meeting of the group was held on
July 26-28 in Santa Monica at the System Develop-
ment Corporation. By this time a number of
partial position papers, lists of questions, etc.,
had been accumulated. The meeting settled on
the recommendations as presented here and on the
essential content of a report. The drafting
of this final report was undertaken after the

meeting.
* * k
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A2, INTRODUCTION TO SPEECH

A comprehensive survey on speech recogni-
tion research can be found in Lindgren (1965}
and Hyde {1968}. Host of the relevant material
on speech analysis, synthesis and perception is
discussed by Flanagan (1965). There are
numerous texthocks on phonetics and linguistics
(Bloomfield, 1933; Trager and Smich, 1957; Hill,
1958; Hockett, 1958; Chomsky and Halle, 1968),
Thus, in this appendix, we will restrict our-
selves to some basic material on speech,

Sounds as a listener perceives them are
the resulc of compression and rarefaction of
the surrcunding air impinging on the ear drum.
Such changes in air pressure may be caused by
the wibratlions of a string, a surface or a
column of air. The human wocal apparatus is
one such complex assembly for producing sounds,
both tones and noises.

Nasal Cavily
Hard Palale
Scoft Palate
{velum) Tongue
Vocal Tract D
Vocal Conds
™~ Trachea

The wvocal tract, whose cross-secticnal
area can be modified by the movement of the
ilips, Jaw, tongue, and velum, provides the
main column of alr, which may he set to vibra-
tion at ilts natural frequencies by a suitable
energy source, The nasal tract prowides an
auxiliary column of air which may be coupled
or uncoupled with the wocal tract by appropri-
ate wovement of the velum (soft palate}.
During expiration, the moving air provides the
necessary source of energy for speech produc-
tign. This moeving stream of air is acted upon
by various parts of the wocal mechanism to
create various acoustic disturbances which are
perceived by the listener,

In the case of volced sounds the air
stream is permitted to excape in guasi-
pericdic pulses by the vibratery action of
the wocal cords. This in turn sets the acoustic
system above the wocal cords wibrating at its
natural frequencies. These resomant Erequencies
of energy concentraticn are kmown as formant
frequencies. They are uwseful in characterizing
the wvocal tract configuracion although theze
exists no one-one relatienship between the

wvocal tract comfiguration and the formant
frequencies.

In the case of unveiced sounds the wocal
cords are relaxed and partially open, Turbulent
Flow of air 1s created either dus ko some point
of stricture In the wvocal tract or due o the
abrupt release of the pressure bullt up at scme
point of closure in the tract.

Since most of the vocal corgans can be
moved in many ways by volitional muscular
activity and since it takes but minure altera-
tions in the wocal organs to produce disting-
uishable varieties of sounds, 2 human is capable
of originating an enormous wvariety of distinet
tones and noises. Of this vast potential of
articulations each language employs only a
racher restricted number of classes or articu-
lations. Every such class is called a phoneme.
It is appropriate to quote Flanagan (1263} on
this topic.

"o be a practical medium for
the transmissions of informaticon, a
language must be susceptible of
description by a finite number of
distinguishable, mutually exclusive
sounds. That is, the language must
be representable in terms of basic
linguistic units which have the
property that if ome replaces ancther
in an utterance, the meaning is
changed. The acoustic manifestations
of a basic unit may be subject to
great variation. All such wariations,
however -- when heard by a listenar
skilled in the language -- call up
the sume linguistic element. This
basic linguistic element is called
a phoneme {BLOCH and TRAGER], Its
often-manifold distinguishable
variations are called allophones."

Qf all the different kinds of articularions
used by the humans we shall restrict ourselwves
to those used in English speech. OF course, any
general speech recognitfon system must possess
greater discriminatory ability to correctly
recognize those sounds which are not phone-
mically distinguishable in English. Fiecch
inflections (Chinese}, whispered vowels
(Japanese) and veocal clicks (South African
Hoteentots) are some examples of speech sounds
which are phonemic in other -languages and not
in English.

Phoneticians wsually classify speech sounds
by specifying the manner and the place of their
production. Another approach to phoneme classi-
ficatlon was devised by Jakobson, Fant, and
Halle (1963} using the distinctive features of
the speech sounds.




In the {ormer approach spounds are gemerally
described by the position of the tongue hump
along the vocal tract, the degree of constric-
tion, presénce or absence of veicing, turbulence
due to non-laminar akr flow and such fectures,
The vowel sounds are specified by the position
ol the tongue hump and the degree of constrice.
tion of the vocal trace. This configuration of
the troct is maintained stable while the vowel
phonation ¢ccurs, The vowels usually have a
higher acoustic power than the coensonants
resulting from the relative absence of tract
constrictiona. The vocal tract excitation by
the vocal cords contributes most of this power
and only negligible amounts due to nasal
coupling (except when a vowel is nasalized as
in French), The tongue hump positien and the
degree of constriction of the English wowels
of General American dialect are shown in
Figure AZ .1,

Consonants, unlike vowels, are not
exclusively voiced and mouth-radiated from a
relatively stable vocal configuration, Fresence
or absence of voicing, presence or absence of
nasal coupling and the short time dynamic morion
of the vocal apparatus are useful in clagssifying
the consonants. Fricatives, nasals and semivowels
may bc uttered as sustained sounds whereas
stops and glides depend on the dynamic movements
of the vocal apparatus for proper articulation,
Nasals, glides and semivowels are always voiced.
Fricative consonants are characterized by the
noise produced by the turbulent airflow at some
point of constriction. Common constrictions
are theose formed by the tongue behind the teath
(dental), the upper teeth on the lower lip
{labio-dental), the tongué to the gum ridge
(alveolar), the tongue against the palate
(palatal) and partial closure of the vocal cords
(glottal), A fricative may be voiced or
unvoiced depending on whether the vocal ceord
excitation 1s present in conjunction with the
nolse source or not. Figure A2.l shows the
fricative consonants classifled accordingly.

Srop (or explosive) congonantz are pro-
duced by the sudden release of pressure built
up behind some point of complete closure. The
explesion and the aspivation of the ailr and the
associated vocal tract dynamics help to
characterize the stop consonants, Figure A2,1
shows the classification of the stops accerding
to the point of closure and presence and absence
of voicing.

Nasal consonants (m, n, T) are characterized
by the complete closure towards the front of the
vocal tract and the almost exclugive sound
radiation from the nostrils. Figure Al.]l shows
nasal consonants ¢lassified according to the
points of closure,

A2.2

Glides (v, J) and semi-vowels (r, £) are
voired and mouth radiated sounds. Glides are
dynamic sounds which depend on vocal tract
movement for proper articulation, Semivewels
can be sugtained. Figure A2.1 shows their
classification according toe the place of
articulation,

Distinctive Features.

Jakobson; Fant; and Halle in their now
classic treatise, "Freliminaries to Speech
Analysis" (1963) advance the thecry that there
exist certain minimal discinctions among
phonemes which permit each phoneme teo be
distinguished from the others, After careful
examination of several language structures, they
present twelve or so binary choice opposing
qualities of sounds (such as voiced vs, unvoiced,
nasal vs. oral) called the distinctive features
(Figure A2.2). These distinctive features
grouped together provide for a unique ildentifi-
cation of the phonemes. Some distinctive
features and their acouwstic correlaces are
listed below. A more recently revised version
of the distinctive features can be found in
Chomsky and Halle (1968),

The following acoustic characteristics
of distinctive features were given by Halle:

Vacalic faenvocalics
Presence vs, absence of a sharply
defined formant structure,

Consonant /nonconsonant
Low vs, high total energy.

Interrupted feontinuants
Silence followed and/or preceded by
spread of energy over a wide frequency
region (either as a burst or a rapid
transitien of wowel formants} vs.
absence of abrupt transition between
sound and such a silence.

Nasal /Qral:
Gpreading the avallable energy over
wider (vs. narrower) frequency regicns
by a reduction in the intenszity of
certain (primarily the first) formants
and introduction of additional {(nasal)
formants.

Tense /Laxt

Higher vs. lower total energy ino
conjunction with a greater vs.
smaller spread of the energy in the
spectrum and in time,.
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Gompact /Diffuses
Higher vs. lower concentration of
energy (intensity) in a relstively
narrow, central regiom of the spectrum
accompanied by an increase (va,
decrease) of the total energy.

Grave fAcutet
Concentration of energy in the lower
{vs., upper) frequencies of the
3 pectrum.

Flat/Plain
Flat phonemes in contra-distinction
to the corresponding plain ones are
characterized by a downward shift
or weskening of some of their upper
frequency components,

Strident Mellows
Higher intensity noise vz, lower
intensity noige,
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A3, DATA ON HIMAN PROCESSING RATES

There is little systematic data on the rate
at which humans can utilize various communication
channels. Many aspects of the structure of the
channel, the task, the knowledge about the mes-
sage, and the skill and knowledge of the human
affect the rates. There are also differences
between burst rates and sustained rates for vari-
ous durations. Furthermore, as in any complex
system, the factor that limits the communication
rate will vary with the situation, e.g., sometimes
it may be a central limitation in forming the
message, sometimes a device limitation, as in the
motor system of the hands and fingers while writing
writing. Given all the above variability, the
numbers in Figure 3,2 are simply ball park figures,
garnered from a number of disparate sources.

Reading out loud. The attempt to view the
human as an information theoretic channel has been
the occasion for a number of determimations of
reading rates (though not of the spountaneocus
generation rates). An extensive collection of
data can be found in Pierce and Karlin (1957) and
in Quastler (1955), A typical one is discussed
in Woodworth and Schlossberg (1954, page 508).
Data is given for university students (1908
vintage) on reading an interesting novel:

Oral reading: 2,2-4,7 wordsfsec

Oral reading (try harder): 2.9-6.4 words/sec

Silent reading: 2.5-9.8 words/sec
The rate goes down with technical material and
with educational level, as one would expect,

Speaking {spontaneously}. Goldman-Eisler
(1968) provides some data on speaking sponta-
neously. The following graph shows the dis-
tribution of rates for a single individual during
debates, each sample being an utterance from
interruption to interruptign by another debater.

/

N
)
|

-
o
|

A4 .81.2 1.6 2.0 2.4 2,8 3.2 3,6 4,0 4.4 4.8 5.2
words/sec

Figure A3,1l: Frequency Distribution of Speech
Rates,

(From Goldman-Eisler, page 19}

Goldman~Eisler measured the rates in syllables/
minute and we have converted these to words/second
using 1,7 syllables/word, which is only an approxi-
mate figure (Miller, 1951, p. 89). Syllable rates
are probably somewhat stabler than word rates. In
any case the high variability is apparent, though
mean rates are in fact quite stable. Sources of
variability in rates can be found everywhere, For
instance, the debate that yielded the distribution
above had four debaters. They were striking dif-
ferences in average speech rate depending on who
was talking with whom. These figures (adapted
from Goldman-Eisler, page 20) provide some feeling
for interperseonal variability (though on a single

task), The measure is words/second.
A B C D Rest
A 2.3 2,5 2,1 2.4
B 2,1 1.9 2.5 2,8
C 1.8 1.9 1.9 2.1
D 2.4 2,7 2.7 2.7

The column labeled Rest is conversation directed
to the assembled group.

No good speech rate figures are available
for tasks such as formulating communications to a
machine. We do know that when people talk aloud
when solving problems their speech rates drops to
about 2 words/second (Newell and Simon, 1971).

Typing. The extreme figures can be taken
from typing contests., The record for typing appears
to be 149 words/minute, which is 2,48 words/second
(N. McWhirter and R. McWhirter, 1966). The words
in such a test are standardized at exactly 5 char-
acters/word. Average typing speeds for secretaries
are well known. Again, using standardized words,
60 words/minute, which is 1 word/second, is a
reasonable figure. A study by Hershman and Hilliz
(1965) gives some indication of the sources of
variation. We do not have figures for the typing
rate of engineers without typing skill using tele-
types. A figure of .2 - ,4 words/second would not
be far off, though there is tremendous variation.

Handwriting and printing. Interestingly
enough good figures could not be found in the
literature for handwriting and handprinting
{though norms undoubtedly exist for schoold
children). Consequently, we ran a few short tests
ourselves. We had five adults, secretaries and
graduate students, copy two sample of technical
material. We obtained the following results (in
words/second):

Handwriting .38 « 42 .39

Handprinting 22 - .53 .35
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There was little variability in the handwriting

and cuite & bit in handprinting. In addition there
arpeared to be a difference in the two zanples of
technical materials, one being handled uniformly
at a lower rate than the other: 30 words/second
for cne, .44 for the other. (This averages ovar
the two types of writing).

Telephone dialing. Extensive studies have
been made of telephone dialing, both with rotary
dial and push button. A recent article by Klemmer
(1969) provides some basic data for push button
input, which is one of the more relevant keying
tasks for computer input:

Keying digits:
Different groupings: 1.2-1.5 digits/sec
Different occupations: .7-1.4 digits/sec

Two dimensions of variation are illustrated. The
tep shows that grouping by threes (385 638 591

.} is quicker than ne grouping ( 36563 8 .. .)
The gecond line shows that clerks are apprecisbly
faster than shop workers. (The article gives

intermediate cases ag well.)

Mark sense cards. Though never used in on-
line operation, mark sense cards provide ancther
useful referent point. The figure in the table
{actually .43 digits/seccond) comes from a study
by Kolesnik and Teel (1965), which compares
nmark sense cards with a number of other manual
entry deviceg (a stylus punch, a thumbwheel, and
a handpunch) for a particular task of entering
navigational data.
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A4, VOICE-DM*

DS/2 is a (keyboard 1/0) data retrieval and
modification system developed at SDC. The
query language comnsists of a finite, highly
constrained set of sentence frames which serve
to identify & command (print, tally, etc.) and
to delimit its arguments. The file for the
queries is highly organized according to a hier-
archy of attributes. The system responds on a
CRT display, The syntax of D§/2 is given in
section A4.3,

For task-DM, DS/Z has been extended to
include facilities for voice input, including
editing of the input stream.

These features are described in Section A4.1.
Section A4.2 has an annotated user/system
protoceol of the extended system,

44,1 DP8/2 Extensions for Speech Input

Symbol definitions

SYMBOL MEANING EXAMPLE
= speech or long CHANGE__TO
pause EXPLAIN GO
- = short pause FINISH-GO
u: = user input U: TALLY~GO
(spoken)
S: = system output $: 5 entries
(displayed) found, request
complete,
Next:

DEFINE Facility

Any word not prestored in voice vocabulary

must be defined at the console before it can

be recognized (and therefore used in the input
stream). Otherwise the user gets a "NOT DEFINED"
response.,

Definition process is done as follows:

DEFINE “entity" where entity is one of the
following words:

DATA (BASE NAME)
REPORT
ABBREVIATION
COMPONENT

KEY

etc.

Systems asks for actual name of the entity.
User says the name,

* This appendix summarized from a report by
Carl Kalinowski,

Example:
U: SAVE REPORT ALPHA_ GO
§: NOT DEFINED
U: DEFINE REPORT_GO
§: REPORT RAME IS:
U: ALPHA_GO
S: NEXT,
U: BSAVE REPORT _GO | also equivalent to
SAVE SAME_ GO
S: NEXT,

EQUIVALENCE Facility

This allows different sounds to be recognized
as the same item, value, string, or entity,
E.G. U: TALLY ENTRIES WHERE CITY EQUALS
SM-PERIOD-~GO

S: NOT DEFINED

U: EQUIVALENCE SM PERICD TO SANTA MONICA-GO
S: NEXT,

U: TALLY SAME_GO

8: 5 entries found...

E.G. EQUIVALENCE BS PERIOD TO BACHELOR OF
SCIENCE_GO
EQUIVALENGE IS TO EQUALS_GO
EQUIVALENCE HOW MANY TO TALLY GO

DESCRIBE Facility

This is expanded to yield the vocal vocabulary
of names, equivalence, abbreviations, etc.

E.G. U: DESCRIBE ABBREVIATIONS
8: Prints a list of abbreviations

Carriage Return - 'GO"

All speech lines (strings) are terminated by a
"G0" (unless they are to be deleted in which
case the terminal word is "KILL").

E.G., a)}) U:; PRINT SALARY WHERE EMPLOYEE
EQUALS JONES-GO
b) U:; FINISH-GO
c} U: YES=-GO

Line Kill - "KY1L"

A line occurs in any voiced input stream as soon
as the word "KILL" is recognized. Also, KILL

can perform the line kill function on a previously
spoken, but not acceptable volced input stream.

E.G, a) U: PRINT CAT WHERE COLOR EQUALS
BLACK-KILL
line a) is cancelled as input
b) U: PRINT ALPHA WHERE RANGE EQUALS
1 TO 2-GO
$: ALPHA NOT DEFINED
U: KILL

line b) is cancelled as input
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Yolce Input Stream Editing "REPLACE___BY _ -GO" English Military
Editing can be done on a voice input stream ten ohe Zeroc
before that stream has been accepted {(i.e., twenty EWO Zero
recognized and sent to US;‘rZ for execution). one thousand ome zero three
Therefore, editing a voice input stream does thirty-tveo twe point six
not change the data base as CHANGE_TO_command point six
does.
Relations
E.G, a) U: TALLY DOG WHERE SEX EQUALS MALE-GOD
5: HOT DEFINED The following spoken words are added to the
U: EREPLACE DOG BY CAT-GO system to express the arithmetic relations.
(cat 1s not in vwoice vocabulary)
5: 12 columns required, continue Spolcen WORD Arithmetic Symbal
(x /N /P /2)
PLUS +
b} U: REPLACE TALLY Bf PRINT-GO MINUS -
TIMES x
c} U: REFLACE AND SEX EQUALS MALE BY DIVIDED BY *
BLANK-GO THE QUAKTITY )
QUOTE "

For sase of implementatiom REPLACE must occocur
at the beginning of a voice input stream. E.G., FIVE PLUS THE QUANTLTY SALARY TIMES
TWELVE DIVIDED BY DEGREE YEAR
Punctuation
5 + (Salary x 121 / Degres
COMMA  The wverbal "COMMA™ is used in the same

places as the typewritten comma. Pauses Operatar precedence will be evaluated using
in speech will not be Interpreted as a standard FORTRAN conventions.
comsa =- this noticn of speech segmen=
tation must be made explicit by a wolced BLANE
"COMMAY. Exception: The "COMMA" =
not used in oumbers. & null is verbally expressed by a voiced word
"RLANK". This 15 useful in deleting peoints of
PERIOD The pericd will be used only to a2 line with REPLACE command.
indicate that the previous string is
alphapumeric or alphbetie, E.G. Us BREPLACE ZERO BY BLANK-~GO
E.G. U; 4a) PRIKT ¥3301X5 FPERIOD-GO 1f "one zero'' was spoken in the previous line,
g: b} FPRINT ABC PERIOD-GO then the effeet would be to change the number
U: ¢} EQUIVALEKCE BS PERIOD TO from 10 to 1; 100 would become 10,

BACHELOE OF SCIENGCE-GO
Ad.2 Protocol of Voice-PBM

POTNT Used with aumbers to indicate decimal

point. MACHINE MAN
{Display Output) (Voice Inpuk)
E.G. U: TALLY WHERE DIVISICHS EQUALS (NME
POINT FIVE-GO 1. 1.
Humbers 2. Enter data base in- 2. FPERSONNEL COMMA
- formation, name and ¥50034 PERTIOD_GO
Humbers will be spoken according to military wvolume serial number.
radictelephony conversations {i.e., only the
digits 0, 1, 2, 3 ... 9 are recognized). 3. What is your security 3. DEMO_GO
key?
E.G. a) U: PRINT BLAH WHERE BLAHA EQUALS
ONE HUMDRED-GO 4. Hext; 4. PRIRT EMPFLOYEES
5: ROT DEFIMED WHERE SEX IS
tr: REPLACE OME HUNDRED BY ONE MALE_GD
ZEROQ ZERD-GO
S: ¥ colwmns required, continue 5. Undefined print. 5. EQUIVALENCE
(¥ /M/F /B EMPLOYEES TO

EMPLOYEE_GO




(he plurzl of employee was not definmed in the
velee recognition vocabulary; therefore, the
PRINT Mab]cot™ wes unrecegnized and required
definition which was effected by the werbal
EQUIVALEKCE <ommand.)

6. Equivalence employ- 6. PRINT SAME_GO
eea to emploves,

Mexc:
7. {Print=-out] Kext: 7. PRINT MAJOR WHERE
HIGHDEGREE IS PHD
FERIOD GO
8, Ma entries found, B, REFLACE PHD PERIOD
Next: BY MS_GO

(PHD was defined in voles vocabulary, but no
auch entries exiat In data f£ile; REFLACE
comnand is used to edit werbal input stripg.}

REPLACE MS BY
ES PERIOD GO

9. Undefined Heplace, 9.
Woxt:

{Al1 alphanumeric strings must be indicated
as such by a succeeding verbal period.)

DEFINE REPORT
M PERIOD G0

10, [Print-out] Kext: 10.

11. Report MS defined, 11.
Fext:

SAVE REFORT MG
FERIOD GO

{stetement 10 defines M5 ta the voige
recagulzer ag & report name and Statement 11
saves the report under normal DS operatiun,)

12, Report MS sawved, 12, GIMME XYZ RIGHT
Nexct: NOW_GO

11, Undefined requaze, 13, KILL TALLY
Next: EMPLOYEES_GO

(KILL clears the voice input string buffer
and reinitializes for Input proccssing.)

PRINT SALARY
WHERE EXFERIENCE
I5 GREATER THAN
TWENTY MOMTHS_GO

14. 19 eatrles found, 14.
request complete,
Hext:

REFLACE TWENTY BY
TWO ZERQ_CO

15, Undefined "greater 13,
than,m Next:

{Simplified numhey convention recognizes
military radiotelepheny mmbers only,)

TALLY EMPLOYEES
WHERE PROJECT
NUMBER TIMES THE
QUANTITY ONE ZERO
PLLS FIVE 15 LESS
THAN FIVE ZERC_GO

16, [Print-cut] Next: 16.

Ah.3

17 3 enrries found, 17, TALLY EMFLOYEES
request complete, WHERE JOB TITLE
Next: CONTAINS C=0=-M=-P

14.

5 entries qualified, 1B,
request complete,
Naxt:

PERIQD_GO

PRIKT SALARY COMMA
JOB TITLE COMMA
JOB NUMBER WHERE

SAME_GQ

1%, Error near field/ 19. EXPLAIN GO
JOBCODE, Next:

REPLACE JOB KUMBER
BY JOBCODE_GO

20, The component In,
is not definmed
for this data
base, Next:

{The voice recognizer contained "JOR'" and '"NUM-
BER" in its wvoeabulary, but the combination

was inapprapriate for the particular data base.)
21. [Print=-ocut] Hext; 21. DRSCRIBE HIRYR
FERIOD GO

{Interrogate data format of compoment HIRYR.)

22, HIRYR FC 22,
Hexk:

ILEADING F& QUOIE
HIRE YEAR QUOTE_GC

{(Attempt is made to change a heading In the data
base from an abbreviated form to a non-abbrewiated
form.}

23, Heading F6, higher 23, EQUIVALENCE HIRE
year, Next: YEAR TO H-I-R-E
FERIOD BLANK
Y-E-=A-R FERIOD GO

4. Equivalence higher 24.
year to hire year,
Next:

HEADING F6 QUOTE
HIRE YEAR QUOTE_GO

23, Nleading F6, hire 25,
year, Next;

NEXT=-KILL-LOGOUT_GO

26, Audioc logged out

(Phonetic ambipguity arose when the volce recog-—
nizer found the proncunced "hire year" to be a
concatenaticon of vocabulary words higher and
yedr; to ¢hange component F6é as desired, user
had ¢ make ap abbreviation equivalence where
the abbreviation was actually the desired phrase
spelled out in its estirety.)

Ak&.,3 Syatax for {Wcitten} D3/2

A formal description ol the DS/Z query
languwage is given below, Thia description assumes
a2 basi¢ understanding of formalized language
notation. The notdtion used in thils case is
Backus Normal Form (BMF). A description of the
symbals follows,




RETRIEVAL REQUESTS

PRINT
SUMMARY
PRINTERR
LISTSTAT

TALLY
CHANGE<change clause>

PRINTERR WHERE

<print clause>

<change clause>>

<gualify clausge>

<print 1item>>

<item>

<change item>

<stat list>

]'k

<print clause>[AND CHANCGE<change clause>] | WHERE

A4 G

Choose one from the list
Optional input

Optional, can be repeated zero
or more times

Term to be defined

Separates alternate choices

SAME {gt}:n }<qualify clause>
<qualify clause>

SAME {31;]) )<qualify clause>

WHERE \ <qualify clause>

AND
<qualify clause>

} <gualify clause>

ALL
SAME [, <print item>]*
<print item>

<change item> [, <change item>]*

<qualify clause>

c1 \
ENTRY
[<stat list>] <item> |

-

{<condition> [{AND} <qualify clause>]*
OR

[«<id>=] (<data base com‘ponent>}
<expression>

<data base component> THRU <data base component>>

<value>
<data base component> TO({ <data base component>
<expression>

(AVE /AVG/COUNT/LIST /MAX /MIN /RANGE /SUM) *




<condition>

<value list>

<id>

<gxpression>

<data base component>

-<value>

<relation>

<partial value>

'
n

A%, 5

<data base component> <value>
<expression> <relation>{ <data base component>>
ENTRY <expression>

<data base compcnent>

<expression> EQ <wvalue list>

ENTRY

<data base component> EQ

<expression> NQ <yalue> THRU <value
ENTRY

<data base component> CONTAINS <value list>
<data base component> <relation> <partial value>
<value> [,<value>]*

a literal string no greater than 29 characters in length
(enclosed in apostrophes if special characters are included),

arithmetic expression using the four arithmeticoperators,
data base components, and numeric constants with parentheses
as required.

the name or C-number of a defined field in the data base.

a literal string compatible in mode to data base components
in qualification.

EQ/NQ/NE /LS /LT/1.Q/LE /GR/CT/6Q/GE

a literal string of characters with preceding and/or trailimg
dots {which indicate unchecked character positions). The
total number of characters and dots must equal the defined
length of the component.




A5, VOICE-KP - DESCRIPTION AND EXPERIMENT*

A simulation of the Voice-KP (keypunch}
system was run at RAND, using their interactive
graphics programming facility.

The following experiment was run: Several
subjects read a table of alphanumeric informa-
tion into a microphone, with visual feedback of
the results, at three different rates of random
recognition error.

A5.1 BSystem Design

The subject speaks into a microphone which
is connected to a tape recorder and a remote
speaker. Another person, the system monitor,
listens to that remote speaker and controls the
visual feedback. The subject obtains visual
feedback on a CRT which echoes part of the
monitor's display., Figure AS5.,1 shows the
experimental apparatus,.

The subject and monitor are placed in

separate rooms so that the sound of the monitor's

keyboard strokes cannot condition the response
rate of the subject,

The data consists of 10 lines, each line
having 10 fields of information (Figure A5,2).
The data is placed on the lower half of the
CRT to minimize the eye movement from sheet to
display. The subject is told that we are
interested in how fast the data can be entered
correctly under different error conditions.
Before starting the experiment, the subject
becomes familiar with the system in a test rumn
with 3 lines of different data.

The subject's display contains the 10
column headings; after each field value is
spoken, the response value appears in the
appropriate colummn. TFor each response, one of
four possible errors might occur:

El: an incorrect value is given; {(the
system chooses the incorrect value
randomly from a list of 3 incorrect
values stored with each correct
value), The visual feedback for this
condition is just the incorrect value
itself. This condition corresponds
to the system thinking it could
recognize the input speech, but per-
forming incorrect recognition,

* This experiment and report was done by
Robert H, Anderson.

E2: the system knows it doesn't recognize
the input speech. The visual feed-
back is a column entry of "21271", -
with asterisks under the field.
Asterisks appearing under any field
indicaté that the system knows that
column entry is in error.

E3: an incorrect value is given, and the
system is so confused that it will
not give a correct value again (for
any column) until it is "reset™.
There is no visual feedback distin-
guishing this condition from condition
El, except that consistently incorrect
responses are received,

E4: the system knows it doesn't recognize
the input speech, and knows it is so
confused that it will not give a
correct value again (for any column)
until it is "reset." The visual
feedback is asterisks appearing under
all remaining fields on the line.

The subject's speech is restricted to the
following format: he can mention data values,
in order, from left-to-right; to Y"reposition"
himself at any column, he can mention the
column heading., For example, given the column
headings A, B, C, D, E and corresponding data
values a,b,c,d,e, the following two dialogs are
correct (feedback values for each response are
given in parentheses).

first dialog:
afa) b (x) Bb (b) c (c) d {d) e (e};

second dialog:
a (a) b(x)c (¢) Bb (b) Dd (d) e (e);

In addition to column headings and data
values, the subject has two commands availables

RESET -~ to reset the system if he thinks or
knows the system is "hopelessly
confused';

NEXT - when he thinks the displayed values
for an entire line are correct,
this command erases that line, and
the system awaits values for the
next line,

Each subject made 3 runs, each with
different error probabilities. The system flow
is indicated in Figure A5,3, (Let p(Ei) be the
probability that condition Ei will oecur.)
Therefore, if the system is not already hope-
lessly confused, the probability that some
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EMPLNO

00365
00366
00377
00398
00469
00470
00561
00572
03284
05289

SURNAME

CHARLSTON
MC-GAHEY
SMART
WEBSTER~II
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Figure AS5.2:

Data for input by subject.
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error will occur in a particular response is

P(E1) + p{E2) + p(E3) + p(E4)

The error probabilities for the 3 runs were:
Run # p(El) p(E2) p(E3) p(E4) Ip(Ei)
1 104 104 2% 2% 24%

2 5% 5% 14 1% 12%

3 2.5% 2.5% 0.5%  0.5% 6%

We felt that a 24% error rate was near the
upper tolerance level for a recognition system;
the slow data rate at this error rate bears out
this feeling; the 6% error rate permitted nearly
error-free input with little interruption of the

data flow.

A5,2 Results of the Experiment

The elapsed time for each run was obtained
from the tape recording of the session using a
stopwatch, The elapsed times (in minutes) are:

Run #1 Run #2 Run #3

Subject #1 7.2 5.1 4.9
Subject #2 6.1 5.1 41
Subject #3 5.0 5.1 4,2

In order to place these elapsed times in the

proper perspective, some additional measurements
were made using the same 10 lines of input data:

1) subject #1, with the standard visual
feedback, but 0% error rate: 2,8
minutes;

2) Dr, Raj Reddy:

24% error rater 9.0 minutes,
12% error rate: 5.8 minutes;

0% error rate, without visual feed-
back (i.e., reciting data values
into an assumed perfect recognizer,
with no verification): 1.8 minutes

3) Data was submitted to Rand!'s key-
punching service., The elapsed times
were:

keypunch 10 cards: 3 1/2 minutes
repunch 10 cards : 2 minutes
reconcile both

decks (using an

IBM 519 Reproducer

to compare them)

until they agree : 3 1/2 minutes

9 minutes

A5.5

(These times are quite informal. The
operators timed themselves. The 3.5
minute punch time probably includes
punching the format card,)

4} Data was submitted to a secretary who
is an excellent typist. Elapsed time
to type the informatiom, with no
errors:

typings 4  minutes
proofreading: 0.5 minutes
4,5 minutes

All of the above timing information is summarized
in Figure AS.4,

As each run was being made, a historical
file was created showing all feedbacks the
subject saw, A record was written into this
file each time the monitor responded tc the
voice input.

A5.3 Discussion

There is not enough data, and the data is
not sufficiently clustered, to form firm
conclusions about recognition of continuous
speech. In analyzing this data, the following
factors should be considered;

1) The discontinuity of the data. It
takes more time to spot errors in 5-digit
numbers than in, for example, English text.
Algo, after looking at the visual feedback, it
is difficult to find one's place again in a
data table with little context,

2) System response time, The average
feedback delay for each colummn entry was about
one second, with a range from about 0.5 seconds
to about l.5 seconds. The subject tended to
pace himself on this feedback, which tended to
slow down the data rate, An indication of this
effect is that Raj Reddy took 1.8 minutes to
read the data with no feedback at all, and
subject #1 took 2.8 minutes to read the data
with feedback but 0% error rate, The one
minute difference can be attributed to a
hesitation of about 0.6 seconds per data time
while awaiting the feedback response.

3) visual feedback. Reading unfamiliar
data from a table and verifying it from visual
feedback is a "worst case' situation in which
the subject's eyes are continuously moving from
data te feedback and back. This experiment has
little bearing on the use of voice recognition
in situations where the input data is not being
read, but 1s "self-generated" (e.g., a pro-
grammer dictating a program over the telephone,
a fighter pilot stating range estimations for
his programmed missiles), Another aspect of
the visual feedback was its resolutiomn.
Seventy-two characters of information were
displayed in 8 inches on a raster-scan
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refreshed CRT. The similarity between "M" and
YHY or "D and "B under these conditions
requires rather detalled scrutiny of the feed-
back, In a more caraful experiment, the feed-
back should be diszplayed on several lines, or
poseibly vertically, to allow a larger character
gize to be used,
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This cppendix describes in detaill the
following aspects of the Voice-CS projects

1. the data base;

-3

. the wocabulary;
3. the syntax; and
4. a protocol.
AB,1 The Data Base

Following are the types of information about

the system that Voice-§ provides. Figure AB.1
iillustrates the types of information provided by
the eurrent SYSTAT program.

l. Statistics relating directly to users'’
jobs. TFor each job an the system, the following
may be given: job number; userls ldentification;
where the job is logged irj the name af the
program being runi the size of the program; the
run status of the job; and the accumulated run-

ag,l

VOICE-CS%

PROGRAM TELETYFE
PROGRAMHER THREE
PROJECT TIHME
RESCURCES TTY
RUNTIHE TeTu¥.
SECONDS ™G
SEVEN ure

51X UPTIME
S5IZE USERS
SPACE VIRTUAL
STATE WHAT
STATUS WHERE
SWAFPING WHO
SYSTEM WORKING
TAPE ZERD

46,1 Input Syntax

Below is &

simplified input syntax for

Voice-CS, A number of further constructs need
to be added to correspond to possible symonyms
te be added ta the vacabulary.

time of the job.

2. What devices are available,

3. General system statistics, including
uptime, nulleime, virtusl core usad, and real

core used.

45,2 Input Vocabulary

Here is the set of keywords that VWoice-CS

recagnizes, These words

meanings of input utterances,

convey the bhasic
In actual opera-

tion, Voice-CS naeds to rely additiomally on a
set of secondary words, such as and" and “the
in avder to confirm recognition done om the
basis of this primary wocabulary.

ARE I/0-WALT
AVATLABLE I35

EUSY JoB
COMPUTER JOBS
CONTROL-C K

CORE MAGNETIC
DATE MAGTAPE
DEGTAPE MEMORY
DIsK MINUTES
DOWN MTa

DT4 NIKE
EIGHT NOT

FIVE NULLTIME
FOUR NUMBER
FREE ox

HOURS OWE
HOW-LONG PLP1G
HOW-MANY PEOPLE
HOW-MUGH PRINTER

¥ This appendix was produced by R, Neely

and L. Erman.

Unlike crdinary B9F, these productiens do
not necessarily imply the order of the symboals
given in them. Thus the productien

<reference> i:= <nourt> <n-qualifier>

implies the additional (but perhaps less likely)
production

<reference> {:= <n-qualifier> <pour>

In additicn, werds which happen to be adjacent
in the grammar need not be adjacent in actual
input.

<guestion> :1= <yes-no>
<information-g>

<yes-ne> §i= <be> <xeference>
<pe> <reference> <availability>

<be> i= 18
ARE

<infermation-g> 1:= <g-phrase> <reference>
<g-phrase> <reference>
<availability>

<g-phrase> ti= <g-word>
<g~word> <g-gqualifier’>

<g-word> r:= WHAT
WHO
WHERE
HOW-MUCH
HOW-MANY
HOW - JLONG




AG.2

JOB 8 CMU.4 - DEC 4S72.F
STATUS OF CMU.4 - DEC 4572.F AT 10:59:05 ON 03-JUN-70

UPTIME 071243105, 96% NULL TIME = IDLEHLOST = 96% + 0%

JOB WHO WHERE WHAT SIZE STATE RUNTIME
1 N110CG15 TTYD XBLISS 12K TT 00:08:49
2 AB10LE03  TTY7 LST360 12K tC sW 00300335
3 A610RFO7  TTYS LINED 4K TT 00300:40
[ E210FNO2 TTY1 LINED 4K TT 00:00:14
5 3,3 DET PRNTR3 5K sL 00:00:06
6 A110DM30  TTY2 LSD29 15K TT SW 00:02:21
7 N6Q5IT29 TTYE PIP aK TT 00:02:12
8 2,4 CTY SYSTAT 2K RN 00:00:00

HIGH SEGMENTS

PROGRAM OWNER HIGH K  USERS
LINED 1,1 6K 2
(PRIV) JOB 1 20K 1

DORMANT SEGMENTS

PROGRAM OWNER HIGH K
LOGIN 1t 1K 5W
COMPIL 1,1 2K
LOGOUT 1,1 1K sW
BASIC 1,1 5K SW
LOADER 1,1 2K SW
MACRO 1,1 SK SW
TECO 1,1 2K

¢ SWAPPING SPACE USED = 51/200 = 26%

% VIRT. CORE USED = 84/200 = 42%

7K CORE LEFT

VIRT, CORE SAVED BY SHARING = 6/(6+84) = 7%

BUSY DEVICES:

DEVICE JoB WHY
LPT 3 INIT
DTAL 4 AS
DTA2 4 AS
DTAG 6 AS
DTAT 7 AS
MTAQ 1 AS

Figure A6,1. Information provided by the current SYSTAT program




<g-qualifier> ::= JOB NUMBER
PROJECT PROGRAMMER NUMEER
PROGRAM
STATUS
STATE
RUNTIME
<taerminals>
<kigness>

<reference> ::=<nounx
<noun:> <3i-qualifier>
<n-qualifier>

<availability» ::= FREE
AVAILABLE
BUSY

<terminal> : := <terminal-dev>

ON <terminal-dev>

<terminal-dev> ::= TELETYFE
TTY
T.T.Y.

<bigness> : := <real-bigness>

VIRTUAL <real-bigness:

<real-bigness>» ::= SIZE
CORE
SPACE
MEMORY

<neun> ::= JOBS
PEOPLE
USERS
COMPUTER
SYSTEM
PDP10
NULLTIME
UPTIME
DATE
TIME
RESOURCES
JOB NUMEER
PROJECT PROGRAMMER NUMBER
STATUS
STATE
RUNTIME
DISK
DEC TAPE
DTA
MAGTAPE
MAGNETIC TAPE

MTA
PRINTER
<terminal>

<Bbi-qualif ier> : := <cadjective>
NOT <adjectives

A6.

<adjective> : := <nen-neg integer:>

<jion-neg integer> K

<hon-neg integer> HOURS
<non-neg integer> MINUTES
sgion-neg integer> SECONDS

CONTROL-C

I/0-WAIT

DOWN

ON

SWAPPING

UP

WOREING

<non-naeg integer> : := <digit>
<digit> <hon-neg integer>

<digit> ::= ZERO
ONE
TWO
THREE
FOUR
FIVE
SIX
SEVEN
EIGHT
NINE

A6.4 Protocel

The protocels given here and in
Chapter 6 were obtained in an attempted simula-
tion of an ideal Voice-CS program. For this
simulation a tape recording was made of several
short conversations in which a small set of
PDP-10 users asked questions of a human
experimenter. The purpese of the protecels is
to get an idea of the types of ¢uestions to
expact from a user. The experimenter's answers

in fact are often not confined to what could be
expected from Voice-CS.

U: The gystem uf and running?

M: Hello thisg is the PDP-10.

U: ©h, is the system running now?

M: The system is running

U: Ah., are there any ah DEC tapes avallable?
M: Avallable DEC tapes are DTAl DTA2 DTA3 DTAZ.
U: How much digc space is there? (bb)

M: There are 57 blocks left.

u: (b) Thank you.

M: Goodbye.

U: BEBye.



Ab. &

Helle this is the PDP-10.

Ha.ha.. Ok.. uvm.{b).. let see,. wh,what
things would I want to know right off hand --
I'd like to know how many users are on the
line? On.. are on the gystem that's cbvious.
Gould you please rephrase that question?
(b}... How many users ah are there?

There are now 37 users on the system,

OK. mmm..mm,.. How many backtra.
background jobs are there?

how many
Please rephrase that gquestion I did not
understand?

Oh dear,.. (b) how many detached jobs are

there?
Five jobs are detached.

OK... ah What is the average response time
in the system?

I do not understand that question.

0K.., ah I guess., what um percentage of
the CPU, ums. could I get if I had a full
compute bound job?

Currently 37 percent null times.

see(b) It's not quite the answer I wanted...
buts.. (b)

I do not understand that,
toe call my supervisor?

Would you like me

(b)... anahhhMessses

Hello are you still there?

Yeah,s«I'm still there.. ah.s (b) ah...
what else would I like to know (very low)
ses tmm are there any DEC tape drives
availgble? Are there two DEC trape (sic)
drives available? mmm..

I do not understand the question, please
rephrase?

(b) mm.mn Are there two..free.. DEC tape
drives?

DEC tapes, 1, 3, 7 and zero are free,

{low) OK...e. OK Off the top of my head I
can't think of any more, but

I do not understand that.

Ut

. ]

Uz

My

M:
L]
M3
Us

(Laughter) (b) tough,.. ummm,., OK, that is
all I want to know... Period. And hanging
up will cut off this conversation.

I do not understand, please rephrase,

Nope,
* % % ok % % ok h ok

Helle this is the PDP-10.
How's the computer feeling today?

I don't understand that, should I get my
supervisor?

lLet me rephrase that question, um.. can 1
come to work today?

I don't understand that.

Ah ... ah ah how many jobs are logged in?
433 jobs are currently logged in.

er ah,,« I assume the system is up.

The system is up,

Amazinge.s um.. OK
teletypes?

are there any free

Teletypes 3, &4, 5, 6, 7 and 8 are free,.
OK, are there any display linesl
Teletypes 3, 4, 5, 6, 7 and B are free,
Er... OK, thank you Mr, PDP-10.

Are you saying goodbye?

Right...

Goodbye.
* ok h ok ok ok k k%

Hello
Hello, this is the PDP-10.

Oh, I would like some... information about
the... computer system please.

This is the PDP-10 time sharing system.

Ah, ah could you tell me how many people are
on the system today?

143 people are currently logged in.

My goodness, is is is it possible for me to
get in?




I don't understand that question, shall I
call my supervisor?

No, my, perhaps you could tell me.., ah..
what the null time is on the system,

We are currently running 33 percent nuli
time.

I see, Could you also tell me ah.. how
many.. What is the.. the extend. extended
ah.. no I'm sorry I didn't mean to say
that. Gould you tell alsc how much,.. the
core exceeds by the requests?

We are currently running with 112K of core,
there are 43K of swipping core left., The
core is exceeded by 150K,

Thank you very much. I appreciate it,
Bye bye,

Goodbye.

LA

46,5
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The computer consultant task is to provide
interactive information to a uaér attempting to
tun under the new TENEX system on the PDP-10
at Bolt, Beranek and Newman. The user is
agssumed to be familiar wich computecs (and with
some time-gharing system},; but is a novice to
this syastem, The uyser converses with Voice=CC
aver g volece chanmel as he attemptz to use the
TENEX system over a conventional {teletype or
display} terminal; the Voice=-CGC responses zlso
come over the auditory channel. In addition
to the verbal input, Voice-GC recelves infor-
Mmation by menitoving the usex's interaction
with TENEX.

The inuput language is 4 sophisticated
artificial language that is highly English-
like, The user recelves no training spgcific
to this languagey his use of it ks naturally
shaped by interaction with the Voice-CC system.
Some possible testrictions on the language are
given in section A7,2,

A7.1 Recorded Protocol for Voice-GO

The accompanylng protocel gives an
impression of the type of spoken interaction
that might occur in an idesl system for voice
asgistance to an on-line user of a computer
aystem--~in this case, the TENEX system of Bole,
Beranek and Newman, Inc. This protocol 1z
based on a tape recorded session between one
of the designers :nd implementers of the TENEX
time-sharing system and & user who had not
previcusly used the TENEX aystem {although he
wag familiar with another Interactive time-
sharing system and was «n experienced program-
met), The purposc of the protacol is to gar a
realistic picture of the phonetic, syntacrie,
and semantic characteristics of the questions
which a user might ask in such an environment,
uncenstrained at this point by considerations
of the limitations of a computer gquestion=-
answering system using the present technelogy.
The ideal goal is to make the computer infor-
mation system gs natural to use as the human
expert Who '"simulated" the computer in thisz
study,

In the accompanying protocel, the guestions

of the user are represented as clogely as
possible to the way in which they otcur on the
tapt. In addition, there are commepnts in the
margin concerning aspects of the sounds that
appear on the tape. (There are a few places
on the tap: where some discugszion takes place
between the wser and the systems programmer
concerning the ways in which a computer might

* This appendix was produced by W. A, Wooda.

VOICE -GG+

bt expected to answer the quesrion, These
apide compents have been omitted from the typed
protocol as they are mot the type of ipter-
action which e are contemplating autowaCing,)
The replies of the TENEX systems programwmer

who simulated the computer have been edired
from the form ip which they actually occur on
the tape (informal, definitely human communi-
cation) to correspond to the type of proge that
one might expect from the computer in an ideal
ayatem (and also for brevity since it is the
user's questions which primarily concernm us).
No atrempt has been made, however, to limit
these replies £o the range of knowledge or the
sophistication of response genervation that are
currently state-of-the-art Iin quesztion-
answering, Thus, the tazk of actually generat-
ing suc¢h replies by a3 machine Ly a non-trivial
task (as are the tasks of recognizing the speech
and understanding the quéstion).

FProtocol for Voice-CO

1. User: Hew de 1 log cnte TENEX?

2, Computeri Type CONTROL ¢ followed by LOG
followed by ALT MODE

3. User: CONTROL G == noise == followed by
LOG followed by ALT MODE == noise =- Now
what do I do?

4. Computer: Type your user name followed
by ALT MODE,

5, Userz Okay

6, GCompurer: Beyond thisz point I will
dizpense with saying "teyminated by ALT
MODE," Every exe¢utive command in TENEX
can be terminated with aither ALT MODE or
¢arriagé return. ALT MODE will cause
printing of any implicit information that
balongs on the line while carriape return
will not,

7, User; OKay, ab, useér name =-=- noize ==
bo T have to, ah, put a peried or anything?

8. Computer: You can terminate it with a
carriage return,

9. User: == noise -- Okay, what's the pass-
word? Ah, carriage return again?

(The question "what's the password’ is
directed by the user to himself para-
phrasing the current demand by the tele-
type. A switeh could be used ro rell the
system when it's being addressed.)




1.

11.

12,

13,

L4,

15.

L6.

17.

i8&,

1%.

20.

21,

22.

23.

26,
25.

26.

27,

248.

29.

Computer: Yes

User: =-- moise ckay, um, how
can I Jook at my file directory?

GComputer: Type DIRECTORY followed by
carriage Teturn.

User: =-- moise ah, ckay is there
some way I can kill that fn midstream?

Computers Type CONTROL C.
User: Okay, CONTROL € doesn't hurt amy-
thing when I type it}

Computer: OGONTROL € will stop any job

in any program you have ruming with the
possibility of comtinuing it later, or it
will stop an EXEC command and return you
to the EXEC command lewel.

User: 1 see, how do 1 continue a job Ifwve
stopped With CONTROL C7

Computer: Type carriage rerurn.

User: -- moigse ------ okay, but that
doesn't work with an EXEC command?

Computer: HNo, that's right, it enly works
With a4 pPrograd.

User: --pause--ah, fineé, how can I list
a file to the tele... ah, line printer?

Computer: Type the EXEC command LIST
followed by space and the file name that
you want listed.

User: =-- moise -- do I rerminate it with
anvthing?

Computer: carriage return

User:y -- neise -- what does it want nowl
Computer: It is now listing the file. The

dates appearing on your teletype are due to
a temporary bug in the system. When it's
finished it will respond with the @ sign
in the léft margin.

User: Ah, when the bug is fixed will it
type anything at all there where the date
stands or it won't say anything?

Computer: 1t says nothing until it's
finisbed listing.

User: How long does it take to, ah,
list a filel

AT.2

30,

3l.

3z,

i3,

4,

5.

36,

3

38,

39,

4a,

41.

42,

43,

45,

46.

47.

Computer: The line printer rums at 500
lines a minute, which 1s about 10 pages
a minmute.

User: Do I have to worry sbout whether
the line printer is offlime or online or
anything like that?

Computer; No, 1f any unusual conditions
exist it will tell you.
User: Okay

-~ long pause --

Usert an' un, I suppose 1 go and pickup
the printout from the line printer when
it's ... when it's through.

Computer: Right,

-- pause --

User: It seems to be taking an awful
long time.
Computer: What size [ile s thatl

User; It's maybe -- pause -- 15 pages
or something like that.

({The statement trxails off with ''or some-
thing like that.”

-- long pause --

User: Does this list command . «
space pages?

Computer: Ho,

User: It runs right atross the page
boundary?

Gomputer: It puts page headings cnly

at page divisions within a file; it
doesn't break pages in logical places.

User: TUh, it there a facility that will
do that?

Computer: MHot yet, the LIST command will
do that eventually.

User: 1T see. Ah, there's a list-file
command Iin LISP - does that do it?

Computer: Ho, it doesn't at present.
User: (It] used to on the 940,

(The initial "it" is almost invisible
on the tape.)
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48,

49,
50.

51.

52

53,

TN

PR

36.

57.

58,

5%

60,

61,

62.

63,

(LM

65.

Computer: All it actually did waz call
utility.

Usert Akl (laugh) -- nolge —-
Computer; There we are.

Usery Ix there a way to, to ask for the
status of the aystem? (repeated word "to!)

Computert Not without stopping the
listing that's currently goinmg on.

User: I ace.
-- pause -- noise w=

User: Okay, oh, I sas, it does an echo.
{almost indistinguishasble from "“it doasn't

acho.")
Computer: Yes

User: It won't type beforc the @ sign
when it's fixed though? (gquestion trails
off at end)

Computer; HNormally that & sign should
appear In the left margin,

User: Okay, ah, what kind of things can
you do with a file directory? == You can
delete files. . « « can you copy files?

Computer; Yex, you can copy [iles,

Uzer: Ah, how do I create a new file
that!s a copy of an old onel

Computer; You can uge the copy command
which i5 of the form COPY <fileX to <new
file>,

User: «- nolise -- What does the pariod
mean?

Computer: A period normally separates
the file name from the file extension -
in thias case your filea don't have
extenczions so the periocd has nething
following it.

User: I see, {(The "I" is drawn out for
several seconds.)

Comrputert Alse at this point if you were
typing & file name that exista already
you would need only o eype as much of it
as will uniquely identify it, When you
think you have enough you can type ALT
MIDE and the system will print out the
rest of the name, You can de that whether
you are reading or writing, except that In
the caze af 3 new file you have to supply

66.

67,

68.

69.

71,

12,

3.

Tha

75.

76.

7.

78.

79.

the whole nama and indicate with a space
or carriage return that you have completed
the name.

Ugers Okay,

Computer: At this point the system will
respond with “new file"™ or "old file."

Useri Um, does , . .

If I say I think I'm through but there
isn't enough to determipe rhe name then
What will the system do?

Computer: In that case it will ring the
bell and will allew you to add some more,

Uzer: 1 szae.

Gomputer: The same command recegnition
also applies to command names for the
exec, Why don't you start this command
over again? Type CONTROL G,

Uger: -- noise --

Computer: Type seméthing you think would
identify the COPY command followed by an
ALT MODE,

Usert == noise == Okay =-- neolse ------
Tnether spacel

Computer: If you typed ALT MDDE for that
file name, then you would have gotten
more information out of the system about
how the copy command is formatted.

User: Uh huh, ckay -- noise ------- now,
what does that rell me?

Computer: That says 1t's vecognized the
file name which yeu typed in - it says
ne ¢xtensien versicn one.

User:z: I see. So, that's what it should
normally do if I typed a space as well
Or . .

Computer: No, when yeu type a space it
doesn't supply the recognition printout
that it does in the case of ALT MODE.
It simply goes on to the next thing,
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AB. OTHER POSSIBLE TASKS FOR SPEECH-UNDERSTANDING SYSTEMS

The airline-guide information service task
might involve planning a complex trip or might
only require a simple table look-up. The input
language is free English, buf much use of a
small sublanguage for talking about airlines,
etc., may be expected. The cutput language
(speech) may be completely Stereotyped vis a wvis
this sublanguage. The interaction will hopefully
be real-time, although this is not a eritical
constraint. Although useful variants of this
task may exist, the task per se is not clearly
useful,

The desk calculator task does the job of
(say) a standard electronic desk calculator,
name ly accepting commands, performing calcula-
tions, and storing results. The input language
is restricted to the technical sublanguage
relating to the task. The spoken output is
also simple and needs to be augmented with
visual output. The constraints on the inter-
action are similar to those of the airline-
guide information service task. This task is
not particularly useful, since it is not
clearly better than graphic alternatives.

The air traffic controller task consists
of real decisions to be made in terms of a
dynamic model of the world. The input speech
will be entirely in a technical sublanguage
but with deviation in utterance under stress,
The speech output is stylized as with the airline-
guide information service task, [Unlike that
taslk, the real-time constraint is critical here
because of the nature of the air traffic
controller problem. Speech will be input in a
noisy environment. The semantic model is
non-trivial but fairly easy. This is a highly
relevant task, but may be too hard. In any
case, Volice communication is inherent.

In the missile checkout task the man
goes through a checkout procedure, speaking his
observations to a computer and answering questions
from the computer, The task content is simply
following a large decision tree, but is good in
that it leaves the computer in contrel of
context. The speech input will be in a technical
language, with the speaker especially trained
for the task. Speech output may be totally
sterectyped, with & specific utterance for each
point in the decision tree. This is also a
relevant task, and is interesting, since the
roles of man and computer are reversed from the
other systems.

In the medical history taking task the new
patient gives a medical history. This task does
not include undertaking a diagnosis of the
patient, although it shcould request elaboration
in special areas on the basis of conclusions
made from its "knowledge" of medicine. Thus,
the task requires minimal intelligence. The
input is free speech, but mostly short comments

(ox it can be forced to this). The speech ocutput
is highly stylized, rather Eliza-like. This is

a natural task in that people would ordinarily
rather talk than write.

The automatic protocol analysis task 1s in-
herently an artificial intelligence program
designed to develop hypotheses of problem-
solving behavior. The speech input is free but
rather simple English. There is no speech
output and no real-time constraint. The semantic
model is interesting =-- namely, the theory of

.the subject involved in problem~solving. This

task, of course, is of interest only tec those
select few concerned with this area of interest.

The physical inventoryimg task involves
a single person moving through a warehouse taking

inventory on the items. The use of voice

input allows him to keep his hands free for
moving and touching the physical objects. The
interaction is constrained in much the same way

as in the data management query task. Actually,
the constraints are even stronger since the system
itself can know the general layout of the ware-
house and therefore kmow what is to be talked
about next, It could even provide master contrel,
determining which bin was to be considered next
and promptiag the human.

The robot management task involves giving
a rcbot verbal instructions about how to move
and behave in a cooperative task in, say, a room.
Here again, the physical freedom of movement
of the human and of the robot makes the use
of voice attractive. The fact that the human
and the robot are both focussed on the same
task, for which the robot has independent informa-
tion, provides some additional semantic support
that might be exploitable.
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A%, AMALYSIS OF THE TASKS

Chapter 6 summarizes the results gbtained
through warious analyses and comparisons of the
tasks, This appendix provides more detailed
descriptions of the amalyses to substantiate
statements made in that chapter.

The crganization of this appendix follows
clesely that of Chapter & and will contain mestly
supplementary material. However, some parts may
be repeated in the appendix to make it self-con-
tained by itself,

A9,1 System Organizaticn

HMest speech understanding systems aAre organ=-
ized inte levels corresponding roughly to the
levels recognized in linguistics and acoustic
research, #ere we label these lewels as semantic,
sentence, lexical, phonemic, parsmekric amd
acgustic lewvels, We will {llustrate the nature
of these levels by considering specific examples
Erom the Volce-CS5 system, Figure &49.1 provides
a summary of the lewvels, their representations
and the sources of knowledge.

Semantic Lewel:s There are three independent
semantic structures im Voice-CS. The Flrst is
the status information an the FDP-10. This is
kept by the PDP-10 Monitar and Voice-{S has no
special responsibilities for ft, It has access
to it via a set of commands to the monitor Eor
specific items of data, whose details need not
concern us. Since its structure is Fixed, we can
assume that whatever processing 15 appropriate 1s
simply built into Voice-C5.

The second semantic structure is a represen-
taticn of the user's desires for status infor-
mation. We adopt a2 simple view of the requests
tkat the user can make. QOur representation for
this, called the elementary sentence form, is in
fact the representation at the sentence level
(which we discuss below). Thus, thexe is no
separate representation at the semantic lewvel
for the userts requests for infprmation.

The third component gf the semantic repre-
sentation is a model of the user's communi-
catien state, which 15 a necessary part of any
conversational system. Without this, no element
oE grace or consideration can enter into the
conversation. Ultimately, one might expect to
develop a psychological model of the user, from
which his responses could be predicted and alsc
his reactions to the systemls statements, Essen-
tially nothing has been done in characterizing
conversations in a way useful Eor man-computer
conversations {for the kind of thing that has
been donte, see Goffman, 1967).

4 standard device, useful in suck situations
of ignorance, Is to create a finmite collection of
states, each standing for a conveational

"position™ that the user can be in wis a wis
Yolce-0S, Figure A%.2 giwves a poderately appro-
priate example. AL any moment Volce-CS ctakes the
user a5 being in one of these states, e.g,, as
just having inftiated the conversations, or as
having become confused, or as a new user who does
not know what can be asked of Veice-C5.

The usefulress of such a state system lies in
whether different actigns are appropriate to a
user in different states or {more important for
use) whether different stterances can be expected
in different srares, thus establishing a limited
context for recognition., For example, in the
state, repearing, the just prior uttevance may
provide a good gulde te the present utberance,
The transitions from one state to ancther are
either derived from the logilc of the situation or
from past statistics of transitions,

Sentence Level: The second lewvel in Figure
A9.1 is the sentence level. The simplicity of
task permits us to force all requests into a
simple Procrustean bed, indicated by the simple
enhemas

{COUNT }ATTRIBUTE{QBJECT} = VAIUE

The status tables define a set of objects: the
syctem, fmdividual jobs, respurces such as tapes
and printers, users, programs, and the report
itself, These objects have various attributes,
which cao take om vnrious values, It is usually
these values that the user is requestirg. Figure
A9.3 show: a number of examples, giving the

ans., :r to the xequest at the far right. Thus, an
attribute of the system is its uptime {item 1},
and one can reguest its value, which is the number
of hours that the system has been running.
Another attribute (item 2} is the DECtapes on the
system, and one can regquest this value, whick is
a particular set, One could also request a counmt
of this set (item 3), or even a yes/no answer to
wkether there were two DECtapes available {item
4y,

All possible requests for status informatiom
can be expressed by filling in {or leaving blank)
the four items. This 15 the elementary sentence
form, and it plays the same reole for Voice-CS that
a parsed sentence dees for a oore complex task
using a more elaborate langueage, Thus, the sen—
tence level conslists of a sequence of instances
of such elementary sentence forms., MWote that this
1s a2 design decisicn. The user, in fact, may
hawve octher desives for status informatien which
Veice-CS does not recognize,

An Important specification for Voice-CS is
that the user may use unconstrained English over
the telephone. Many of the words spoken lie
outside the vocabulary used in the elementary
sentence form. Volce-CS uses a medified form of
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Semantic lewvel
System!'s status

Represented by table in PDP10, accessible via Monitor
Fixed structure, known at design time, bullt dinte Voice-~$S

User's desires for status infermatien

Beprasented by elementary sentence form, hence mo specific
semantic representation.

Elementary form fixed by design, built into Volce-GS

Frequency of requests determined by experience

Oser’s comounicaticn state

Represented by findte state system
Fixed state system determined by logic of comversation
Frequency of transiticns determined by experience

Sentence lewvel

Represented by elementary formp {(COUNT} ATTRIBUTE (OBJECT)=VALUE

Role of each word {syntaxm-semantics dictionary} for form
determined by knowledge of English grammar and semantics.

S5imple word order rules of English

Frequency of word orders determined by experience

Lexical lewel

Represented by sequences of words
Finicte set of words in dictionary with one {possibly more}
phonemic sequence for each.

From standard knowledge of English phonetics
Phonological rules {including conversatiomal transformations)
Stress and intenation rules
Phoneme order statistics

A priorxi Erowm English

Calculated Eor leocal languages

Phonemic level

Represented by sequences of phoneme-lists, where each phonems
list gilves the alterpative phonemes that could occur at a
given point, crdered in likelihood of cccurrence.

Parametric representations for each phoneme

Base parametric representaticns for each phoneme

Ca-articulatory rules

General rules of continuity for phonemes

Parametric level

Represented by sequence of parallel messurements
Articulatory rules for significant parameters of speech
Evidence about perceptual characteristics of speech

Acoustic levael
Represented by sequence of amplitudes of sound wave

Nolse characteristics of room mwise and mike noise
Limits of human speech signal

Figure A9.1. Levels, Their Repregentations and Sources of Knowledge
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<]

Request
Request-3ystem —_
Raquast-Job }ﬁmsweriug
Request-Resources —

h
Confused

\ J
Repeating

TerminaCing

Initial High probability of "Hello'r
High probabilicy of transitfon te Confused
Fair probability of transition te Reguest

Hew '"What can I ask?™
"Tell me something?™
'"What do you knowi'
Qpen up On sSymonyms
Expect many pauses

Request Regular grammar
Three subgrammars

Request-System
Request-Job
Request-Resources

Answering Poasibly transitions to and from all states
except Werminating.

Figure A9.2. Example of a Finite-State Diagram of State of Volce-CS User
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SENTENCE FORM

English Request CQUNT ATTRIBUTE CBJECT VALUE Posgikle Response

How long has the system HOW-LONG SYSTEM RUNNING The system has keen rumnning
been rumning? for three hours.

What DECtapes are on WHR.T DECTAPES SYSTEM DECtapes, DTARC, DTALl, DTAZ and
the system? DTA3 are on the system.

How many DECtapes are HOW- MANY DECTRAPES SYSTEM There are four DECtapes on the
on the system? system.

Are there two DECtapes AVAILAELE DECTAPEE TWC Yes, there are two DECtapes
available? available.

How many users HOW - MANY USERE There are currently seven
are there? users on the system.

Could ycocu tell me what NULLTIME SYSTEM We are currently running

the null time of the
gystem 1s7

Figure 45.3.

Example 3 of Elementary Sentence Form:

37" null time.

COUNT ATTRIBUTE(OBJECT) =VALUE
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keyword analysis, a simplified technique of lin~
guistic analysis in which only key words in the
lexical stream are detected and much of the gram-
matical structure is ignored. This technique has
beer used in a number of applications (e.g., in
the so-called ELIZA programs, Weizenbaum, 1966,
1969). 1t works quite well Iif the situation is
sufficiently unsubtle, That this is the case can
be seen in Figure A9.4, where an ELIZA-type pro-
gram has been given a script for the computer task
at hand. It provides a close correspondence to
that in our protocols for the status task (Figure
5.1 or Appendix 6). In Voice-CS the keyword
analysis technique is augmented by the contextual
dependency analysis which is based on the con-
straints imposed by the keyword on the elemen=-
tary sentence form. In absence of rigid syntactic
structure, Voice-CS can still benefit from the
order-free constraints imposed by the Voice-CS
grammar after a keyword is recognized,

Lexical Level: The representations for the
top two levels are the ones special to Voice-CS;
the other levels have task independent represen-
tations. The lexical level is represented by a
sequence of words. These words form a very
limited dictionary {(given in Appendix 6), and
do not include all English words,

Phonemic Level: This level is represented
basically by a sequence of phonemes.* The
phonemic alphabet is one devised for Volce-CS, and
is not identical with the standard alphabet of
about 40 phonemes. An actual selection of this
alphabet will not be made, but it will be an
attempt to characterize the acoustic segments
rather than a linguistic transcription. Actually,
the phoneme representation consists of a sequence
of lists of phonemes, The identification of a
phoneme is sufficiently unreliable that, for each
place (as indicated by a segmentation process),
there needs to be a list of the tikelihood of
their being the actual phoneme,

As an alternative, there are many advantages
to representing a phonemic segment by a simul-
taneously cccurring set of attributes or features.

There 1s, actually, no texm available to
describe the first division of the continucus
speech into intervals identified with an
element of a finite alphabet. Phoneme, phone,
phonetiec segment, hyper-phonéme, electroneme,
etc,, have all been used and each has specific
associations. We will use phoneme without
commitment to a particular phonemic theory

or alphabet.

Uncertainty in phonemic identity can be expressed
by setting particular features to values inter-
mediate between 0 {(does not possess feature) and
1.0 (does possess feature). In the lexicon one
can specify a range of values that each feature of
each segment must fall within in order for an
unknown sequence to match that lexical item.
certain phonemes such as those falling in the
stressed syllable can be emphasized by relaxing
the range requirements in lexical representation
of phonemes of unstressed syllables. A feature
representation that is tied closely to articu-
latory variables such as the position of the
tongue body, tongue tip, lips, etc., permits the
decoding of coarticulatory phenomena that cccur
for example at word boundaries. Otherwise, the
lexical entries will have to allow great latitude
in the expected phonetic quality of word initial
and word final phonemes due to coarticulation
with adjacent words. The following discussion
could be rephrased within a feature framework

but for clarity we have chosen a single represen-
tation in terms of phoneme sets,

Thus,

Parametric Level: The parametric represen-
tation consists of a set of measurements taken
over time, Thus, if there are B measurements,
then the parametric representation consists of
8 coordinated sequences of measurements. The
actual set of parameters to be used will not be
selected, but discussion of the possibilities and
the consequences of various choices will occur
later.

Acoustic Level: The final level consists of
the representation of the speech signal as a
function of time. Whether this exists as a
digital sequence (after passing through an a/d
converter) or exists only as an analog signal
depends on the details of how the parametric
values are derived (e.g., through a hardware
preprocessor or through software), This may be an
important decision in terms of the total proces-
sing capacity of the system, but is not relevant
at this level of analysis,

We will illustrate the structure of the
system by stepping through the system with an
example from Voice-CS5. Figure A9.5 shows the
overall structure of the system for Voice-CS.
Each of the levels again appears, with a brief
reminder {in angle brackets, < >) of the repre-
sentation. PBeneath each level is a description
of the mechanisms used at that level., This is not
a2 regular flow diagram, since the actual sequence
of contrel is not the most important aspect of
Voice-CS, but rather what mechanisms use what
knowledge te determine representations at what
level.

Let us enumerate these mechanisms by stepping
through the system with an input, Figure A9.6
shows the course of this processing, starting with
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WOULD YOU LIKE ENSTRUCTIONS FOR USING THIS PROGRAM?
wwx Y
OOn DAY, I AM DR. OTTO MWATIC,
S5INCE WE CANNOT SEE FACH OTHER, THERE ARE A FEW CONVENTIONS I8D LIKE YU
U TC ABICE BY IN ORDER FOR US TO COMMUNICATE AS WELL AS POSBIBLE.

1} PLEASE WAIT FOR ME TO PRINT THREE ASTERISKS BEFORE YOU TYFE ANY
THING,

23 TERMIMATE EACH OF YOUR REMARKS TO ME WITH EITHER A QUESTION MAR
K OR & PFERIOD,

3) IF YOU MAYE A MISTAKE IN TYPING ENIER THE WORD

4) WHEN YOU ARE FINISHED, A SIMPLE G@GOODBYE.S WILL TERMINATE THE 1
NTERVIEW.
IF YOU WILL REMEMBER THESE RULES OUR SESSION SHOULD &0 QUITE WELL,
ROM, eas
WHAT SHALL WE TALK ABOUT TODAYT

4% YHAT SYSTEM IS CURRENTLY OPERATINGT

THE SYSTEM BERESENTLY RUNNING IS ADEPT,

+%% I5 ADEPT A TIME SHARING SYSTEM?

AOEPT IS PRESENTLY OPERATING,

+*% WHEN DOES TIME SHARING OPERATE?

ADEPFT IS PRESENTLY ODERATING,

*+% WHEN DOES 05 RON DURING THE DAYT

ATEPT QTERATES DURING PRIHE SHIFT ANp OS IS ON THE AIR OTHER TIMES,
*+* TIES THE 3YSTEA SUPMIRT AOTH DISC AND TAPE?

TW(Q TAFE DRIVES ARE AVAITLABLE.

**% YRAT ABOUT TISC DRIVES, AND DO TUE DRIVES USE PACKS OR ARE THEY
+&% FIAED HEADS?

TWO DISC TRIVES ARE AVAILABLE

ek WHAT HIND OF DISC DRIVES ARE THEY?

I DO ROT UNDERSTAND THAT QUESTION,

f4% WHAT MASS STORAGE DEVICES PO WOU SUPPORT?Y

THE SYSTEM SUPPORIS TAPES DISC DRUME TELETYPES AND DISPLAYS,
**% WHAT 15 THE SIZE OF THE MACIINE?T

TRY AGATN.

*%% HOW MUGCH GORE DO YOU HAVE?

THE COMPUTER HAS TWO HUNDEED THOUSAND BYTES OF MEMORY,
**%% CAN I USE GRAPHICS TERMINALS ON THIS MAGHINE?

THE SYSTEM SUPFORTS TELETYPES AND GRAPHICS TERMINALS,
A% HOW DO I USE THE DISPLAYS!

DISFLAYS ATPPEAR IDENTICAL TO TELETYPES IN THE SYSTEM,
+*% IS5 THERE & FREE TERMEINAL NOW?

1 D0 MOT UNDERSTAND THAT QUESTION,

*% CAN I LOG INTO THE S5YSTEM NOW?

THE SYSTEM PRESENTLY RUNNING IS 05,

*%% WHEN CAN I LOG INCD THE SYSTEM?

THE SYSTEM PRESENTLY RONNIM: IS ADEPT.

*+k CAN I LOG IN NOWT

PLEASE REFFAT THAT,

**% HOWd MANY USERS ARE ON THE SYSTEM MOW?

SEVEN USERS ARE LOGGED IN,

*#% 15 THERE A LINE PRINTER?

THE LIME PRINTER 15 MOT AVAILABLE,

*%%k WHEN WILL THE PRINTER BE AVAILABLE?

THE LINE FRINTER 15 MOT AVAILABLE,

#%% WILL THE FRINTER BE AVAILABLE TODAY?

THE LINE FRINTER IS5 NOT AVAILABLE,

#x% PORGET THE LINE PRINTER?

1 DO NOT KHOW WHAT YOU MEANM,

*%* ] RAID PORGET ALL ABOUT THE PRINTER,

THE LINME PAINTER IS5 AVAILABIE,

sk DID YOU SAY THE PRINTER WAS AVAILAEBLE!

THE LINE PRINTER 15 NOT AVAILABLE,

Tk [;QD‘DEYE',,

HY PLEASURE,

Figure AY9.4, Dialog Erom an ELIZA-like asyatem simulating Volce-CS
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Behavior level <seguence of responses, changes of user state>

Interpret elementary form
Make transition In user state system

Sentence level <sequence of elementary forms>

Sequence of key word parse programs
Sequence determined by user state

Lexical level <sequence of words from the dictionary>

Preprocessing of input sequence to Improve order of alternatives
Using phonological rules
Using language statistics
Sequence of matches of phoneme strings
Search fnterval in input sequence determined by
subgrammar and initial lexical pass
Subdictionary determined by subgrammar
Input phoneme string determined by pauses and
reliable phonemes
Subset of subdictionary determined by reliable phonemes
of input string
Inftial pass to detect clear words, derermines estimated
user state
Reprocessing of close matches using additional parametric
information

Phonem{c lewvel <sequence of phoneme-lists, where phoneme-list gives
alternatives at point in order of likelthood>

Unitizing by continmuity
Segmentation by discontimudty
Classification program
Parametric level <sequence of K parallel measurements>
Measurement programs for each parameter
Special measurements <especially for short intervals>
Under control of lexical level
Acoustic level <sequence of amplitedess>

Microphone pickup and digitizing

Figure 49,5 HMechanisms for Voice-CS Levels
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(n) RESPOND “YES, THE SYSTEM IS UP"
% COUNT | ATTRIBUTE OBJECT | VALUE
a STATUS SYSTEM | uP
T
(9) IS... SYSTEM RUNNING
(8) T
pilot pivot pivot
(7) 1 Z DHA S 1 STEMR A NI NG
+
(8) [ SUBGRAMMAR FOR SYSTEM
*
(s) —————— system

o | BB

(3) ~\

TR PR

\_\\v/ﬁu-
, K

2 2 5 9 14 20 29 24 37 23 23 24 22 18 72 232 1 1

1] 1 1 3 5 B 11 13 14 21 16 1¢ & 2 2 1 [} 0
(2) e e Coe e e e
9 ¢ 2 7 10 15 21 26 33 1 12 11 8 8 5 & 2 1
is the Sy5 - tem rups nin
{1)
{0) “1gs THE SYSTEM RUNNING?”

Figure AD.6: VOICE-CS PROCESSING OF AN UTTERANCE
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the input utterance, written in Emglish, at the
baottom {0}, This utterance arrives as am acoustic
waveform {1} and 1s converted to a segquence of
parameters {2). These are segmented by a process
similar to that described for the Vicens-Reddy
program, utilizing mostly information about conti-
nuity and variationm of the parameters (3}, after
which a classification program gperates to produce
for each segment a list of phonemes {&4)., A pass
is made through the sequence of phonemes against
the whole dictlomary. This 1s a stringent pass
and only those parts of the input that are quite
reliable are attended to. This vields [say) a
single key word, “system™ {53}. Thle word Is
sufficlent toe indicate that the user Ls probably
making & requast abeut the system {as opposed to

a particular job or z particular resource). Thus
a new ordering is picked at the semantic level

for what state the user is in. Each state has
assoclated with it a particular limited key word
grammar. In this case the grammar for the state
request-system is selected (6). This subgrammar
is given in Figure 4%.7. Identification of

other words (e.g., '""hello"} would hawe indicated
a diFferent user state {(imnitial) and selected a
different key word grammar. Thus, the state
system shown in Figure A9.2. includes a separate
state for requests associated with each object
{system, resoutces, jab, ...J}.

The key word subgrammar is now used te proc-
e5s all of the input stream in order to produce
the lexical level, The central part of this
process is a match between some interval of the
input stream and some entry in the dicticnary,
i.,e., the phonemic string corresponding to a
word in the subgrammar {9), This match vields a
guantitative estimate of how well the input sep-
ment matches the word, taking inte account the
entire list of alternative phonemes at each place
as well as the possibilities that various phonemes
were absorbed or totally obscured by their
neighbors,

Conceptually, this match is to be {terated
over the entire input utterance and over the entire
dictionary In order to produce the representation
of the lexical level, given in the figure as "is
.o System running" (9). Howewer, not all com-

binations are tried, nor are they tried in a fixed

arder, Ficst, the relatively reliable features

of the input stream are selected for accessing the
dictionary. Thus, in the stream of 15 phoneme
places that make up the utterance, anly 3 access
points occur (7)., Somewhat broader limits are
used than on the first pass, where only a single
key word was needed te select the subgrammar.,

Each access polint becomes a piwvot areund which a
descriptign {s made that selects subpart of the
subgrammar, That is, the subgrammar represents
semantic selection and the subpart represent
additfonal phonetie selection. Presumably, these
are Independent bases of selection., Iteration now
accurs over all entries I{n thie subpart,

& variant of the "empty world hypothesis™ is
now used: The speaker is probably talking only
about one thing. If a few words are jidentified
at a reasonable level of confidence which indi-
cate a regquest that Volce-G5 can understand,
further processing is net worth much, Thus, the
search starts with the high probability ewvents and
stops 1f It ever gets a complebe message. Of
course, 1t will sometimes make errors In se deing,
which become one component of the total error rate
of the system.

Since the system can stop looking when
sufficiently good Informatfon has been accumulated,
the order in which things are considered is impor-
tant, #4lthough mo tight grammar exists, there are
grder affects among the key words. For example,
if the key word is "how many,’ then almost for
sure the gther sigmificant key words follow it in
the utterance; if the key word is "available,'
mostly the viher key words will pracede it. This
ordering mechanisns takes place early in the
lexical lewvel.

Fox each interval {(mere properly, each pivot
point} there will be several candidates. Typically,
one of ‘two things happens, Peossibly, one score is
high enough, both absolutely and above its com-
petiters, so that it can be taken as the word in
the lexical string. Alternatively, none of the
scores 1s high encugh, compared to the statistical
probabllity that an English word not in the sub-
grammar hds occurred, so that the interval can be
declared not to be & word in the svbgrammar. The
range in between these two is characterized by
the existence of several leading candidates, whose
scores are elther too ¢lose ar not high enough.
Given the specific nature of the conflict (Is it
"magtape'! or "DECEape™?), additional measurements
are possible at the parametric level to make the
decision. Thus, there is a feedback loop through
the parametric, phonemic and lexical levels for
such cases [8}).

Given the lexical lewel, the sentence level
is obtained by a table {(the subgrammar of Figure
49.7), which assigns to each word in the wvocabu-
lary of the subgrammar the implicatiens it carries
far the elementary sentence form, The result Kor
the example is shown at {10} inm Figure 49.6. The
various items of the elementary sentence form have
been filled in., This is based on keyword analysis
and contextual dependency analysis given the key-
word, The semantic level is straightforward,
which consists of interpreting this filled ele-
mentaty sentence form to produce the response of
Voice-CS to the input utterance (11).

In the example of Figure A%.5 the main path
proved adequate, but of course this is not always
s0. The selection 0f a particular subgrammar was
tentative, and if it does not work out then a
different subgrammar must be tried. More infor-
matlon is available on which to select the next
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COUNT ATTRIBUTE {OBJECT) VALUE
AVAILABLE AVATIABLE
BUSY BUSY
COMPUTER
CONTROL-C CONTROL~G CONTROL-G
CORE CORE
DATE
DOWN DOWN
EIGHT
FIVE
FOUR
FREE FREE
HOW-LONG
HOW-MANY
HOW=MICH
JOBS
NINE
NULLTIME
ON
ONE
PDPLO
PEOPLE
RESOURCES
SEVEN
SIX
SIZE
SPACE
STATE STATE
STATUS STATUS
SWAPPING
SYSTEM
THREE
TIME
TWO
UP ur
UPTIME
USERS
VIRTUAL
WORKING WORKING
ZERO

Other words: ARE, HOURS, IS, K, MINUTES, NOT, SECONDS, WHAT, WHERE, WHO,

Figure A9,7., Request-System Subgrammar with Implications for Elementary
Sentence Form
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subgrammar, since some words will have high ensugh
scores to stamd, ewven though sther candidates come
on the scene. Thug, 8 new selection of a2 subgram-
mer can be made and the process starting from the
lexicazl level cam be iterated. This takes place
againat the background of the prior anélysis, so
that not all processing needs to be repeated and
lower bounds exist for many phonewe intervals
about how good the match must he te he taken as tha
recoghlzed item.

Pnsalved Problems of Syatem Organizations
Volce-CS system vaises several ipteresting problems
in the organization of the large computer programs
that would be alwost {mpossibla to attempt on most
present day computars. Any speech understanding
system which attempts to include all the sources
of knowledge we have outlined {n the preceding
pages will certatnly he a large program with
devere real-time requirementa. Moat presently
avallable operating systems do not provide the
ne¢essary factiietes for the dewvelapment of such
a system,

Valce-C8 attempts to answer guesiions about
computer statug gver a telephane, 1TIf 1t takes more
than & few secunds £ reapand to a trivial ques-
tion then the user would soon becoms dizinter.
ested in the system. It follows that to be accept-
able Voice-GS must respond to trivial questions as
saon as the question is completed. Indeed, to
equal human performance, it must sometimes be able
to answer questions even befare they are complcted.
This means every mechanism must de lts part as
sgon 45 1t is able to.

As goon ag the signal parameters are extracs=
ted the segmentation program must begin determi-
natipn ¢of acceptahle segment houndaries., As geg-
ments become available, the phoneme recognition
program muisC assign labels with associated prob-
abilities. As a syllabic nucleus is formed with
an apparent stressed vowel the keyword linguitic
program must be activated. As possible candidates
are formed the lexical recognition program musk
determine the wost likely word just uttsrsd. The
availability of the keyword should then generate
possible hypothesaea for other words that might
cccur in thls utterance, their poasible lacation,
and thelr relationship to the keyword already
tecognized. As wmore worda are recognized the
system should be able to decide when it has infor-
mation to begin dnswering the question without
waliting for the utterance to be completed.

Ar first look the subroutine mechanism
commonly avallable in most programming langusges
might appedr to be sufficlent. Kowever notice that
the program {3 going [rom routine to routine in
seemingly randow order which Is purely dependent
an the data chat {5 arriving from the microphone.
Thia can only be done 1if each subrourine hag
facilities to I{nterrupt {ts pracessing in mide
strcam Lo preserve lta atate, and transfer comtrol

to anothey routine. When the interruption occurs
at priedictable points the co-routine conrept
commonly used in compiler writing would be suf-
ficient for our requirement, i.a., presecve its
atate and contiruwe upon return without any fixed
entry-peint inftfalfzation resetring the state,

In the case of Vaiece-0S, Fhe ca-routine
stryctyre praves ko be Inadequate, becayse the
active routine can anly relinquish zantrel at pre-
programeed points. If in the meantime the speaker
has uttered sewveval woxds that require immediate
processing because of overflowing buffers it would
mean irrevocable loss of data.

& parallel program organization is indicated.
& time sharing does essentially what 1s nmeeded
except most present systems do not provide facila-
ities for interprogram interaction. Most time
sharing systems are built with the assumption
that the programi under Llts control are performing
independent tagks and do net need tp interact with
¢ach other, In addition the system must guarantee
jervice tn egome programs every 100 ms or so (the
vealutime problem), Very few present systems
provide these Facilities and this 1s likely to be
a major phstacle in the immediate realization of
dempnateable speech-understanding systems.

AQ.2 Semuntic Level

In this section we will discuss the problems
and the sources of knowledge at the semsntic and
post-sementic levels. Many of the ilssues raised
at this level deal with man-machine interactiom:
the new word problem, the synonym problem, Lhe
wverification problem, the real time problem and
the user model problem, To study some of these
fasues, a similation of Veice-KP was parformed by
Dr. Robert Andersomn of the RARD Corporation at
the reguest of the committee., We will summarize
the results of the slowlation here.*

49.2,1 Simglation of Voice-KP. The simulation
of Voice-KP was conducted to answer two main
questionss how fast can s perason read-in routine
specially formetted date and what iz the effeer of
errors on the data rate?! The firar question 13
relevant because in normal conversatiom the seman-
tic context of the conversation permits a great
deal of sloppiness in Loth the speaker and the
listener without any loss of the essential message.
Further in normal coaversation the mind can and
does formulate utteramces lomg before they are to
be uttered. The question then is what happens ko
the data rate of the speaker when he is deprived
of his language BRd environmental centext? This
is important for Volce-KP because mich of the

data that is keypunched on cerds fs Formatted and

We wish to express our deep appreclation to
R, H, Anderaon for gbtaining the results
presented here,



http://A9.ll

A, 12

uwsydlly communicated among humans In written farm
and net by voice, Does thia affect a persga's
abilicy e communicate it by wveice at a high data
race?

The second fuestion on the effect of errors
on human perfermance 1s alsoc impottant because
almost any system that can be conceivably built
in the near futere is likely to be ervoriful., 1If
the speaker has to frequently eorrect the data
there will be a threshold of patience at which he
will prefer Lo uge some other medium, The ques-
tions Lo be answereed ave what creor rate will he
talerate and can it be pbtained within the presept
state of the art?

The System: The performance of a Voice-KP
system was simslated by a wan-machine system. The
man siowlated the recegnition and interpretation
part of the Volce-KP listener. The machine simi-
lated the errorful behavier and the visual Feed-
back parts of the Volce-KP system. After recog-
nitian and interpretation-the listener of the
Valce=KP does not have enough time to type-in what
the speaker sald (this would artificially slow
down the data rate of the speaker making the
results meaniugless), o 1t was necessary to pre-
pragram in the data to be read by the speaker
ahead of cime and all cthat the liatener had to do
wias hit @ key soon alter the word was utbercd.
Since the anticipatory reaction time of a human
being is In the range of 200 to 400 ms the delay
was not considered unreasonable. Detalled descrip-
tion of the system setup is given in Appendix S.

The Experimenty Several lines of data of the
fallowing format were read-in by the speaker:

Emp. No. Surname Initial Sex Age Harstab
00365 Chartestan G. K 37 M

Dep praft Degree Major

1] 38 MA Hath

Complete 1liating of the data wused is given in
Appendix 5,

The subject's speech was restricted te the
following format; he can mention data valuss in
grder from left ta right, or he can raposition
himgelf at any cqlumn by mentioning the columm
heading, Inm addition, he had two control commands
RESET to start him aver agalm and NEXT to proceed
to the next line of data,.

Results) Approximate average timesz [pr data
input was 4 minmutes ab 6% vrcor rate, 5 minutes
at 124 evror rate apd 6 mimutes at 24% erzor. It
took approximately 2 minutes For 0% error Tate
without waiting for viaual feedback (this reprc-
sents the situvation when the user knows he 15
dealing with a perfect recegnizer} and 3 minutes
fgr D% errgr rare with visual feedback. The time

for eyping and proof reading the same data was
4.5 minutes and tha time for keypunching and
verification on cards was 5.5 winutas.

Gonclusions: The Tasults presented above are
based on wery limited experimentation and thus
these conclusions must he regerded as tentative,
The anawers to other questiene we ralsed seem to
be 1} on an arror free system the apoken dats
rate of non-speech 1like material without verifi-
cation is about 3 times as fast as keypunching and
2 times as fast with wverification, 2) on an error=-
ful system the performance of Volce-XKP over kev-
punching 15 slightiy better with less than 10%
error rates and alightly worse when the errpr
rate s greater than 2%, These results shpw that
Valce-KP 12 an sttractive zlternative tp keya
punching only when the data is self generated, A
Volce-KP system mlight be useful at the data spurce

where some ane muat transcribe his data onto a
paper which can then be keypunched, c¢.g., reading
of gas and eleciric meters by the utility
companies or inventory taking at a warehouse.

49.2,2 The Real-time Problem. A crucial problem
for Voice-EF 15 that the system mmst keep up with
the data rate of the speaker. Unlike the other
three tasks where a pause of a second or twe after
the guestlion might ge unnoticed, the Velce-KF
aystem would loee data if it cannot keep up with
the apeaker. We have discussed this problem in
part Iin A%,1 under the system prganization pro-
Blem, The reguirement here {3 more severc. Tt 13
nat sufficient te have & program which will use
digk-zpoaling to keep the data from getting lost,
but rather it becomesa necessary thal every mecha-
nisw perform {ts fumction se that the gum total of
the time Is less than the time taken to utter the
statement.

This requirement has grave implications. It
is often the case that facters of 3 to 10 improve-
ment in performance of a system are only achieved
by new breakthroughs. Breakthroughs often depend
on [or require} radical departures from the known
extsting sclutions. This means after building a
syatem that works satisfactoerily for Yeice-CS eor
Voice=IM, we may find that this system cannct
satisfy the real-time requirement of Yolce-KP and
force the development of a completely new system.
Glearly some of the basic mechanisms will still be
useful but the totsl system would have to be
programuned Amnew.

49.2.31 The New Word Problem. BHow does omne add a
new lexical item to the data bese or apecify that
a4 mew format of input fs to be used by means of
velce? At ome extreme one could spell the word
using international spelling alphabet of Malpha,
brave, charlie, ..." each time a difficulty is
encountered. Or the system could have a mgdel
which guesses the word 3spelling from the rules of
orthegraphy of the English language given an
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approximate phonemic transcription of the word.
The latter technique with facilities for prompting
and error correction would probabkly ke desirable.
Whether such a system can be built to cperate
satisfactorily can only be answered by further
research. It is known however that the inter-
naticnal spelling alphaket can be recognized high-
1y accurately for single speaker systems (Bobrow
and Klatt, 1%68;. whether a system capabkle of
recogniticn of this alphabet for most native
speakers can be built is alsc a question to ke

anaswered by future research.

Specificaticn of a new format for input
raises other problems. 2 new format of the type
usad in Voice-KP simulaticn merely raducas to the
preceding problem of learning new words and their
apelling. However, 1if the format is specified by
means <f, say, a phrase structurs grammar <f the
input language, then we face all the prchblems of
extendable languages that are being faced by the
researchers in the programming lanquage field
{Galler and Perlis, 1966; Cheatham, 19%66; Standish,
1969), Wheather it ia feasible or desirable to
effect such modifications by wvoice i3 quastionakble
at this peint in time. In the case of Voice-DM
the solution to the new problem can be substan-
tially simplified. Instead of voice input a
keyboard can be used by an expert for the addi-
tion, deletion and modification to the data base.
He would not only type in the phoneme transarip-
tion =2f each new word entered, but would alaoc
modify the data representation so that a new word
would be entered under the appropriate category
within the data structure of the phonemic lexicon.
The problems associated with the representation of
the large lexicon will be discussed in Secticn
29.4 under the lexical level.

29.2.4 The Synonym Problewm. When faced with the
choice of sgeveral possibkble synonyms, the actual
one chosen by the speaker appears to be random.
A ¢losze study of the protocols taken in conjunc-
ticn with the simulation of Veoice-KP shows that

the same speaker within the same list has used
"M, "Male", and "Sex Male" in similar situations.
Other examples include "Math" or "Mathematics”

and "Age thirty-one" or "Thirty-one" or "Three
one". The stranger the data the greater seems

the syneonym variability.

The iwmplications <f the synonym problem
for Voice-KP systems are clear. 211 the synonyms
must be anticipated and programmed. It would be
desirable if a program could be built for the
autcmatic generation of commonly occurring
gynonymeg from a study of human synonym usage .

28.2.5 The Verificaticon Proklem. Using the
same aensora to perform two competing tasks
In the
case of the simulation of Voice-KP, the =peakers

leads to several unanticipated problems.

eyes were moving continuously from data toc the
display and kack. UWot only was this strenuous,
kut proved to ke time consuming. It was estimated
that it took anywhere from 5 to 10 eye movements

for the location and registration of a data
element in the midst <f utterance.

If eyes are to be used for the data
generaticn, then it seems necessary to usa some
other senscr for verification. That we need
verificatioen for Voice-KP is clear from the
task. Verificaticn by means of voice response
from the system sgeems to be the main alterna-
tive. Other sensory mechanlsms are not capakle
of the wverification that is neaded in this
cagse. The rcle of the eyes and ears cculd ke
awitched if needed, e.g., if the speaker is
transforming wvoice data into a form suitable
for Volce-KP, then eves c¢culd be used for
verification. The wverification problem thus
introduces previcusly unanticipated design
ccnstraints on Voica-KE.

A8.2.6 The Usgser Mcdeling Problem. The total
semantic situation is consatituted of a number
of distinct components, each of which can make
a contrikbuticn to narrowing the possibilities
for what is =aid on a given cccasion. The main
cne (gcmetimes even identified as the semantics)
is the structure of the task envircnment. It
forms ,a segquence of increasingly particular

For example, using Volice-CC as an
instance, we might have:

contexta.

{1; PBecoming familiar with the new
Tenex monitor (the original Voice-CC
task)

(2} Understanding how to use the file
system in Tenex (a particular
subcontext)

(3] Reacting tc the PDPL0 response of
"IM to an attempt to give a file
command {(an immediate context) .

Each of these contexts increasingly restricts
the plausible respcnszes. Words, such as "filer
and "can't" becocme more probable in context (3
than in the task as a whole. And these restric-
ticns can be derived in part from an cobjective
analysis <f the task to ke done.

The restrictions indicated above can be
derived largely from an objective analysis
of the task toc be done. But there remains
appreciable freedom for human acticn and, in
turn, appreciable contribution from the
psychology of the user. For instance, =till
considering the above situaticon, the following
strategles are all plausible:

{1} Distrust pricr actic
same acticn.

, hence repeat

{2) Guess at command, attempt variation.
(2} Lock in manual.

{4} Ask specific question to obtain correct
command .



{5) Make general appeal for help,

{6) Go on to another task and come back to
this one later.

The strategies are characteristic of humans of a
particular general character (namely, educated
adults at home in technical society}, Given the
above options it is pessible to be much more
specific about what might be said. Even more
specificity can be obtained if we know of a
particular user that he almost always follows the
strategy:

{7) Do (2) for several trials and then
do (5).

Even though we do not have a specific figure for
the number of trials, we can give the vocabulary
for strategy (2) first priority for (say) two
trials and then switch to the wvocabulary for
strategy {(5) from there on. In all events we can
put much lower prierity on the vocabularies of
the other strategies.

No studies are available on the Voice-CC
task to show whether humans of a given general
type limit themselves to a finite set of strate-
gies {e.g., (1) - (6) above), or whether
individuals are consistent in their selection of
a particular strategy from this set (e.g., (7}
above). However, in some analagous tasks (puzzle
solving and game playing) such consistency does
occur (Newell and Simon, 1971) and we would expect
it in the Voice-CC task. Immensely detailed
study would be required, but such models of
psychology of the individual user seem possible.
{They are zlmost certainly used by one individual
in understanding another, since the hearer can
essentially put himself in the position of the
speaker and ask what he would do in the situation,
all withgut excessive cognitive strain).

The types of information given above are
still essentially semantic, i.e., they pertain
to the meaning of the sentences to be uttered,
not to the actual choice of words and phraseology.
Given that a user decides. on strategy (3), he
can still say:

(1) (nothing)

(2) '"Well, let's look at the manual see
what!s up."

(3} "O.k., look it up,"
(&) 'all right, to the manual."
(5) r'Wonder what page that would be on,"

Although the variability is still high, so that
ro single word {not even "manual") is common to
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all sentences, substantial constraint has been
introduced.

Almost no information appears to be
available on how variable such task-oriented,
but freely-emitted, speech is. There are
undoubtedly conventions of discourse that are
generally observed by all people (of a given
general type) and more specific stylistic
consistencies within an individual.

An additional source of knowledge comes
from the known basic characteristics of the
human as an Information processor, A human can
remember only a few things at once, without
adopting a deliberate strategy of rehearsal;
similarly he can acquire new information only
at a relative slow pace (a few items per minute).
These provide a basis both for predicting what
the subject will not say, and when be will ask
for a repetition of information (if too much
intervened}. Another regularity of great
importance is the fact that humans operate with
a goal stack. When interrupted, they do not
abandon what they wWere doing, but save it while
they take care of the new problem, then return
to it and attempt to pick up at the point of
interruption. In any few minutes of task-
oriented behavior (such as occurs in Voice-CC)}
several minor interruptions will occur (e.g.,
finding a little used key on the teletype,
picking up a dropped pencil, recalling the mean-
ing of a computer-sent message, etc.)., By
keeping track of the tasks the human is working
on, i.e., simulating his stack of goals, a
substantial increase in predictabllity is
pessible.

The purpose of the above discussion is to
emphasize that a part of the knowledge available
in understanding a speech utterance 1is in a
psychological model of the speaker, rather than
in the structure of the task (or in the various
levels of linguistic structure). Little has
been done to develop models of the speaker that
would be genuinely useful to a speech-understand-
ing system, but a few of the possibilities
are indicated above,

A9,2,7 General Semantics. Unlike the other
three tasks considered, Voice-GC requires the
use of powerful semantics for its success. In
the long run, this task and its model of general
semantics offers the main hope of a gemeral
approach to semantic Information processing and
question-answering. All of the prior three
examples used little or no semantics and what
little there was could be handled by ad hoc
methods for semantic representation.

State-of-the-Art in Semantics and Question
Answering. Many of the important papers
relevant to our work have been collected in
Semantic Information Processing (Minsky, 1969).
Two surveys of the state of the art are given




by Simmone {1965, 1970). A detalled characteri-
zition of the structure of question-answering
systema can be foumd in Greem (1969), We present
bere a brisf degecription of the characteristics
of question-answering systems. 4 gquestion-
ansWeting system may be broadly defined as a
system that accepts Information and uses thisz
informacion tp answer questions. Often the
information, questions, and anpwers arve presented
in a form that iz relatively eazy for pecple to
learn, such as some restricted clase of type-
written English sentemces. 1f the question-
answet ing system, & computer program, produces
reasonable responses, it may be attributed to

the buman charactetlstic, '"understanding.'

The following diagram shows the essentizk
components of a gquestion-angwering system,

Facts —

USER 2 Qquestiona +|Translator : Execut ive :kiumryj

T1GTTE I Qe

Its operation L5 as followst The user presents
statemants (facts and guestions). A Eranslator
converts them Inta an intermal form, Facts are
stored in memory, (The stare of facts is
refarred to as the date base.) Angwars to
questions are formed im two ways: f{l) the
explicit answer L5 found in memary, ar §2) che
answer [s compured [rom the information stored
In memory, The executive program controls the
process of storing information, finding infor-
mation, and computing anawexsa,

A question-answering aystem does not
cxplicitly atore all information that is
available ¢& the vaer. TInstead, a smaller data
base of compactly coded facts {a used. New
informatdion, nat explicitly stored in the data
base, but fmplied by the stored facts, is com-
puted ov deduced from this data base by an
ansWer-camputation mechanism.

Semantic Conatzaints on Phonetic &nalygis. The
semantic support which one can axpect from g
gemantlc data hase falls into twa clagsses--
general semantic infermation such as sedantic
selectional restrictions between verbhs and thedlr
objects, subjlects, and modifilers, and spacific
tactual information ahout the world er ghout 3
data base., An exampls of the farmes might be
the restriction of subjects of the warh "fly"
to birda, ingects and airplanes {in the literal
sense of "f1y") and to people (in the sense of
being carrled by a plane), An axample of the
latter would be the specific f3ct that the DQDO
bird can't fly, or that a particular aizplame
flight ha# been cancellad on a particular day,
In the firat case, semgntic suppart for the
speoch recognition task is similar to the
syntactic support diacuaaed earlier. In
sufficiently limited artificial languages this
type of conatraint can be included in the
syntaceic categories of the grammar--making it
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eszentislly a syntactic ¢onstraint. In an
application where the semantics &re lesg limited,
general semyntic informarion can srill be used
to predict worde which might occur in zome
epviranment, A semantic associastrion network
such a3 Quillisn!s TLO program (Quillian, 1969)
would be a good candidate mechanism Eor
implementing this type of semantic support.
Moreover, thia type of semantic word asseciation
in predicitive mode is likely to be more useful
in general English than tha corresyonding
gyntactic support since it imposes considerably
more reatriction om the predictions than dees
the prediection of a ayntactic category.

In addition to the proposal of specific
words, general semantie informatien can also be
used tp screen the tentative words proposed by
the word recegnizer in the same way that a
gramnar carm be used to sereen tentative words,
The use of spacific factual information is some-
what more difficult. Tt is mot likely that the
uge of spacific factual informatlion to propose
worde Wwill be of mach help to the word recognizer,
since the numbar of specific entities in a data
base that can be referred to im a glven eoviron-
ment mey bea gquite large. Thus, for example, in
a context where one Ls expecting a proper noun,
an enymeration of all of the names in a personnel
file would be of little help In proposing
candidate words for the word recegnizer. ©Om the
other hand, specific factual informetion could
be very useful in resolving residual ambiguities
in word reccgnition, Consider, for example, a
case in which the word recognizer finds twe
poasible Elights is already on the ground. This
type of semantic support, however, rvequires che
use of some fairly powexful infexences in general,
and the state-vf-the-ary of mechanical I[nference
is still quite limited,.

Bources of Exror and Knowledge.® The range of
questions illustratad by the sample protocol
in Appendix 7 steps somewhat beyend the bounds
of exiasting Q. A, systems by asking ""How do
I, ., " and "What happens if . ., " questions.
In agddition there are a number of quescfons
{such a3 #L1 and #27) which efither are roo
much £o expect of a Q.A. system (with today's
ttare-of-the-act) or are net really necessary.
Thus, in order to build a systém with curremt
{or almost turrent) state-cof-the-ert question
anawering 1t will be necessary to teatrict the
semantic range of questions scmewhat From that
represented in the sample protoecol.

These restricbicns can either be presented
to the aspeaker in advance; or he can recelwve
feedback of the type "I don't understand your usage
ef X0, please rephrase;™ or a combipnation of
both, The vestrictions would exclude utilizatiom

* The restrictipns and the protocol in
Figure A%.B were proposed by J. Gorbonell
of BBH.
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of syntactic and semantic techniques not yet
developed and tested or mot deriwvable as natural
simple extensions of current work.

One limitation should refer to anaphoric
refererces, and especially ellipsis which should
be aveided. Uses of "that,™ "this," "it," etc.
should also be restricted. For exawcple, "ic' in
statement 23 of the protocol in Appendix 7
refers to "commaznd," and not to "space™ or Tfile,!’
creating an anaphoric reference difficulr to
selve., ©Of course, we could pive the computer
the capability of asking the user something
like: ''What does your word 'it! stand for?™

Another possible limitation relates to
poor syntax. Incomplete and othey syntactically
incorrect sentences are common in verbal discourse
and can be observed throughout our proeccol.
One would like ta use semantic information and
phonalogy (e.g., intonation as a question for an
gtherwise aftirmative sentencel} to force inter-
pretations of ungrammatical sentences sc as not
to force tke user to express himself in prefect
English. However, except ftor the ELIZa-tyre
zpproach, this task is still frontier state-of-
the-art.

Most types of "if" clauses and other
cenditionals should be avoided since they create
complex semactic problems. From a syntactic
peict of vwiew, inwolved conjuncetion or disjunc-
tive sentences can easily penerate complex
ambiguities, the solution of which is at best a
time-consuming process. Limitatien of conjunc-
tions to the simplest cases seems advisable. In
general, one skould instruct the man to employ,
as much as possible, shart, simple, and direct
sentences wwoiding complex and invelved state-
ments.

One aspect of semantics that will require
further elabaration beyond current state-of-the-
art is that of processing actions and commands.
Most current Q, A. systems are not mainly
concernad with questions of “doing." They
handle well concepts znd facts, with less
gmphasis or procedures, Questions like "How de
I copy an existing file from disk ta tape”
refer te actions. This extension hopefully will
be relatively straightforwezrd, and work is
already in progress towards it.

Figure 49.8 presents & brief simulated
protocol of a possible man-computer verbal
exchange taking into account the limitatiens
expressed above,

L

User: Can I copy filesl
Computer: ¥as, you can copy files.
User: What's the procedure I should use If T
wished to copy an old file?
Computer: Please rephrase your question. T
dontt understand it.
User: Hew do I copy an cld flle onto a new
file?
Computer: 7You can use the copy command which is
of the form copy file to new file.
Why den't you try Ll
User: (types)] What does the pericd mean?
Computer: Do you mean the pericd I added to

your inpuct
User: TYes.
& pericd normally separates the file
nae from the file extensicon. In

this case your file has a null
extension.

Computer;

User: 1Is the versicn nucber of a file the same
as the extension!?

Computer: No, they are different things. The
format is: file name, pericd, file
extension, semicolon version number.

User: I didn't specify the versicn number abave

and the system didn't complain.

Computer: What is your questicn pleasel

User: 1If I don't specify the version number of

a file, what will the system do?

Computert XNothing.

User: Explain, please.

Computer: TEME{ will autematically insert the
proper version number for you. If
you are writing a new file, TENEX
will consider it as version number
ane.

User: What if it's an old filel

Computer: Your articulation is unclear te me.
Do you mean to ask what an old file
15?7 Repeat please,.

Users What happens when the written file is

o0ld?

Computer: When the written file is old, if the

file wersion is unspecified, TENEX
adds one to the last version number,

Figure AB.B. A simulated prntnbol
illustrating the restrictlons for
Volce-CL
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In thic section we will rewview the art of
syntax analysls to show that the technigues
avallable are adequate to the task provided the
string is error free, discusa new problems that
arise in parsing speach instead of written text,
discuss the nature of constraints prowided by
the sentence lewel, and present some possible
mgchanisms for interfacing syntax to the lower
levels.

A9.3.,1 PReview of the 2tate of the Art. Stockwell,

schachter, and Partee (1968} have bcen gathering
the correently avallable infarmation on trams-
Earmational grammars for English, and the biblio-
graphy of that paper cotntalusa an extensive
coverage of what 1s currently known about the
English language in terms of transformational
theory. In addition, there caists considerable
knowledge about parsing algorithms, and formal
grammars for natural language. KWono (1967} gives
& symnary gccouent of the wse of computers for
nztural language analysis,.

Available parsing procedures for natural
laeguage include the original Harvard Predictive
Analyzer of Kuno and Qctiinger (1962}, MITRE
English preprocessor (1964} and Petrick'sz (1965}
analysis procedure for transformational grammar
tased on Chomsky's theory of transformaticnal
grammar, and more recently, varlous transition
network grammars (Tharne, 1948, et al,, Bobrow
&nd Fraser (1969), and Woods, 1969), Winograd's
(1971) pracedural grammar, Martin Kay's (1964)
rpowerful patser," verslens of which have heen
used by Kay, Simmens, and others fotr the parsing
of patural language, Of these, the Predictive
Adnalyzer applies only te context frce grammars
and 1s Inadequate for characterizing the subtle-
ties of natursl language, although it is stfll
the largest machine grammar for natural language
that has yet been implemented, The Petrick
analysis procedure for tranaformaticnal grammars
is tog exhovbitantly slow for any practical
applicaeions invelving the parsing of = large
mumber of sentences. Potentially useful parsers
are cthe "powerful parszer! of Kay, and the
sugmented transiticon network model of Woods and
Winograd's procedural prammar.

Of these, the augmented network model and
the procedural grawmar model are the meoat
recent and appeat to have many characteristics
which make them espacially well suited for the
speech analysis applicatlon--nptally, the
presence of real syntactic hypetheses about the
sentence at the time when the nexc word Ls being
isclated from the input scring.

Parsabilicy of YWerbal Searements., In order to
assess the difficulty of patsing the rather
untestricbed questions af the ssmple proroecl,

we attempked to parse azbout a dozen of them with
an exlsting grammar for a fairly large subset of
English. This grammar is an augmented transicion

network prammar for the NET2 experimental
parsing syatem at BBNH {Wooda, 196%). The only
initial changes made conaisted of setting up
dictionary entries for the '"words':

ah
ar
um

v v« (pansa)

indicating that they should he skipped, The
new wocabularty words wete added as needed, The
experiment broaught to light a number of arcs
that were misaing from the prammar used, but no
problems af any appreciebla difficulty arose.
Typically, whan a sentance falled to parse, it
was merely meccssary to add ome new arc for a
conatituent that was mot handled in the

original gremmar {e.g., am ipitial adverb
beginrning a senténce) or w0 adjust z condition
on an arc, It does mot appear to be appreciably
difficule {ar least with a traosltion network
grammar} to make a grammgr [or the range of
ueterances Lllustrated in this protocol (except
for 1 or 2 eotally ungrammatical cnes), (One
idvantage of the transition network grammar is
the eate of backing up and ignoring false starts
that cccur somewhere in the middle of a
sentence. )

The sentences uttered by the user in the
sample protocel are almost all gquite simple and
fatrly short, This seems toc be somewhab a
characreristic of the task, although the szmple
iz based on only one user and rheve iz probably
considerable varigbility among wsers ia bhis
respect, Nevertheleys, the syntactle parilog
of at least g habiragble subzer o Mspeech-type'
utterances (i,e, urterances fncluding false
atarts, "ah's,™ "er!s,” pauses, etc,} iz clearly
feasible,

Figure A%.9 gives some examples of syntax
analyais of sentences from the Voice-GC grammar
using the augmented transition network model
af Woods (1070). Figure 4%.,10 gives an overall
flowchart of the syntax analysis propram of
Woods to illustrate the structure of syntax
analysls program,

In addition to these models of naturasl
language, it igs possible for wany limited
applications to define an artificial subzer of
natural language which admits a purely context-
fres grammar. In this case, there are many
context-free parsing algorithms to choose from,
Une of the moat efficient iz rthe context-free
recopnition algorithm of Jay Early {(1970) which
operates within the best known rheoretical time
bounds for ewvery subclass of context-free
grammar for which time bounds are known,
Moreowver, this algorithm can be applied Lo
unaugmented transition network gramnars with an
additional improvement over ordinery context-
free grmmars,
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**(HOW DO 1 LOG ONTO TENEXT)
PARSINGS:
s Q
NP PRO I
AUX TNS PRESENT
VP V LOG
PP PREP ONTO
NP NPR TENEX
ADV HOW
#*%(NOW WHAT DO I DO?)
PARSINGS:
5Q
NP PRO I
AUX TNS FRESENT
VF V DO
MP DET WHQ
N THING
NI SG/PL
ADV NOW

#*%(OKAY)

PARSINGS:

$ EXPL
OKAY

*%(OKAY, AH, ... DO I HAVE TO , AH, PUT A PERIOD OR ANYEHING?)
PARSINGS:

5 Q
NP PRO I
AUX TNS PRESENT
VP V HAVE
NP NOM
§ FOR-TO
NP PRO I
AUX TNS PRESENT
VP V FUT
NP OR
NP DET A
N PERIOD
NU SC
NP DET ANY
N THING
NU SG
**(OKAY WHAT'S THE PASSWORD)
PARSINGS:
5Q
NP DET THE
N PASSWORD
NU SG
AUX TNS PRES
VP Y BE
MP DET WHQ
N THING
NU SP/PL

Figure A9.9. Examples of Augmented Transition Network
Syntax Analysis
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Figure 49.1¢ Flowchart of Augmented Network Syntax Analysis Program of Woods.
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4%9.3,2 Unsolved Problems at the Sentence Leval.
The non-grammaticality and non-wallformedneas of
speech utterances present several problems that
are peculiar to specch. In addition, thare are
noe word boundaty indicaters in speech analagous
Lo "space In the weitcen text,

Parsing in the Presence of Errors. Acoustic
characteristics of function words (uaually
unstreased) within a speech utterance tend to
exhibit wide variability. This makes it difficult
to use the conventional parsing techniques in the
analysis of speech utterancea, Whal seems to be
needed are par:ers Which can parse both backwards
and forwards, starting from ancher peints in the
middle of the uttersnce (cvontent words which are
usually stressed). Very little work has been
done in this direction. At present it is not
clear whether therc are some simple wiys of
adapting the existing parsers so that they can
handle this situation adequately or whether

new techniques have to be developed.

Parsing in the Presepce of Noise, We have
already discusscd some simple ways of ignoring
neise words, such as “ah," "er,' "um," within the
framework of presently available parsing systemss
However, there atill 1s the problem of belng able
Lo predict chat some part of Lhe acoustie signal,
Iu faer, represants & wolse word, In additlon

to the noise genarated by the speaker, one has to
consider the problems assoclated with paraing of
sentences in the presence of external noise,

such as background clicks, laughter, or other
speech.

Interpratation of Partial Parses, QOften people
have & tendency to abbreviate sentences leaving
out the whele subject or predicate, For
cxamplet  the partial parses that would result
from the protocel in Appendix § -- ”(Luughter)
(b) rtough,,,ooon., ok, That is 2ll T want to
knoWw,,.Perigd, And handing up will cut off Lhis
conversation,” To appears recessary that sysbonms
should be ible to recognize that parsing in its
present state should be suspended ind a new
parse cttempted of the remazining utterance ¢nd
then at some point re-evaluate all the partial
parses to see Lf they should be ignored or
combined to obrain appropriate iaterpretations.

A9,3.3 Congtraints Provided by the Sentence
Level,

Constraints for Voice-DM, A main source of
knowledge for Voice-DM is its highly restricted
syntax. The evidence from Vicens-Reddy system
shows that it you restrice the syntax sufficiently
then it eliminates the need for all other

sources of knowledge (although one may end up
with a trivial languapge). The cxpected teduction
in secrch and dis-mbiguation obtainable from

the syntactic constraints af Voice-DM have not
baen estimated. Preliminary calculutions show
that the reduction will only be of the order of
two or three and not of the grder of ten ar more,

Only the words known to the system will be
uzed for querying the Voice-LM system. This
absence of lexical noise makes it easier for
the system to choose a word with a low similarity
score provided it is greater than all s¢ther
scoregy In Voice-C§, 3 word with low similarity
score may not be accepted if ir ig below a
threshold since it may be one of the words that
is not part of the acceptable vocabulary. The
sbsence of external nolse resulting from the use
of a bigh quality microphone in a quiet room
permicy Volce-DM to make finer disambiguation
than is possible with VoicesCS,

Constraints for Voice-KP. The reatricted format
of the input data provides aignificant conatrainta
on the vocabulary, For example, If the next
item to be spoken 1s zex, then the only mean-
tugiul words are "M, NF, "Male, or MFemale,n
If noue of thene receive a high enough
similarity score Lo the incoming utterpuce, then
one would consider Lhe possibility of one of the
format words like "Sex," "Age! or the control
words "Reset" or '"Next." In many cases this
could mean more than a 90% reductionm in the
search of the lexicon.

[lighly constrained format like the ane
used in the simulation has another beneficial
eftocke, Mosk Epuakers seamn to pause itnvolun-
tarily at various category boundaries. This
reaults in separated speech which sigrificantly
reduces the lexlcal segmentation ambiguity and
gearch, High yuality microphone Input and the
ability to correct errors immediately permits
much larger vocabularies to be handled by
Voice=KP than is possible for Voice-CH,

Constralpts for Volee-C5, In Voice-Cf Lhe usar
is not required to follow eny rigid syntax,
However, Lhe fact thal he will ask questions in
English snd cthe faclk that he 1= deuling with a
very limited task domaln imposes severyl
contextual conskrainls once a keyword iy
recognized within the utterance., This souece
of knowledge can bo used cither to restricL the
laxicon match to a few words or to order tha
possible candidates from the lexicon.

For example, given that the keyword "job'
1s recognlzed as part of the utterance and
assuming that the user is knowledgeable and
cocperative (he descrves what he gets if he is
not), it has to be a question about the atatus
of the job, devices and resgurces being used by
the jobs the nome of the user rumiing the job,
and s¢ on. This implies the most likely key-
words te be found in the uiterance are VsLialus,™
peletype,' Muzer," "program," "size," "routine,'
tresources,!! tumming," "I-O-Walrl,” and so on.
That is, only a small subset of the total
vocabulayey iy induced. CGonwversely, if one ot
these other wovda has juat been recognized us a
poasible keyword then it i5 clear that ' jobn
would be one of Lhe more likely keywords
asaoclated with 1t.
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An accurate determination of the reéduction
in effort obtainable by the use of this c¢on-
textual dependency has not been made for the
Voice-C8 vocabulary. It appears to a function
of the semantic power of the word just recognized.
Some preliminary calculations indicate that the
reduction in effort may range anywhere From 25%
to 75%. As mwre keywords are recognized within
the urterance contextual dependency provides
greater subsclection among the pussible words
to logk for next,

Constraints for Voice-CC, An attempt waz made
to estimate the degree of syntactie constraine
imposed on the wordsz of a sentence by the
existing transition network grammar. It iz a
difffcult thing to measure, especially for this
grammar, because the arcs that are permitted =t
a given choice point are generally a function of
previoua history and fe:.tures of the current
word (#.g. for person/number agreement betwecn
subject and verb). Moreover, the various
wlternatives at & given point in the string are
not all tried at once, but they are tried in an
order which usually tries the mest likely choice
first, Thus when the parser is trying teo
determine the word, it can be doing aoc on the
basals of 3 much more restrictive hypothesiz

than just the totality of worda that can accur
at that peint. For cxample, a given srate may
accept elther a relative pronmoun, a preposition,
or a noun in that order of likelihood, The
parser Wwould first ask if the current word is a
relative pronoun (vr.:ry restriccive hypc.)thesis)
andd 1f sueceszaful would suspend the other alter-
natives (to be tried later if the current choice
doean't work out), If the word wes nok a
relative pronoun, then the parier wotld agk if
it eould be a preposition (agaln a fairly
restrictive hypothesisz) and so on,

Bearing the preceding gqualifications in
mind, the following things can be siid about the
degree of syntactle restriction imposed by a
teimsition pnetwork gratmar. Out of 41 states in
the network, 16 of them take only unconditional
actions (pushes or pops) which neither depend on
the input word nor move the pointer inm the
input string. These states, therefore, do not
effect the syntactic constraints on the phonetic
analysis nor do similar arcs leaving other
states. The remaining 25 atates have arcsy
which ejither name specific anticipated words or
ayntactle categeries of words which can be
accepied by that state. For example, the
initial astate of the network lises 13 specific
worda plus the lexical categourles, adverb,
prepoaition, verb, auxiliary, madel, and
texpletive” (including all one-word utterances
such as "yes" and "okay"). Lexical catcgories
for closed class words (articles, preposltions,
pronouns, conjunctions, etc.} impose considerable
syntactie restriction, Twelve states out of the
23 have only clogsed class catcgery arcs or no

category arcs at all. Thus these states

{about half of those affecting syntactic
reatrictions) impose stromg ayntactic constraint.
The remaining 13 atates have category arcs for
one or more of the open classes {noun, verb,
adjective, adverb) and pose very little

syntactic constraint for large wocabulary
systems.

chanisms for Inter i to Lower
Levels. Current grammars derive their
etfficiency because of the strict control they
axert. Whether they ean continue to exert this
strict contrel in paralng errorful strings is
yet te be derermined. Techniques for parsing
in the presence of errors have net yat been
devaloped and the ability of a parser te deliver
effective syntactic support te the lower levels
will depend on its zbility te parsc correctly
in the presence of errors.

There sra several acoustic cues which in
turn may be helpful in the parsing of ungrammari-
cal sentences. Pauses not enly indicate word
boundaries but often also indicate a grammatical
phrase -boundary. 1In addition to indicating the
statement class {gquesrion, assercion, etc.),
stress and intonation parameters may be able to
help discmbiguate when the same word may fall in
saveral grammatical categories,

A9.4 Lexical level

In this section we will discuss the
problems raised by the zize and structure of the
vocabulary and various sources of knowledge that
¢an be brought to bear to reduce the search
space within the lexicon,

A9.4,]1 The Large Data Base Problem, All tasks
considered, except the Voice-C3, have to deal
with large vocabulariez, A large dara basze
creates several new problems for spaech under-
3tanding systems, the main onea being creation,
maintenance, (ilnsertion, deletion, and modifi-
cation of entries), represeatation, and
retrieval. These problems do not arise in
Voice-C5 because the data base i1s small and is
slready maintained within the operating system.

The creation, maintenance and the repre-
sentation problems of a data base have to be
Laced by all data management systems. What is
new for Voice-DM is that in addition to the
written form of the data, the system must also
maintain the spoken form of the data, There are
several systems being developed for grapheme-
to-phoneme transcription of data (lLee, 1968;
Allen, 1970) in connection with researech on
reading machines for the blind, These systems
can generate dccurate phonemic transcription
for aver 90% of the data- Whether they work
equally well in the transcription of proper
names 1z not known at the present.




Another solution to the problem of represen-
tation of the wverbal form is to have one or two
native apeakers say the utterance which is then
sagmented, and stored in a compact
form as part of the data base. The main advan-
tage is that much of the with-in-the-word
acoartionlation effects would already be accounted
The
main disadvantags is that it is 1likely to use

clasaified,

for and need not ke calculated each time.
3 to 10 times more storage space than the
rhonemias repressntation. This does not mean
that programs for caloulating the effact of
phonetic context can be eliminated altogether.
They will still ke nesded to caleulate the
batween-words coarticulaticn effects.

The problems of data representation and
gearch mechanism are also aggravated by the
regquirement of speech input and ocutput. In
keyboard oriented data management system the

a

input is assumed tc be errcr-free and the repre-
sentaticn and search mechanisms are crganized

for the exact match situation. With wvolce input,
even 1f the input utterance i1s syntactically
correct and uses only the legal wvozabulary, thea
representations at each level of the speech
analysis are likely to be errorful and this
forces a best match situaticn for the data base
search. Minsky and Pappert (1969) show that
relatively small factors <of redundancy in memory
size (for hash coded representation] vyield wvery
large increases in speed for serial computaticns
requiring the discovery cf an exact match in

the data base. for the best match
gituation they conjecture that for large sets
with long werd lengths there are no practical
alternatives to large searches that inspect
large parts of the memory.

However,

Thus it appears that going from typed input
to voice input would require substantial increase
in the gearch time of the data base. However, in
the case of Voice-DM the prospects i~re not as
gloomy as predicted. The strong syntactic
support resulting from the highly restricted
grammar eliminates the neesd for the search of
large parts of the data kase. However, if a
major part of the wvocabulary kelongs to the
same sgyntactic category, such as proper nouns,
then there is no alternative but to search this
whole vocabulary. However, we know several
heuristic devices that are peculiar to speech
which would reduce the magnitude of search for
the begt match problem.

The evidence from Vicens-Reddy system is
that only 10 to 20% of the total vocabulary need
to be
The rest <f the wocakulary is eliminated by

searched in determining the best match.
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variocus heuristic devices such as gross structural

comparison, vowel similarity, reordering of

candidates, and sc on. It seems appropriate to
assume that a similar reductien can be achieved
in the case of tasks considered in this report.
Estimation of Vecabulary Size,
given in Appendix 7 for Voice-CC,

In the protocols
a total of

430 word tckens were used by the usar in 10
minutes of conversations. 2llowing for repe-
titions, a total of 165 different words wers
used. 2 plot of the
word typea as a function of the
is given in Figqure 29.11, HNote
is definitely concave downward, aa one would
expect. The slcpe of the curve after 420

tokens is .28 or about one new word out of

four utterad, ac the curve is far from =zatura-
tion. It is, difficult to predict
the szize of a stable wvoecabulary from this

data. However, i1f we extrapolate this curwve

for two hours of conversation at the same rate
{42 word tokens of user guestions per minute

of time) and slope, we would expect a vocabulary
of about 5000 worda. The figqure would prcbably
be considerably less than thiz because we would
axpact a continual decrease in slepe. However,
it seema clear that a stable and useful
vocabulary for thia task should ke of the order
of 2000 or 2000 words.

cumulative numbar of
numker of tckens

that the curve

therefore,

Given that we have an English-like wveccaku-
lary of 3000 words, it would be useful to know
how these are distributed among varicus gramma-
tical classes. This would indicate the expected
reducticn in the lexicon search given that we
know the appropriate grammatical <lass of werd
te be compared from syntactice considerations.
Figure A%.12 gives the percent of words in each
grammatical class that were found in 2500 words
of spoken vocabulary collected by Jones
Wepman (1865} .

and

Since we are dealing with a specialized
task, that <f answering questions about the use
of TEN EX system on the PDPlC, cne would expect
that it would be possikle to subdivide further
the nouns, verbs, and adjectives on the basis
of semantizc subtcopic classes. As was illustrated
in the case of Voice-C%, the effect of semantic
subselection is expected to be limited, say
ranging from a reducticn ky a factor of 1.5 to
2.

It is interesting to
inerease in vocabulary cn the observed phonemic
ambiguity among the words of the vocabulary.
This can ke estimated by the use <f the model
described in Appendix 10, A 3200-word spoken
vocabulary collected by Jones and Wepman (1966)
wag used in this study, & dictionary containing
these words and their phonemic transcriptions
was used in the computaticn. Cut of this
dictionary ¢ different randem vocakbularies were
chosen of sizes 50, 200, 200, and 2600, For
each of these wvocabularies, estimates of
gimilarity score distributicns were calculated
by random sampling of 1000, 2000, 3000 and
4000 pairs vocabularies
respectively.
are shown in Figure A%.13,

study the effect of

from each cof the
These percentage distributicns
Note that the
percentage distributicns in each similarity
range appear to reach a stable value asympto-
matically. This indicates that after the
vocabulary reaches a certain critical

size, any
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Figure A9.11 CUMULATIVE WUMBER OF WORD TYPES vs. NUMBER OF TOKENS
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WORD CLASS &

Neuns 3.7

Verbs 2.1

Adjectives 2.7

Adverbs 3.8

Auxiliaries -9 KRumber of wordss 2495

Gonjunctiens .8

Pronouns 1.3

Quantifiers 2,7

Prepositions 2.0

Articles .1

Relatives .6

Indefinites ]

Incerjactions W8

Figure A9,12: Distribution by Grammatical {lass.
;Similarity Score 530 Word 200 Word 300 Word 2600 Werd
| Decade Range Yocabulary Vocabulary Vocabulary Vecabulary
i (1000 Samples) (3000 Samples) {3000 Samples) {4000 Samples)
! 90 - 99 0 £ a.% 0.1 0.1%
é 30 - 89 1} a a.1 0.1
booro- 7y P 0.1 0.1 0.2
f 60 - 69 0.8 0.4 0.3 0.
L0 - 5 0.8 0.6 0.8 0.9
P 4D - 40 3.2 1.8 2.6 2.7
30 - 39 B.6& 5.0 5.5 5.8
i 20 - 29 18.7 Lb.6 15.3 14,5
16 - 1% 35,5 29,5 33.13 31.3
l LI 2.0 . 48,3 41.9 44,8
;
]

Figure AG.13.

for Sewveral DhMctionary Sizes

Estimates of Similarity Score Distribucions
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further increases in size do not increase the
incidence of phonemic smbigulty among words of
the vecabulary. It was expected that after the
vocabulary reaches a certain value, say a thou-
sand or more, any further increase in size would
not increesse the incidence of phonemic ambiguity
ameng the words of the wvocabularys f.a., afrer

a certain peoint, the number of words in a language
that are confusable with each cther was expected
to be constant. The simulaticen study showed
that for wocabulary sizes of up te 3,000, the
number of werds that are confusable wirh each
ather appear to increase linearly. This seems
to imply that one has to consider wery large
vocabularies before one can make any predictions
about the incidence of word ambiguity within

the language.

A9, 4,2 The Effect of Errvorful Phoneme Strings.
Another important problem at the lexical lewvel
1s the determination of the lexical items from

a noisy phoneme strings. This problem arises
because the input string of phonemes has errors
in it, which makes it difficult to search through
the lexicon for an exact match., The correct
word will be located only L1 all the phomemes in
the string are correct, Take the simplest case:
Each phoneme has anr Independent and egual
prebability p (szy .9) of being correct and the
word has n phonemes in it (say 6. Then the
word will be correct only with probablilicy p—
(i.e., (.90 = ,53), The probability of a word
being correct falls off rapidly when it depends
on all of its compenents being cerrect, swven
though their individual probabilities are rather
high. This multiplicative relationship is woerth
emphasizing, since It I{s at the heart of the
erosgion of fidelity that ccecurs in & multi-level
system that keeps converting sequences into
elements. The graph of Figure 49.14 shows the
curves of probability correct as a function of
word length for the case of independent and
identical probabilities of correctness. Although
this can be complicated in wvarious ways (non-
independent, nen-equal errors) this case shows
effectively the fall off of accuracy that

OCCUrs in any system that demands simultanecus
accuracy of a set of components.

The antidote for this is a source of know-
ledge that allows the erreors to be corrected,.
The dictionary provides this by establishing a
finite set of possible strings as the absolutely
correct ones, inviting us to consider phoneme
strings which deviate from the true strings to
be ir error and to indicate that, in fact, the
true string that was uttered* was gne close to
the received strinpg. The notion ¢of closeness

* Or was intended to be uttered, for errors
can arise within the speaker as well as
in the lower levels of the reccgnition
system.

can vary, but is determined through some kind
of matching procedure between the input phoneme
string and the candidate phonems string from
the dictionary.

1f there were a word in the dictionary
for each possible phoneme string, them, of
course, no correction would be pessible. Thus,
the amount of error correction delivered by a
dictionary runs inversely as the size of the
wacabulary: the smaller the dictionary the
more error correction. HMost of the mechanisms
assoclated with the lexical lewvel serve to
reduce the effective dictionary size. In
particular, the selection of a subgrammar
according to the estimated user state works by
selecting out a subwocabulary,

There are two effects working jointly here
that must be distinguisked. The Eirst, under
discussion abowve, 1s generating of more specific
knowledge by the restriction of the set of
words that are candidetes for a given phoneme
string. In parallel with this is an efficisncy
issue, for the mare vocabulary iltems that oust
be considered, the more processing is required.
By eliminating candidates that would fail in
any evenkt, the efficiency can be improved. The
seleceion of a subpart oF the subgrammar
according to reliable features of the input
string is a mechanism of this kind -- devoted
te improving the efficiency without decreasing
the errer (in fact, adding slightly to the
error, since the salected subpart will sccasion-
ally not contain the true candidate},

4£9.4,.3 Sources of Knowledge, A sinelation was
performed (using the model given in Appendix

10} ko estimate the effect of being able to
select various subvocabularies of the Volce-C5
lexicon, This was dene by selecting a sub-
vocabulary, determining che confusion matrix
among the words for that subvocabulary, and
summarizing the distribution of scores.

Figure A%,15 shows the distributicns of confu-
sions {similarity scores) for the total wocab-
ulary and for each of the subsets of vocabulary
in the semantically limited grammars. T we
assume that the probabilities of error are the
same as those Jdetermined by the model im
Appendix 10, then it becomes possible to

compute the probability of errer resulting from
the distribution of similarities, which range
from .if to .29. This probability of error is
alsa shown in Figure A9,15, This calculation
ignores the fact that the words would actuwally
occur at conwersation with different frequencies
and are not equally likely. In addition to the
semantic subselecrion of vocabularies, we also
have another source of knowledge--that prowvided
by reliable features of the phoneme string.
This, of course, does not employ the error

rates since it lets through (by design) precisely
these candidates that will get high similarity
scores, The effect of this phanemic subselection
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Figure A 9,14 GCarves of Probability of correct word recognition
as a function of word lemgth (in phoneme} for the
casé of independent and identical probabitities
of correctness for individual phonemes in the word.
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Request-syftem

Request-jch

Request-resources

vocabulary subvocabulary | subvocabulary subvocabulary
Decade Range 68 worde 49 words 47 woxds 38 yoxds
90 - 99 g 2 3 2
80 - &9 4 3 0 1
70 - 79 3 2 2 3
&0 - 69 & & 1 3
50 - 99 17 10 8 B
40 - 49 46 33 6 26
30 - 39 90 b3 A3 5%
20 - 20 191 127 00 93
1¢ - 19 471 257 249 1909
0 -9 lb44é 673 646 alz
2278 1176 1081 03
Tetal H8xH7 = 49x48 = 47x46 = 38z37
T T FJ 2
Total Probability of
Erroy Using Probabil-
ities from Figure AlO.3 .31% .293 166 233
{combined Error

Figure 49,15,

bDiatributicns of Similarity Scores and an Estimated Total

Probability of Error fer the Velce-0S ¥ocabulary and its
Three Subvecabularies




1s ta 1limit the amownt of effort requirved by the
match routine. Weé can estimate this with the sume
model simply by modifying the match slightly and
cutting at a values known to include most errors,
We get a figure of about 6Uﬁ reduction, which
compares with a figure of about ﬁﬂﬁ for a

gimilar mechanism on the Vicens-Reddy program.

A9.5 TPhonemic Levél

ldentification af the phonemic string is
subjeckt to errors just as In the lexical level.
In this section we will consider the problems
raijed at the phenomic level and the sources of
error and knowledge pregent in solwing these
problems.

A%,5,1 The lLexical Segmentatian Prablem. The
string of phonemes that arrives at the lexicgal
level to be processed canaists of an unending
sequence of phonemes without any marking for tha
boundaries between words. This probiém has been
conslidered to he quite serious (as have all
ptoblems of segmentatlon, at whatever level).
Little is avallable in the llterature to help
with an abjective assessment of the problem.

For instance, although the Vicen-Reddy program,
as described in Sectian 4, ostenalbly did some
segmentation, it was of 2 Very rudimentary kind
that catmet he extended.

Our description af sn unending sequence of
phonemes overstates the problem, Words do rum
together, hut pauses of substantial duracien
alse ocecur that meke it quite clear that a word
haundary ¢ccurs. (Short periods of sllence are
of no help whatever, sitce these may be associla-
ted with the utterance of stop consonants. )
There 1s reasonably good evidence on the pause
gtructure of human convarsation (Goldman-Eisler,
1268). The mean number of words hetween pauses
ranges from 3 to 12, being affected by the
nature of the speech (whether it is spomtanecus
or learmed) and by the individual (stromg
consistencies with individual). Fer Instance,
when describing or interpreting cartooms, 50%
of speech oeccurs In phrases of 3 words or less,
75% of phrases of 5 wards or less and 30% of
phrases 10 words or less. Thus, the pauses do
about ZDﬁ of the jJob of segmenting, Mare
important, however, they provide errer free
bounds within which the other segméntation
process can work,

Within g phrasze words run together without
any saparation at all. That is, a phrase, such
ag "how are youi" Ls spoken in the same manner
as the three syllable word "Waterloo." This is
especially true of overlearned phrases, which may
coma to function as extended words, But it is
also txue in general., 1If someene asks "Where
did Bill go?" the answer "Bill went home'r is
likely to be said as a single continuous
utterance., Figure A9,16 shaws the speech wave-
form of "How are you," from which it is clear

A 28

that woxd boundaries in the form of diminished
energy (silence-like events) simply do not exlst.

Let us congider first the simplest case,
namely a phrase without silence markers, but
otherwise phonemically cerrect. E,p., our twe
examples above would appear (using the standard
phonetic alphabet) as:

{f AU ABA R Y Q0D
fEILWENTHOM/

The obwious decoding strategy iz to attempt to
segment the phanemic phrase by meens of the
dicticnary, That is, match the firse part of
the string te the dicciomary, then segment where
the dicticonary word says, then match the new
first psrt to the dickicnary again, and so on,
Cne will be led down gsome blind alleysz, but
hopefully, rhese would eventually lead to
nonseénse (if.a., no word in the dictionmary for
the suppesed next word,} This strategy has
beens evaluated {Reddy and Robinson, 1968) and
the expectatigns are satisfied., The correct
sequence was determined ewvery time and without
excessive computation, (Unfortunately for our
purpeses, ne detalled performance data are
given; e.g., the amount of back-up that occurred
ig unknowm,}

Two things are wrong with this simple
case: generally, the phoneme string is not
errar free; and particularly for Voice-CC and
Volce-C08, not all the words encountered in the
phrages are In the dicticnary, This latter
issue will be discussed in the next secticn; hete
we will toncentrate on the problem of error.

We can think of the problem in the following
way. At some polnt we have segmented the phoneme
sequence successfully (l.e., all segments
selected have matched successfully to some wprd
in the dictionary), even though {as we shall
assume) the segmentation is actually wrong. We
no¥ need to consider all possible next candildates
for segmentation. Figure A%.17 shows the
sltuation. There is one candidate that is one
phoneme long, another that is two, another three
and so ons Por each of these candidates, there
is a probability rthat it matches a word in the
dictionary, even though (per assumpticom) the
proposed eegment does mot correspond Lo an
uttered word. Tn the error Free case studied by
Reddy and BRobinson, this prebabilicy is enly
that of a subsequence of an utterance forming
another legal word, In a more realiatic case,
errors in phoneme identification and variatiom
in the representatlon increase that probability.
If, due to the error variation, we actually get
a match, then the plceure of Figure A9,17
repeats f¢self at the next segment, If we dom't
get a match for any of the extensions, then we
know that this branch is not possible and we
¢an back down te the prior situation. Thus, the
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Figure A9.16:

The speech waveform of "How are you" shows that word

boundaries in the form of diminished energy {silence-
like svents) simply do not exist.
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15 is an arbitrary upper bound.
Theoretically one could try all
the phonemes Iin the segquence as a
single lexical item.

Figure & 9,17 Tree of Segmentations of Continucus Speech.
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situation forms an expanding tree of possibilities.
Each node of the tree is essentially identical,
until we get down toward the end of the total
string, where there are not enough phonemes left
for the long candidates. Thus at the end there
wre fewer candidates for extension than during

the major part of the segmentation.

The key question is the expected number of
branches that will survive at each node (assuming
the node to be a false one). To evaluate this
we need to know the probability of a false
match, given that we take a subsequence of
phonemes out of the middle of a continuous string
and match it against the Voice-C§5 dictionary.
Figure A9.18 gives some estimates of these
probabilities. These were computed from our
model by putting together continuous phoneme
sequences from concatenations of the phoneme
sequences of words from a base dictionary. To
model the fact the Voice-CS permits many words
in the input stream that are not in its dictionary,
this base dictionary consists of a particular
set of 3000 words which most frequently cccurred
in a sample of normal (monologue) speech (Jones
and Wepman, 1968), Substrings were selected
2t random for this continuous sequence of
phonemes and were matched against the Voice-CS
dictionary. ©Since the words were not in isola-
tien, the bounding phonemes {(which were silences,
in the isolated word cases discussed earlier)
were taken to be the bounding phonemes in the
running sequence, Figure 49,19 shows the
technique.

The last line of Figure A9.18 contains the
probabilities of error, derived from the Class
B data of Figure Al0.5. These estimates are
derived from data on runs of the Vicens-Reddy
program made after first training the system on
several (3-8) other speakers, It is felt that
this is the best data to use; Class A represents
a single speaker and is "too easy" while Class ¢
represents training of the system and is thus
"too hard." As can be seen from Figure A9.18
the probability of error is about .3 for the
single phoneme case and then quickly falls off
toward zero as the number of phonemes gets
about 6. Thus, the expected number of continua-
tions from a mode (given that the segmentation
is, in fact, incorrect) is the sum of the
probabilities of error at each length which is
swbout .85.

Now the combinatorics are with us, since a
sequence of .85 probability events must occur
in order to obtain a total false decomposition.
The number of such events ranges from 2 {for a
single word bounded by silences) up to about
100 {for an zttempt to decompose a 10 second
utterance into many small words). Sequences
of longer than about 10 words can be s.fely
disregarded. Sequences ¢f less than this have
some chance of producing error. But for these
the end effect must be taken intc account, since
the probabilities ¢f success are smaller than

.85, due to the truncation of the sequence.

The above calculations point out two
things. First, that the knowledge that the
whole sequence must consist of werds provides
substantial constraint in segmenting speech.
Second, this help falls into three classes.

If the expected number of false continuations
is small enough (say .4 instead of .8} then
this mechanism can do most of the work by
itself, for the sequences squeeze off very fast.
1f, on the other hand, the expected number is
greater than 1, then the number of false
sequences grows very rapidly and there is real
trouble. There is a small region in between
{in reality, where our simulated numbers
actually put us) such that slight improvements
in the matching and handling of other errors
in the system make substantial differences in
the performance on segmented speech.

The above calculation is also a base
calculation in not expecting any direct help
in terms of local clues for segmentation {or
semantic clues, for that matter, since we applied
no constraint to the string other than that it
be a sequence of legal lexical items). There
are in fact some such clues, though there has
been little systematic study of them for
recognition purposes.

The main sources of knowledge on local
clues for segmentation are that (1) certain
phonemic sequences cannot occur within a word
(Siversten, 1961}, (2) suprasegmental features,
such as duration, pitch, and amplitude, exhibit
different characteristics if there is a word
boundary between two segments than if there is
not (Lehiste, 1970} and (3) cearticulation
effects across word boundaries are much less
dominant than within a word {(Lehiste, 1964).
The main difficulty with these sources of know-
ledge is that they are in generative form and
their analytic counterparts appear to be much
harder to formulate,

An important consideration, not apparent
in the discussion so far, is that English has
a syllabic structure. This shows up as a some-
what periodic vowel - non-vowel alternation at
the phonemic level. Thus, in considering the
possible matches in the combinatorial attempt
to decompose a continuous phoneme string, the
true length is more like the number of syllables
than the number of phonemes. The numbers if
Figure A%9.18 take this into account somewhat,
since they are averaged over all cases, but this
reduction in combinatorial complexity should be
noted.,

A9,5.2 Errors in Phonemic Strings and the
Multiple Labels Problem. The probabilities of

error at the phonemic level (addition or
deletion of phonemes from the string or
incorrect recognition of a phoneme in the




Ram|icm Sub/string’ |Length ¢-- k

Decade Range k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 k=9 k=10 | Z(P(E) >

90-99 6 0 2 0 0 0 0 0 0 0

80-89 5 3 1 1 0 0 0 0 0 0

70-78% 5 & 3 0 0 0 0 0 0 0

60-69 17 18 3 0 0 0 0 0 0 0

50-59 33 38 7 5 0 0 0 0 0 0

40-49 57 119 46 11 2 1 1 0 0 0

30-39 138 206 137 54 3 1 2 0 0 0

20-29 185 365 359 160 50 11 1 0 0 0

10-1¢% 327 635 75% 626 231 117 19 5 2 0

0- ¢ 2627 2010 2083 2539 3114 3270 3377 3385 3398 3400

Probability of
‘?;::‘i'v;d cfl;fns B .307 | .252 |.168 |.104 |.008 |.003 |.001 |.0004 |.0002 |.0000 | .85
Fig. aAl0.5
For each value of the random substring length (k), 50 different random substrings of the

pseudo-continuous phoneme string were each matched
vocabulary, giving 50x68=3400 similarity values in

Figure A9.18.

against all 68 words in the Voice-CS
each distribution.

Distributions for Simulation of Continuous Speech Segmentation
and Estimates of the Prcobability of a False Match
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Voice-CS
Dictionary
!
: All words from Voice-(CS dictionary
DO&N are matched against each random
DISK gubstring from belaow.

DECTAPE

!
/MDEKTETIP/
Bounding phonemes added to match

¢ random substring
/SDEKTEIPRU/

i

Similarity score recorded in distri-
MATICH | bution for current value of K

t
/B AR KORHAA U/

t Select random substring of length

X+2 (K=6 shown)
++s N SWMBARKORHAAUMAE NEE »+»
Individual phoneme strings con-
t catenated to form one string of
~ 5000 phonemes
-« NSWMBAR/ /ROR/ /HAA UMAE N EE/---

t t 1
-+-  NUMBER CORE HOW-MANY  *+°

~ 1000 words selected equi-randomly
without duplicatien

, §

Bage 3400 Word
Dictionary
Note=: For a single value of K, ~ 50 different random substrings are selected

and compared with all words from the Voice-CS dictionary.

The proceas is iterated for ¥X=1,2,...,10 and a separate distribution
output for each value of K.

Figure A9.19, Technique for Segmentation Simulation
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string) has led many researchers to attempt to
avoid intermediate recognition of the phonemic
level by defining lexical items directly in
terms of a parametric representation., This
tactic precludes using the sources of knowledge
available about the phonemic structure of speech
and it assumes (perhaps falsely) that the para-
metric representation of a word dees not change
radically depending on sentence environment.

The main source is the finite alphabet of phonemes,
equivalent to the word dictionary at the lexical
level. From one point of view the situation is
much better at the phonemic level: There are
only some 40 phonemes (though if we add the
suprasegmental indicators, such as stress and
intonation, the number creeps up by some modest,
but unknown amount). This is to be compared
with a lexical dictionary of, ultimately,
thousands of entries. However, from a second
viewpoint the situation is worse, since the
relation of the phoneme to the parametric level
is substantially more complex and less well
understood, Furthermore, what is understood is
derived primarily from analyzing the system that
produces speech, The human recognition system
is not even identified psysiologically beyond
the peripheral apparatus that converts sound into
neural impulses. There is knowledge of recogni-
tion that comes from behavioral experiments.
Most of these do not relate directly to the
acoustic representation of speech, as it must be
dealt with by a mechanized recognition system,
Some work, however, has been done with synthe-
sized acoustic signals (Flanagan, 1965: see
chapter 6 for a summary of the known results on
synthesis and chapter 7 for the results on
perception) and these experiments form a major
source of what information we do have on the
recognition-significance {to humans) of the
speech signal.

A few attempts have been made to recognize
phonemes by machine (Reddy, 1967; Medress, 1969;
Tappert, Dixon, Beetle, and Chapman, 1970).
They are not all at the same level of sophisti-
cation nor use the same techniques (though all
make no use of higher comstraints). Success
rates vary from below 50% to around 90%
depending on many factors. The lower scores
come from tests on new data from different
speakers for a full phonemic alphabet of 40
symbols; the higher scores come from successive
restrictions to generality in various ways.

Let us consider the situation in more
detail., Figure A9.20 shows a fragment of a
protocol for the Voice-CS task with a set of
phoneme identifications. These were generated
by hand according to a scheme developed by the
Forgies {Forgie and Forgie, 1962)., The total
acoustic stream is segmented and for each segment
a list of phonewmes is given along with a confi-
dence score (ranging from 0 to 100 independently
for each possibility), The entire phrase coded

was:

"Ha ha.. Ok. um. (b) let's see..

Wh What things would 1 want to know
right off hand.. I'd like to know
how many users are on the line?
On.. are on the system. Thats
obvious,"

The total encoding is given in Appendix 1l,

Without yet examining causes, It is apparent
that there is considerable uncertainty about
the exact identification. The first choice does
not often lie far above its competitors in
confidence. In fact, if we compute the
simple error score of first choice against the
correct phoneme (from the tramscription column)
we get 55% correct (49 out of a total of 89
phonemes), a figure comparable to the 50% - 90%
figures just quoted above as representing the
state of the art, (For instance, the noise
quality is poor, since it is taken over a
regular telephone line,)

Combinatorlal Explosion Problem of Multiple
Labeling of Segments, Keeping the total set of
plausible identifications preserves a substan-
tial amount of information about the utterance,
However, it is useful only if that information
can be extracted, For instance, if ome simply
generated all the candidate sequences in order
of composite plausibility, thiocombinatorics
would be prohibitive (e.g., 5  1if there are

5 plausible identifications for each of 10
phonemes).

One way to handle such data is to carry
forward the entire ensemble until the information
appropriate to using it is avallable. This
turns out to be at the lexical match, where,
instead of matching against a single given
phonemic string, the match should be made
against the entlire array as given in Figure
A9.20,

Another way to reduce the combinatorics is
to use the first choice for each segment to
compare against the whole vocabulary of Voice-
C8 and then choose only those words with high
enough scores for comparison with all the other
combinations, Figure A%9.21 shows the flow
chart of this technique for the specific
example of "users."

Figure A9.22 gives the results obtained
by the use of the model. The words "busy,
date, is, k, minutes, one, six, space, state,
tape, users, what, where' were chosen as the
most likely candidates, It can be seen that
the word "users" was the first choice in every
case, The word "space™ was the second choice
95 times and the word "minutes" was the second
choice 74 times.
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Segment

Transcription Code Thoneme Scores English
Al v UH 60, E 56, U 56, AH 52 =,
D VS
L N L 70, M50, R 50, N40, W 40 -
Al v AI8S, AE 70, E 74, UH 67, AH 64 &

)
K PL K 50, T 47, P42, D26, G 20, B2l

S
T PL T 70, K 64, P40
U* h This appears to be an unvoiced vowel for which we have

no analysis. g

S
N N 70, NG 45, L 40, M 36 o
0 v OU 68, O 64, AW 56, U 56 E
H VF DH 50, V 40, 140, ZH 34, Z 30 g
ou v OU 70, O 60, AW 58, U 52 =
M N M 60, N 56, NG 45 5
E v AI76, AE 65, E 62, UH 55 &
N N N 70, NG 60, M 48
EE v AL 72, EE 659, AY 65, 160
Y SU Y 70, L 530, W 20 Good chance of missing this segment c
00 v U 60, UH S8, 150 g
Z VE Z 80, S70, ZH 88, SH 60, DH 40, v 40
ER v E 70, 167, UH 55, ER 52
Z FR S 80, Z 70, SH 68, ZH 60, TH 40, F 40
ER v ER 74, AW 74, AE 71, AH 62 ot
AH v AH 88, UH 72, ER 66, AW 50 :
N N =

N 70, M 39, NG54

Figure A9,20. Phonemic analysis of Voice-CS Protocol Fragment




USERS
o oo z swo 2/

o

T M E B
A S I A
4 Lid bzyl Laj IsE

Array of phoneme
identifications for "USERS"

Figure A 9.21:

!

Compare first choice from
array: /Y U Z E S/ with
all words from Voice-C§

Vocabulary

Select subset of Voice-CS
Vocabulary with highest
similarity to /Y U Z E §/
(Ranging from high score
to approx. 20 % of high

score)

Compare each of the 35
possible combinations from
the phoneme array with the
13 words from the vocabulary

subset

Qutput summary of results:
For each of the 13 subvocabulary
words, a tally of how many times
it was most similar, second most
similar, and third most similar

to one of the 3
combinations.

phoneme

o . sk e

Voice~CS
Vocabulary

—

Selected Subset of
Voice~CS Vocabulary
(13 words)

Technique for Matching Phoneme Array for “USERS" Against Voice-GS Vocabulary
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Voice-C3 No. of times word was No. of times Ne. of times
Selected most similar to one word was second word was third
Subvacabulary of the "USERS" phoneme most similar most similar
combinations

BUSY 0 24 61
DATE 0 11 11
ot IS 0 2 9
4 0 0 0
o MINUTES 0 74 36
ONE 0 37 47
SIX 0 0 0
SPACE 0 95 49
STATE QO 0 26
TAPE 0 0 0
USERS 243 0 0
WHAT 0 0 4
WHERE 0 0 0

Figure A9.22,

—_—

The 13 word subvocabulary shown was selected as the words from the Voice-CS
vocabulary with the highest similarity to "USERS",

Results of Matching Phoneme Array for "JSERS"
Against Selected Voice-CS Subvocabulary
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A%.6 Paramecric Level

A parametric representation of the speech
waveform Is an Information-reducing transformation
from the speech sipgnal inta a small set of
waveform characterizing functions. The parametric
representation should bear a stralghtforward
relationship to speech production constraints
in order to facilitate recognition of phonetic
features and to decode the phonological rulas of
speech production.

For example, a representation that satisfies
these properties characterizes the speech wave-
form in terms of the & or 5 resonant fregquencies
of the vwocal tract (Formants), resonance band-
widths {or amplitudes in the case of frication
excitation), the amplitude of wolcing, the
amplitude of aspiratlon, the amplitude of
frication, and the fundamental frequency of
voicing. Autamatic extraction of these parameters
at a low error rate is not yebt state-of-the-art,
but experiemental systems are approaching
reascnable performance levels {Schafer and
Rabiner, 19%70}.

Other parametric representations such as
the axis-crossing frequencies and amplitudes
of Reddy {1967}, rectified, smoothed, and
quantized filter bank cutputs {e.g., Stevens and
Bismark, 1967}, and the ASCON parameters of
Culler (1969) are not as easy to relate to
speech production. In addition, axis-crossing
and filter bank parametears may not cantain
sufficient information to implement some
algorithms successfully,

Given that an adeguate representation of
speech at the parametric level has been chosen,
it becomes possible to discuss the problems
agsociated with the parametric level in terms
of this representation. Here we will discuss
three main sources of parametric variability:
(1) wariability resulting from segmental
context, (2) variability resulting from senten=
tial cantext {stress and intonation), and
{3) parametric variability resulting from speaker
characteristics.

49,6.]1 Parametric Wariability Resulting from
Sepgmental Context, One of the major sources

of error affecting the representaticn of the
utterance at the phonemic lewvel is the
variability of segmental parameters of a given
phoneme in different contexts. WVarious acoustic
realizations of a phonene (alleophones) can
exhibit radically dif€ering characteristics
depending on context. Consider some of the
alliphones of 'the phoneme [fTf# that appear in
words of the Voice-G3 wocabulary: Ltime, stalus,

#* We use computer-style phonemic motation
for comsistency with earlier sections.

printer, HNormally [T/ is manifested in terms
of a silence segment, followed by an aspiration,
followed by a transition inte the following
vowel as in the word time. Howewver, any one

of the three cues may be missings The aspira-
tion segment might be missing, eé.g., the [T/
fellowing fS/ in status. The silence segment
might be missing, e.g., the [T/ fellowing

fNf in printer. The silence segment might be
voleed, €.g., the intervocalic ST/ in the word
status, Some of the transitiomal cues might

be missing if there is a word bhoundary, i.e., if
the fT/ is in the word initial or word-final
position. To consider another example, the
characteristics of f00/ in the word two are
usyally very different from the expected
characteristics of f00) during the first 100
milliseconds from the enset of the vowel. Thus
it would be impossible to classify the wvowel
segment as 00/ without taking into account

the effect of coarticulation.

Parametric variability resulting from
phonetic context is usuwally explained by
considering the cemplex articulatory gesture
that results from the given sequence of
phonemes. In general, two articulateory gestures
corresponding to two adjacent phonemes overlap
in time, This everlapping articulation of
adjacent phonemes is called cearticulation. At
any pgiven instant the observed segmental para-
meters are the direct result ¢f a coarticulation
of the different gestures.

There have been intensive attempts to
predict the effect of coarticulation by means
of acoustic-phaonetic rules {Lindblom, 1963}
Qhman, 19683 Stevens, House, and Paul, 19663
Broad and Fereig, 197}, These rules are
usually in a form suitable for the generatian
of speech, rather than for analyzing inceming
speech. This has led Stevens and Halle (1962,
1964} to suggest "analysis by synthesis™ as a
madel for speech recogniticn. This model for
speech recognition involves a comparisen of the
input spectrum with some incernally generated
spectra, and an ervor signal fed back to the
generater for the next stage of analysis-by-
synthesis.

1f mest of these generative rules can also
be expressed in an analytic form, then the
computaticnally more economical "hypothesize-
and-test" might be meore suitable. This
technique invelwes hypothesizing the presence
of a phonemic sequence and formulating or
selecting a test that would verify the hypothe-
sis. This is one of the methods that has been
used successfully in artificial intelligence
litevature {Kewell, 1349}, In the extreme,
that test could be equivalent to the comparison
of spectra in analysis-by-synthesis with no
reduction in the computational effort, but
usually this is not the case} e2.g., it i5 mot




necessary to generate the whole formant trajec-
tory when a simpler test of the slope can provide
the same information.

Whether the acoustic phonetic rules can be
adequately expressed in analytic form is at
present open to question. Consider, for example,
the following rule which at first glance would
appear to be in a form useful for recognition:

If a nasal-like segment is followed by
a burst-like segment, then the burst
could represent a stop phoneme even

if there is no intervening silence
segment} further, the nasal and the
stop will have the same place of
articulation.

Considering a specific example, this rule could
be expected to predict the expected cues of the
sequence fNT/ in printer., However, similar cues
would have also resulted from the phonemic
sequence /NS/.* Thus, not only the rules but
also their exceptions and the ordering among the
rules become important factors in determining
their applicability and effectiveness,

At present there exists no systematic codi-
fication of acoustic-phonetic rules that can be
used either for generation or analysis. Many

of the rules exist only in the heads of researchers

in the fields. Many others are yet to be
discovered and there has been no systematic
attempt to codify all the known knowledge about
the acoustic phonetic rules in the form of a
book,

In limited language situations, such as
Voice-C5, such a book of general acoustic-
phonetic rules, even if it existed, would be
of limited value. One would not want to
program-in all the rules in the book when only
a few of them are relevant, Furthermore there
will exist other rules which are specific to
this limited language which cannot be generalized
to all of English and therefore would not exist
in a general book. It appears possible in theory
that an automatic system capable of generating
acoustic-phonetic rules of a limited language
c&n be programmed on a computer, Some of these
may also be extracted from a set of kermel
utterances by means of "analysis-by-learning'
techniques.

"Analysis-by-Learning" is one of the
methods that has been successfully used in
artificial intelligence research. It involves

* There may be other cues, such as duration,
which would help in disambiguation in this
situation. However, such additional rules
can only be activated after the realizution
of the possible ambiguity that could result
from this rule,
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abstraction of useful information from several
examplars. Thus if the phonetic realization of
a given sequence of phonemes is not known as ¢
theory, then the computer attempts to extract
the appropriate tests by examining the para-
meters of several utterances containing that
phonemic sequence. The overall structure of the
test would be preprogrammed from the known
linguistic knowledge, and the specific details
of the test would be filled in by the computer
from the examination of the data., No assumption
is made that the test so derived is complete

or predicts the behavior for all realizations

of that phonemic sequence, All that can be

sald is that if the test is satisfied then it is
very likely that it is a result of that phonemic
sequence.,

There is also a problem of validation of
acoustic phonetic rules. That a new rule has
been proposed and tested for acceptability by
means of a synthesis experiment dees not imply
that all {or even most) speakers will exhibit
acoustic realizations as predicted by the rule.
Such rules are usually sufficient conditions
but not necessaty conditions. The observed
differences in the characteristics of stop

.consonants in a synthesis experiment (Delattre, et al

1955} and in an analysis experiment ({(Halle,
Hughes, and Radley, 1957) illustrate the point.

A9,6.2 Parametric Variability Due to Syntactic
and Semantic Context. Segmental parameters of
a phoneme are affected not only by the phonetic
context but alse by morphemic, syntactic, and
semantic context of the utterance., Acoustic
characteristics of the same word (and thereby
the phonemes in the word) can exhibit radical
differences depending on the sequence in which
it appears. Figures A9.23 and A9,24 illustrate
how some segmental features appearing in words
spoken in isolation do not appear in the same
words spoken in sentences.

Figure A9.23 illustrates how the
syllabic /L/ in the word "decimal" is reduced
to a schwa in the semantic context of ''The
number is decimal two hundred and twenty-two."
Figure A%.24 provides another example of vowel
reduction in the word '"divide' in different
contexts,

Most of this behavior is rule-governed and,
to that extent, can be deciphered from a know-
ledge of English Phonology.* For example, the
noun pluralization morpheme, /S/, is realized
by the phometic segments /SW Z/, /Sf, or [fZ/

* Phonology is @ science dealing with the

history and theery of sound change in a
language--in particular, sound change
resulting from morphemic, syntactic and
semantic context of the sentence.
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Sound spectrograms excerpted from the two sentences:; '"Decimal

or octal?!" and "The number is decimal two hundred and twenty-
two.'"" The same speaker uttered the sentences in a normal

clear speaking voice. The differences between the two versions
of "decimal'" .are due to the sentence context in which they appear
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"He should

multiply, not divide it.', "Thirty three divided by seven,"

Sound spectrograms excerpted from the sentence:
and "Divide nine by seven."

Figure A9,24:

The same speaker uttered the

The differences

sentences in a normal clear speaking voice.

in the word "divide" are due to the sentence context in which

it appears,
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depending on whether the [ingl congenant of the
noun has the feature + strident (figh+/sW 2/), or
is -voiced {cuff+/5/), or is neither (bear+/z/}.
In the final caze, the /Z/ will be devoiced if

it Is followed by a voiceless consonant or a
pausé. In this case, the cue for decoding the
fact that a fZ/ was uttered, rather than /§/, is
that the duration of the vowel nucleus preceding
the fZ/ is lengthened over its typical duration
by about 50%.

Other phonologlcal rules glve the sentence
ita rhythm and stress pattern., For cexample,
phrase and clause boyndaries ore often delimited
by pauses and preceded by slowly falling average
fundamental frequency contours (Lieberman,1967;
Lehiste, 1970). Strongly stressed ayllables are
of relatively longer duration and have fundamental
frequency contours that start at a high frequency
and fall rapidly at the end of the syllable or
during the next syllable (Cusghing, 1969), The
success of Volce-CS depeuds to a great extent on
the hypothesis that semantically meaningful
keywords are ugsuglly also the stresgsed words in
the utterance, and the fact that stressed words
are least susceptible to sound change in
connected speech. Once a stressed segment is
located (based on pitch, intenslety and
duration of the segment), the lexical match can
proceed in u stralght forward manner without
being concerped about vowel reduction ot segment
assimilation,

It is clear that a book of phonolegical rules
codifying all the known knowledge in a form
suitable for machine analysis of speech would
greatly help In the development of speech
understanding systems. TIn the least it could
help to pinpoint the relevant rules in English
phonology that would sipnificantly help speech
analysls. Most rules of this type have heen
described in articulatory terms, and have nelther
been translated to acoustical implicatiens nor
tested for thelr general applicability in the
English language. Many of the izsues ralsed with
regard to the acoustic-phonetic rule 'hook! also
apply to the phonological rule "book.™x

A9.6.3 Parametric Variagbility Resulting From
Specker Characteristics. Most speech recognition
systems are trained to work with a single co-
operative speaker, Attewmpts at speaker uormali-
zation have not been very successful except for
limiced cases, such as vowel recognition.

* Often the distinctlion between the tcoustic-
phonetic Tules .nd phonological rules is
fuzzy. In this report, acoustic-phonetic
ruleg predict the parametric variability
in phenctic context and phonological rules
predict the parametric wariability in
morphemlc, syntactic and semantic contexts,.

There are at least three types of methods
possible for explicity handling the multi-
speaker problem in speach recognitiont

(1) have szeparate dictlomaries for each
speaker;

(2) keep several versions of cach entry
from different speakers in the same
dictionary;

(3) for each speaker, normalize his
input speech data according to a
transformation whose parameters
are determined by sampling his
speach (tralning) and also tune to
his gpeech other parameters used In
the gegmentation, elassification, ete.

The first method requires that the system
be tralned by each speaker from scratch, with
no generalization allowed, Even worse, 1ts
atorage requirements become prohibitive for a
large speaker population.

The second method allows for automatic
training on the fly by simply adding to the
dictionary when the aystem makes a mistake
{it ia assumed in all of these systems that
feedback from the user Is provided). Its
main drawhacks are that the dictionary grows
{it may be thought of as the union of the
separate dictionaries in method 1) and more
drastic, that as the mumbers of words and
speckers increase, the "words" stored in the
dictionary become less separable within
their feature space, i.c. more errors will occur.
This method can work though for small, well-
chosen vocabularies.

Method three gets around the disadvantages
of the Flrst two (at tha cost of a slightly (2)
larger program). It uses just one compact
dictfonary and allows for training "on the fly.m
{(Alternatively, a new speaker can be asked to
utter a few standard sentences from which 'his"
parameters may be derived.) Its considerable
drawback Ls that no one knows how to do it.

The Vicens-Reddy system was examined with
regard to the multi-speaker problem. This
system uses method two. In the range for which
both multi-speaker and single speaker data s
available (34 word vocabularies), recognition
of an unknown speaker after training on several
{(4-9) other speakers «s compared to the single
speaker case led to a reductionm in acguracy from
098% to about 85%, 2 tripling of computation
time and also an approximate tripling of the
dictivnary size. For larger vocabularies, thege
degradations can be expacted to inerease much
MOTE .




The errors wére analyzed and blame was
placed as fellows:*

(a) About 50% were traced directly to
initial segpmentation Yerrors! which were zo
fundamental that the system had no hope of
recovering.

(b)Y About 15% were caused by misclassifying
(i.e. mislabeling) one or more segments after the
segmenitation had been fairly accurate.

{(c) abour 15% were caused by the differ-
ences in the values of the raw speech data,
(i,e,, the segmentation and classification were
more or 1955 E.CC'L'I.].'é'ltG-)

(d) The remalning 20% were caused by a
compounding of two or more, of a, b, and c.

An attempt was wmade to Improve this system's
multl-speaker performance by delinlng a trans-
formation to e used an the acoustic data
corresponding to stressed vowels, an area in
which research by Gerstman (1968) has indicated a
great deal of consistent inter-spesker differ-
ence wda to be found, The attempt was to tune
the transformation to each speaker by adjusting
coefficients. After considerable playing with
varicus types of function, some of which were
considerably more complex than the simple
linear normalizations which had worked quite
well for Geratman, very little redueticn in the
inter-speaker variability could be produced.

This [ailure has two major causes: LFirst,
the Vicens data used conslsts of very wide-
band zeroc-crossing counta which only crudely
approximate the high gquality formant data of
Peterson and Barney which Geratman used, Also,
Peteraon and Barney's data was carefully hand-
segmented which leads to the second, and more
lmportant cause, that the segmentation and
rapresentation used by Vicens, although
probably the most sophlsticated of any speech
recognition gystem yet deviged, is scill not
sufficient to produce better results,

The weakness in Vicens' segmentation is
that it iz done too locally on the time domain,
with almost no context dependency, The basic
problem with the representation is that it only
allows for a bottom-up analysis: the input
acaustic data §s transformed through several
stages until 1f is {n a particular higher level
format; it is then used to search the dictiomary,
whose clemnents are also in the same [ormant.
What is needed is a representatlon and data
atructure which azllows for movre feedbuck down
to lower levels to correct "wistakes' and to
direct the description and sedrch progress.

* Performed by Mr, Lee Erman of Carnegie-
Mellon University.
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{(This feedback, for a truly powerful speech
recognition system, must extend down from
syntactic and semantic bases as well.)

These weaknesses aré basic ta the single
speaker problam as well as to that of many
speakers. In fact, the errors catalogued above
(a, b, ¢, d) are identical in kind and relative
frequency to the errors made when recognizing a
single speaker, A single speaker has variability
in his acouatic ocutput which can he traced to
changes in his emoticonal eondition, his physgical
health, the time of day, the meaning of his
utterance, etc. It is just this variabillty
which mekes speech recognition the hard task
it is. WVariability is increased as we go to
several speskers of the same sex, age, locality,
and approximate physical characteristics. As
each of these restrictions is relaxed, the
variability is further increased. It is our
belief that differences in the acoustic output
caused by the variables eccur along the same
dimensions; only the magnitude and prohability
of the differences change,

Thus, the multi-gpeaker problem is not
differant than the single speaker one; rather
it is the identical problem, only harder. Any
technique which improves recognition for a
single speaker will lead tu better performance
for many. Any method for handling several
speakers can be uvsed to improve performance for
one. {In fact, it is not unreasonagble to treat
a single azpecker as many: when he has 8 celd,
in the early merning, when he is upset, when he
is in a hurry, when he is talking about one
subject arca as oppescd to another--in each of
these and many other conditiens his speech
characteristics can change drastically.)

The User Adaptation Problem, Untrained speakers
tend to become tense and awkward when they know
they are speaking to machines. The resulting
effect is that the same sentence will exhibit
wide variability at the parametric level iIn
different vocalizations., Thus, in untrained
speaker situations the best strategy is to ask
the person to relax and speak naturally without
making any conscious effort inm elocution or
enunciation,

In the case of Voice-DM however, we are
dealing with a small number of cooperative
speakers whe, if they need the data badly enough,
would be willing te acquire some learned skillsg
and adapt themselves to the situation. 1In a
study to measure the cffect of user adaptability
on speech recognition, Makhoul (1370} instructed
the speakers to change thelr artlculation every
time an utieranve was incorrectly recognized,
Some of the changes in articulation requested
from the speaker were: rounding and protruding
of the lips and diphthongization, deliberate
efforts st voiging and/or frication and proper
production ot the step burst,




The error rate was reduced from 18.3% to
15% by simple repetition by the speaker after
correcting for the articulation. Now the
words in the error list were repeated twice
(after a brief reminder to the subject of what
he supposedly had learned from the first learn-
ing session). Those words that were correctly
recognized twice in a row were eliminated from
the error list, This resulted in a drop in the
error rate from 15% to 5.8%. The results
indicate that either the errors were random or
the speaker was immediately able to change his
articulation to effect correct recognition,

The implications for Voice-DM are clear,
With some training the speakers can be expected
to reduce the error rate 5 to 10% by modifying
their enunciation and elocution.

A9,7 The Acoustic Level

Most problems at this level are of an
engineering nature, that is, transduction of the
changes in air pressure into some digital form
either as amplitudes or parameters. The main
problems that arise at this level are those of
external noise, characteristics of the trans-
ducer, and efficient techniques for signal
processing.

A9.7.1 The Noise Problem. Input to computers
may often have to work in noisy environments,
such as computer-room noise, teletype noise,
and air-conditioning noise, Very little work
has been done to study the effects of noise on
machine perception of speech. 1t would appear
that robust techniques that do not degrade the
performance of the system significantly in the
presence of noise have to be discovered before
we can have a reliable speech understanding

sy sten,

49,7,2 The Characteristics of the Tramsducer.
The ready availability of telephone makes it
desirable that we attempt to use telephone as
the input device to the recognition system.
The following types of distortions are known
to affect the signal characteristics (Inglis
and Tuffnel, 1951; Alexander, Gryb and Nast,
1960; Andrews and Hatch, 1970):

1. Bandwidth limitation. The transmitted
band of frequencies is approximately 300-3200
Hz. However, these bounds vary. In addition,
a 100 Hz "hole'" will sometimes occur somewhere
around 2600 cps.

2, Attenuation distortion. The circuit
loss over the transmission line results in
different levels of attenuation at different
frequencies, The less is relatively flat
between 300 Hz to 1100 Hz &and rises linearly
from 1100 Hz to 3000 Hz. The average differ-
ence in loss between 1100 Hz and 2600 Hz is
about 8 db,
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3. Envelope delay distortion. Phase
distortion introduced by the telephone system
is measured in terms of the rate of change of
phase with respect to frequency, d{(0)/dw,
which has the dimension of time and is referred
to as envelope delay. Frequencies at the low
and high ends of the cut-off band exhibit
envelope delays of as much a 1 millisecond
relative to the delay distortions in the mid-
band.

4, Cross wmodulation {crosstalk}. This
speech-like noise results from a speech signal
occasionally being transferred from another
telephone channel.

5. Discretization noise. This is the
noise resulting from the digital transmission
often used over long distance lines by the
telephone system (ard not that used before
entering the data at a computer). The phone
system's digitizetion uses a 7-bit log PCM
ancoding.

6. Random noise. Random noise may some-
times be introduced by the digitization process;
gaussian noise occurs with all forms of
transmission.

There has been no systematic study on the
effect of each of these distortions on & speech
recognition system. This is due, in part, to
the unavailability of working speech recognition
systems and, in part, to the apparent inappli-
cability of results cbtained on one recognition
system to others. However, it is possible to
make some general observations: )

1, Effect of bandwidth limitation: Some
of the fricatives, e.g., / S, F, TH/ cannot
be reliably detected because the primary cues
ure at frequencies above 3000 Hz,

2., Noise.

a, Background noise: both random
noise and discretization mnoise
are expected to reduce the
recognition accuracy a few percent-
age points as a function of the
signal-to-noise ration. In parti-
cular, weak sounds such as /F, TH,
Vv, DH, P, H { etc, often cannot be
differentiated from the background
noise,

b. Signal distortion: The effect of
attenuation distortion and envelope
delay are more predictable and
could be corrected by the Voice-CS
system should it become necessary.
What is not known at present is
whether a speech recognition system
can perform adequately without
normalizing for the distortion.
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c. OCrosstalk: This speech-like nocise,
1s perhaps the hardest of all to
correct for. It is analogous to
attempting to [ollow a conversa-
tion at a cocktail party; the only
way ta deal with it is by separating
the twe comversatioms. Atcempting
to correct Eor crosstalk appears
to be beyond the present state-
of-art.

3. Characteristics of the Handset: The
carbon-button micraphone {used In
most handsets} is known for its widely
varyving response characteristics from
set to set and from day to day. This
makes it difficule for a speech
recognition system o normalize for
the characteristics of the telephone.

To swmarize, telephone input requires the
solution of several presently unsolved problems.
In particular we need to know what kind of
restrictions to the task, language and vocabu-
lary are uveeded €0 succeed in building a
telephone speech recopgnition system. To be
mare specific, can a limited task enviromment
like ¥oice-CS5 provide emough restrictions to
make it work without any normalization for the
telephone distertion? We also need to know
what new type of telephone handsets and
transmission systems can function convendently
cver the present telephone system at a minimal
increase 1n cost to the user. For example can
the dats rate for digital transmission presently
used by the Bell system be increased without
excessive cost? What is the cost of sampling
twice as often as is presently done? Can the
digital data be provided directly to the
computer without reconwersion to analog form?
Answers to these and ather such questions
can probably be obtained easily bur it is not
clear whether the answers will be faworable,

49,7.3 Sipnal Processing Technigques. Extractionm
of reliable parameters from the speech signal
séems to require sophisticated signal processing
techniques that are becoming possible through
the use of digital filtering of high-speed

FFT hardward devices.

For example, to extract formant parameters,
such as those proposed by Schafer and Rabiner
(1970}, in real time will require computing
three 512 point fast Fourier transformations in
every 10 milliseconds. There are very few
hardward devices that are capable of performing
this many operatings and, at present, their
cost is prohibitive, More research 1s indicated
in this direction.

With the development of the Fast Fourier
Transform, there has been Increased interest in
digital signal processing techniques. An
excellent introduction of this topic can be found
in Gold and Rader {1969).
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AlD, A SIMULATION MODEL FOR PROJECTING THE PERFORMANCE OF
SPEECH RECOGNITION SYSTEMS

Given a task, a language for asking questions
about the task, we found it desirable to have a
system Which can predict the performance and
indicate the problem areas that are likely to
arise in the development of an actual recognition
system for the given task. The type of questions
that we had hoped to answer were;

1. the effect of the dictionary size and
composition on the error rate at the lexical
level;

2, the reduction of search that can be
attained by careful organization of the lexicon
to permit selective search of the lexicom from
the knowledge of the phonemes present in the
input string;

3. the reduction of search provided by
selecting a4 subset of the lexicon from the know~
ledge of the semantic situation;

4. the expected number of branches that
will survive at each node while performing
lexical segmentation of an unending sequence of
phonemes without any markings for the boundaries
between words;

5, the reduction of combinatorial explor=
ation in obtaining lexical match of segments
with multiple labels;

6. the effect of increase in vocabulary
on the cbserved phonemic ambiguity among the
words of the vocabulary,

1t was observed by Newell and Reddy that the
phonemic ambiguity analysis system that is
available at Carnegie-Mellon University could
be used with appropriate modifications te provide
answers to most of these questions. Here we
will present the details of this phonemic am-
biguity analysis system and how it was used
te answer the questions raised above.*
A10.1 The Model
From available linguistic knowledge we can
construct a representation for a word in terms
of a string of phonemes, and a representation for
each phoneme in terms of a set of articulatory
features. These articulatory features are
related te the parametric representation.
Figure Al0.1 provides a erude estimation of the
importance of each of these articulatory features,
The value of =) indicates that this articulatory
feature is not relevant and should be ignored.

We would like to acknowledge the special
contributions of L. Erman, G. Goodman,

D. McCracken and R. Neely in formulating
and obtaining the results of this model.

From this representation of phonemes, one can
calculate the similarity between any two phonemes
by calculating the differences of the features
between the two phonemes, multiplying them by the
relative weights, and suitably normalizing them.
Figure A10.2 gives one such table. Accepting
this table for the moment, we can calculate the
similarity between any two words, i,e,, any

two strings of phonemes. This is done by multri-
plying together the similarities of corresponding
phonemes. For instance, if the two words were
"DECtape'" and '"magtape" we would calculate:

DECTAPE p E K T E P

T

MAGTAPE M AE G T E P

13

LITE TR, 9 % 1 1 * 1T = 50

The use of a scale of 1 for identical and 0

for completely dissimilar, along with a multipli-
cative combination of scores, reflects the decision
criteria in a match that all components must be
the same,

The example above had components in one to
one correspondence. A major complication is that
phonemes influence eachother in speech, so that
two highly similar adjacent phonemes are sounded
as one. Thus, phoneme strings do not have to match
in length to represent the same word. A calcu-
lation rule can be formed which reflects this
consideration in a gross way and allows similarity
scores to be formed between words of different
phonemic length., The phonemes that exist in
both words are put in correspondence, and then
account taken that the extra phonemes could have
been assimilated. The calculations below for
"sit" versus "slit" and '"sit" versus "split" show
the scheme,

SIT S I T

SLIT § —— L — I T

1 * max(Pg,Ppy) * 1 *1

= max(.51,.79) = .79

SIT S

-—
H—H

SPLIT § — P — L -—

1 * max(Pgp,Bp;) * max(PPL,PLI) * 1%

= .66 * 79 = ,52

For any given pair of phoneme strings, the
model uses the highest similarity score over all
possible associations of phoneme pairs.
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sTHE QUALITIES ARE: VOCALITY; NASALITY; CONSONT LOC; AFT -> FORE;
; DOWN =-> UP; FRICATION; LIQUID; BURST; AND CPENNESS.
;VOCALITY: 0 FOR VOICELESS, 1 FOR VOICED

sNASALITY: 0 FOR NOT NASAL, 1 FOR NASAL

sFRICATION: 0 FOR NO FRICATIVE, 1 FOR F-TYPE,

; 9 FOR SH-TYPE, 10 FOR S-TYPE

;LIQUID: 0 FOR NOT LIQUID, 1 FOR A LIQUID

;BURST: 0 FOR NO BURST, 1 FOR A BURST

;OPENNESS: 0 TO 10 FOR CLOSED TO OPEN

5

90

20

90

3 VOICE NASAL CNS LC B-F H-L FRIC Lta BRST OPEN DUR
10 5 1 1 2 2 1 b 1 8 2
== 0 ] -1 -1 =1 0 0 3 0 5
P 0 0 10 -1 -1 0 0 4 0 5
B 1 5 10 -1 -1 0 0 i 0 5
T 0 0 6 -1 -1 0 0 b 0 5
D 1 5 6 =1 -1 0 0 4 0 5
CH 0 0 5 -1 -1 9 0 L o 5
J 1 3 5 -1 -1 9 0 b 0 5
K 0 0 2 -1 -1 ¢ 0 ] 0 5
G 1 5 2 -1 -1 0 0 ) 0 5
F 0 0 9 -1 -1 2 0 0 0 5
v 1 5 9 =1 -1 2 0 0 0 5
TH © 0 8 -1 -1 2 0 0 0 5
DH 1 i 8 -1 =1 2 0 0 0 5
S 0 0 6 -1 -1 10 0 0 1 9
Z 1 0 6 -1 -1 10 0 0 1 9
SH 0 0 ] =1 -1 9 0 0 1 9
ZH 1 0 ) -1 -1 9 0 0 1 9
H 0 0 0 -1 -1 & ¢ 0 1 7
M 1 10 10 =1 -1 0 0 0 2 5
N 1 10 6 =1 -1 0 0 0 2 5
NG 1 10 2 -1 -1 0 0 0 2 5
W 1 7 10 -1 -1 0 1 0 2 2
R 1 0 7 -1 -1 ] 1 D 3 2
L 1 0 6 -1 -1 0 1 0 3 2
Y 1 0 b -1 -1 0 1 0 2 2
00 1 7 1 1 8 0 0 0 b 9
U 1 5 2 2 6 0 0 0 3 5
o 1 0 1 1 6 0 0 0 6 8
AW 1 0 0 0 1 0 0 0 8 9
AA 1 ] 0 0 0 0 0 0 8 9
A 1 0 5 5 6 0 0 0 6 5
AR 1 0 6 6 2 0 0 0 6 ?
AE 1 0 7 7 3 0 0 0 6 7
E 1 0 8 8 6 0 ] 0 5 9
| 1 0 9 9 8 0 0 0 Iy 5
EE 1 0 10 10 10 0 0 0 L 9
SW 1 0 5 -1 -1 0 0 0 1 3

Flgure A10.1: Phoneme Feature Welghts
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20
20
bl
L
40
bl
&0
52

a0

9

9
38
35
36
41
58
51
74

9

4
33
35
36
41
58
51
74

13
13
;2
39
38
41
56
L7
78

13
13
b2
39
38
Ll
56
47
T8

5

5
34
29
28
31
h6
37
70

7

7
36
31
30
33
L8
39
Tz

17
17
4
35
34
37
52
L3
76

17
17
40
35
34
37
52
43
76

12
12
41
38
39
L
E1
52
I?

12
12
41
38
39
bk
61
52
L

13
13
L2
39
L0
L5
50
51
78

14
14
43
LD
41
L6
61
52
79

23
23
3B
L
50
51
50
57
72

28
28
41
LB
L5
5H
55
62
77

28
25
37
Lo
39
50
L9
SH
73

31
51
L2
L5
bh
55
5h
61
7

29
29
40
43
L2
L5
52
51
75

24
L
33
50
51
56
73
66
73

28
28
57
Sk
53
56
71
62
7

32
32
53
50
419
52
67
5B
75

17
17
46
&3
4y
49
£6
59
T

35
35
Bl
51
52
55
&0
71
76

36
36
E5
52
61
5
79
70
EEi

30
30
57
52
51
5h
£9
60
8s

L
42
53
58
L5
&0
61
B2
5%

51
29
B2
51
46
53
B2
L
1z

59
67
82
79
h
69
50
L7
L&

100 |
100 | AR

98
51
LT
55
42
19
20
27

49
46
53
40
17
18
27

A

100 | AE

B 100 | E

84 BT 100 | |

75 FE 79 100 | EE

EE 71 64 77 100 | SW
5% 64 S7 73 B85 100 |
S6 51 50 S3 68 59 100

A note of caution., These values were generated by a program which used a welghted simitarity measure
based on the distinctive features of phonemes. The welghts were chosen manually based on emplrical
ocbservation and may be incorrect in some cases,

Flgure Al0,2: Phoneme Simlilarity Matrix
{Numbers represent percentage simitarity)
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It is important that the phonemes that bound
the word be taken intoc account, since assimilation
can occur with these as well, Taking words in
isolation (i.e., still putting off questions of
continuous speech}, we can bound each word by a
silence phoneme (--)}, Thus, the similarity
between "are' and "not'' goes as follows:

Without silence With silence

ARE AA R =~ AA R --
NOT N -~AAT J— N-AA L J‘
.28 * 1 *,56 1%,66%1%,56%%

= .16 = ,37

Bounding by the silence phoneme increases the
similarity between "are" and "not" from .16 to
.37, thereby more accurately predicting the
probability of cmfusion between these two
words,

Another important effect 1s the reduction
of vowel duration and intensity when it occurs
in a non-stressed position. Again this can be
taken into- account in the matching algorithm
in a rough way. The following computation
illustrates how the similarity score between
"memory" and "binary" increases from .28 to
.37 when the vowel reduction is taken inte
account by replacing the unstressed wvowels by
the neutral vowel schwa (/SW/).

Without reduced With reduced

vowels vowels
MEMORY M E M A REE M E M 3W R EE
T R I N O O
JISROBRTTRO6K, 5% 141 75 % 68%TH, 96K *1 ¥
= .28 = .37

There are other effects in the actual programs
that the above calculations do not take inte
account. Of course, there are several aspects
of phonetic realization, such as the changes

in duration with phonemic context, that neither
the calculations above nor the actual programs
take into account. But this will do for a
rough picture.

A10.2 Validation of the Model

Acutally, of course, these calculations,
both for the phonemic similarity and the
derived word similarities, constitute a crude
theory of the recognition process. We should
be able to evaluate how well it predicts existing
performance of recognition systems, Unfortunately,
there is little data of the requisite guantity
and quality with which to make the comparison.
However, we do have adequate data from the

Vicens-Reddy system on a vocabulary of 54 words
spoken in isolation. This same vocabulary

was also used in two other investigations (Geld;
Bobrow and Klatt), though the data is not
published.

For the Vicens program we have several runs
on the 54 words, in which each word was said
and the program made a recognition against the
full dictionary of 54 words. The runs are
described in Figure 10,3, We know exactly
which errors were made for what words. Thus,
we can compare the model's similarity scores
for error pairs with the similarity score for
non-errors. We certainly should not expect
the errors to be all those and only those
which are above a given threshold, since the
process is inherently statistical. But we
should expect the errors to favor high scores
strongly.

Two comparisons are worth presenting. In
the first (Figure 10.4) we see the distribution
of rank orders of the errors. For instance,
there was an error of "five" for "divide," but
there was ancther word, "byte," whose similarity
score with "divide" was higher than that of
"five" (50 compared to 49), Thus, a tally was
made for am error at rapnk 2, The advantage of the
rank order is that it compares the crmpetitors
for a given word, independent of deficiencies
of the similarity model in comparing between
quite different situations. As one can see from
Figure 10.4, the errors cluster toward the
high ranks,* though with a scattering of ranks
all the way down to the last ranks. (There are
exactly 53 occurrences of each rank.)

The second display of the errors (Figure
10.5) gives the distribution of absolute scores
for the errors against the distribution of
absolute scores for the entire 34x53 watrix
of comparisons, The figures are percentages in
each 10 point category, taking inte account the
multiplicity of occurrences of errors (e.g.,
Y"gcore'" was given for "four" 9 times)., The ratie
of these two frequencies, suiltably normalized
te account for the total number of runs in the
mmple, gives an estimate of the probability
of error given the similarity score. These
values are alsc shown in Figure 10.5. This ratic
should be relatively iIndependent of the particu-
lar vocabulary used, though of course not of the
details of the Vicens-Reddy program. Again,
we see the same effect as in Figure 10.4: that
there is a relatively high probability even if
the similarity is low. 1In both Figure 10.4 and
10.5 we have segregated the three types of rums

* The small secondary peak in the range 16-25
for class C in Figure 10.4 appears to indi-
cate that some of the important mechanisms
are yet to be captured by the model.
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Data Recording Number of ‘System Number of Number of Number of
Type Quality Speakers Adaptation Rung Trialg EYrors
A Good 1 Poor to Good 8 432 14
B Medium 10 "Good 5 270 i3
{15 db s5/M)
C Medium 14 NP Bor 11 702 189
{15 db §/8)

* Class B consists of runs made aftar first training the system on other speakers.

*% Class C consists of runs made while first training the system,

Error
RBLa
3.2

12,24

26,9

Figure Al0,3:
the

Model.

details of this data),

The three types of data from the Vicens program used for calibration of
{(See pages 129, 135 and 136 of Vicens (1969} for further

Class A Data Class B Data Class C Data Total Data
4 of 14 % of 33 % of 189 % of 236
Tatal Exvrors Total Errors Total Errors Total Errors
1=5 78.6 72,7 53.4 37.6
6-10 7.1. 9.1 11,1 10.6
11-15 7.1 9.1 Toh 7.6
Rank 16-20 0 9.1 11.1 10.2
in 21-25 0 0 10,1 8.1
Similarity 26-30 Q [+] 2,1 1.7
Ordering 31-35 0 0 2.1 1,7
3C-40 0 0 1.1 0.8
41-45 Q 0 0.6 0.4
46-50 7.1 0 0.6 0.8
51=54 a 0 0.6 0.4

Figure ALD.4:

Distributions of rank orders of errors.
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Distribution of Absolute Scores

Decade Entire 53x54 Class A Class B Class C Total
Range Matrix Errors Errors Errors Errors
90-%9 0.0% 0.08% 0.(% o. BE 0. (#
80-89 J.1 21.4 G.1 6.9 2.1
70-79 0.3 21.4 6.1 2.8 4.2
60-69 0.4 0.0 3.0 3.2 3.0
50-59 1.5 0.0 12.1 13.8 12.7
40-49 3.8 28.6 24.2 15.3 17.4
30-39 7.5 7.1 21.2 13.2 14.0
20-2¢9 18.9 14.3 21.2 32.8 30.1

10-1¢ 2%.8 0.0 3.0 5.3 4.7

0-¢ 37.7 7.1 0.0 6.9 5.9

Estimate of Probability of Error
Given Similarity Score

Decade Uging Classg A Uging Class B Using Class ¢ Using Combined
Range Errors Errors Errors Errers
90-99 1.0% 1.0% 1.0% 1.0%
80-89 375 .60 1.0 .73
70-73 054 .10 056 .0bg%6
60-69 o . 033 077 .045
E0-69 o 038 L0585 . 055
40-49 . 008 030 . 041 .029
30-39%9 .o01 .013 .018 .012
20-2% .0009 .005 .01le .QLl0
10-1% Q .0004 L0002 L0001

0-9 .oo02 ] L0002 .001

No pairs in the 54 word lists used to generate these data fell into

tha 9%0-99 decade; these probabilities are therefore arbitrarily set

to 1.0.

Figure AlD.5:

Distribution of absolute scores for errors against entire
53x54 matrix and resulting estimate cof probability cof
error given similarity score.




as described in Figure 10.3. We note that the
better the data t(high quality and high performance}
the better the medel seems to fit the erver data.

The abewe attempt at walidation is not only
rough, but limited to a particular program.
Changes in the logic, etc., will make differences
in the performance. However, the behavior of
each of three differsnt programs (Vicens-Reddy,
Gold, Bobrow and Klatt) is somewhat comparable
thkus indicating that the gross performance
figures can be taken as indicative of the state
of the art. Thus, though we must interpret the
results with care, it appears useful to use
the model ko explore various aspects of the
Voice-CS program.

Al0.3 Conclusicen

The model described here has been used to
answer the questions raised at the beginming of
this appendix, These analyses and the obtained
results are presented in detail in Appendix 9,
For the mast part, they agree with one's
intuitive notions,

Aln, 7



All. PHONEMIC AMALYSIS OF A FREE ENGLISH SENTENCE=®

This appendix contains an analysis of a
telephene recording of:

Ha, ha,, Ok., um,... let's see., wh.
What things wauld [ want to know
right off hand--I'd like to know how
many ustrs are on the 1line? COn.. are
an the system that's obvious,

This fragment was taken from an actual protecol
for Volce-08 (Scetiom Ab). The analysis is a
hand simulation of the phoneme vecognizer of
Forgie and Forgie {1959), Some assumpticns are
made with regard to extending that scheme to
handle telephone bandwith and continuous speech.

Columty 1 of the analysls 1s a guess at what
sounds arc rcally present on the recording
{saction &11.1 contains the codes used in the
first three¢ colwmms). HNext [s rhe segmentation
whick the simulated program would make. The
third column shows the hypothetical eesults of a
phonieme recopnlzeri 1c contains an ordered list
af phonemes with a confidence score for each
{on an arbitrary 0-100 scale), The 11ist 1is
arbitrarily truncated to eliminate less likely
candidates. The last column is the English
transcription, approximately lined up with the
segmentation,

It is expected that the machine would

actually make more errors than indicated. Almost

all errers are related ta segmentsatien prablems,
or, conversely, if the segmentetion is correct,
then the phoneme classification {s very likely
te be carrect also,

all.l Glossary of Words Uged 1n the Analvsls
Segment Codes

g Silence

#+  Noise (non-speech)

FR  Fricative

VF Voiced Fricative

H Aspiration

FL.  Plagive Burat (Volceless)
VP Voiced Plosive Burst

v Vowe 1
5y Sami-Vowe L
N Nasal

VS Voiced 5iflence

* Produced by J. W, Foxgie and C. D. Feorgie

All.l

Phopneme Codes

Yowels

AE
AH
AL
AW
AY
E

EE
ER
I

L
o

Qo
Qrr
u

UH
Ux

bad
father
bita
awe
bay
bet
beat
bird
bit
able
apen
bogt
kout
p'Ht
but
about

) m w m W 2 T o Romo0ommog = 0o
H:J: E :::E =

Consonants

_c_hurch

Jump
Lthen

with

on

yet

vizion
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21 L.
E
Sagmicns y Segment Dé
“Yanscripden Code Thentme Suores B Transcriplivn Cunlz Fhouciue Reores F
Tough — —_——— = — 2 = =
Al v M 40, E 56, (156, AH N2 =
v (__Wk‘: have cmaiied classiication of these amyads b ve
5 ginee we have oo experivnce with them, but a
- real pecugnuieea would haye to degl with 3 L 170, M0, RS0, N 4O w 0 E?
i themn 2t thie hevel, F Al AL W4, AR 70, F 74, 1H b7, AH &4
v : :
K FL E 50, T47, Pd2, D36, 20, B2
v 5
Et T FL T70, ¥ 64, P40
[l h This AppRACH o v an nvidecd vowel fnr which we have
v no analysis. o
g s
[v] O 43, AH 77, EH &84, AF 67, OU 56, Uk 51, 00 43 g N N B 70, NG 45, L40, M 36 T
@ : o v OU &R, G 64, AW 56, (156 2
K L E 88, T 7, P53} G40, T3, B2, 820, 3H 26, W 22 H VP DH 50, V40, H40, ZH 34, 2 30 z
AY v AY 71, EE 65, I 63, E 58, Al 45, AH 42, FR 40 ou v oU 70, D &0, AW 58, US2Z =
5 N M 60, W A6, NG 45 E]
U v UH 81, AF 75, ER 72, AY o0, OU 34 | 5 B v ALT6, AL 65, E 62, UM 55 a4
M N M43, N &7, NG 43 : N N7, NG b0, M 48
Hatse * ’ RE v AIT2, E 69, AY 65, 160
g Y 5U Y 70, 1,50, W 3 Good chance of missing this segment E
" oo v U 60, UH 58, [ 50 §
8 , z vP Z 40, 570, TH 66, SH 60, DH 40, v 40
L N L 55, W50, F. 48, M 4h, N 45 ER v E 70, 167, Ul 55, ER 52
E v E 75,1 68, AR 32, 10 56, UH bd, ER 54 H z FR 580, % 70, SH 68, ZH 60, TI 4. [ 40
T 5 T 70, K 65, F 58 Altermie analysss o ER ER 74, AW 74, AE 7L, AH 82 .
5 FR SHG3, H56, S42, F4i, TH4l o 68 AH v AH B8, UM 72, ER 66, AW 50 o
‘ 2 N N 70, M59, NG54 ®
EE v RE 72, AY 70, Al 65, F 65, 1482, AR 58 ? DH VP D 56, G 52, DH 4R, V43, B 44 e
w v W0, L3, N e v 068, QUSS, UH 60, U 55 *
Lt v I+ 70, AH 62, UTI 60, FR 36, B 47, O 44, AL 42, QU 42 F
) L sU L 50, w45 R 40 E
w N W 55, M 48, L 38, N 35 AT v AL 85, AH 70, AY o0 '
uH v A 54, 17 86, LIS 54, AF 50, T48, E 44, AT 42 E N N NG 42, N 36, M40
8 5
T PL T 63, K 62, D52, G47, Fdd, B34, THM, F 20 ; hycath? h
™ = E 3
I v 176, AY 74, B 72, EE 72, BH 36, Al 50 x VP X 70, G60, BSO, D40
falE] = AH v Al 90, AE 78, UH 68 L 60, O 6B £
z FR S BH, 5H 63, T 56, ZH A2, F 38, 1H 28 § N N W A5, M 45, NG 42 v
1] v U 70, E 65, UL 54, 156 E. 5
] - X PL ¥ 50, H5D, F45, T35 -
Al v U &5, 160, AL 54, ER 52, K 48 = ER We would not segment this d
w Bv W3, M43, L3O AH v AH 70, AW 40, UM S0 urelng wiih pragent echniques, E
UH v UH 68, E 65, 7 55, AL 82 E N B
N N N 59, NG 45, M4h, L 20 H 5
T - g FR H 82, 5H 75, 558, X 47, T45 a
U+ v UH 65, U 58, E 49 g i v Ancther unvoiced vowel, E
N N N 5B, NG 50, M43, L 25 5 FR H 82, SH 75, 556, K 47, T 45 ?
o Thwew three phonemies would ool e geppented by our g ¥
R v preseag pehniques. We would probably call the whole '% T PL T 88, K 8, P55, D50, G438, B35
AT thing Al u v Un 82, AE 70, E 6B, Ubd, AW 64, 058
V3 M M 20, N85, NG5S0, L40
¥ VE 1 78, G 65 B 46, T 48, K 48, P 37 5
AW v AW BR, O b5, UJH 62, AH 60, 1T 56 3 "
) 5
H h 1 80, T 50, ¥ 48, P 36 E D vr D82, G765, DH 72, V&8, Bod ?
AE v AR 66, & 66, Ul 62, Al 50, AW 60, U 59, OL 52 AE v TUH &2, AR 77, E74, U4 -
N M N30, M &2, NG 40 T 5 T 70, K65, P45 } Almnative Apalysis
D 5 PR SH 82, §73, Ti1 50, kS0 CH 75, LG 60
AH v AH 80, 076, ER 70, AB 62, UH 60, OU 58 %
Click FR EH B0, 570, H 50, ZH 42, E 40, F 36, TH 30 Vs E
FL T70, K65 P&t D40, G35, B32 v EE 76, [ 66, UHA0, ¥ 50, AH 48 )
-
§ 5 FR 76, SHGO, F 50, THSD, 7 42, ZH 40
5
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Al21r ALTERNATIVE MANAGEMENT SCHEMES+

There are about 12 factors or parameters
that appear to be especially significant in
determining the possible structures of projects,
These factora or parameters are:

1. The projected duration of the project.

2. The numbey ¢f phases inte which the
project is divided,

3. The number of contractors participating
in the project,

4,  The number of functions or tasks the
speech system is designed t£o handle.

5. The degree of simplicity or of
complexity and sophistication of the
system,

6., The amount of syntactic and/or
semantic support derived from the
function, task, or situation.

7. The amensbility of the fuypction or
task for tuning rhe system for indi-
vidual speakers andfor for training
the speakers,

8, The extent to which raegearch isa
involved in the program (versus the
extent to which the program is
eagsentially a development program),

9. Whether the project is wandged with
conventignal techniques or with a high
degree of involvement of the ARPA
Natwork.

10, The dispesition of administrative and
technical control of the project.

11, The extent to which specialized
supporting activities and for specialized
technical arrangements, such as the
mounting of an organized data-collection
program and the joint use of specialized
measurement or analysis equipment, 1is/
or involved.

12, Whether or not substantial involvement
of a significant number of long-
experienced speech researchers iz made
a fundamental tenet of management of
the project,

Glven so many factors and the possibility

of having several degrees or treatments of each,
one might well suppose that the only possibility

* Written by J. ¢, R, Licklider,

of thinking about the matter 1s to find or
prepare &8 multidimensional artificial intel-
ligence program that will find eigenvalues in
unquantifiable giruationg, Howaver, the problem
may not be as bad as all that, If we resarve
the eleventh and twelfth factors for subsequent
digcusaion, wa may be able o reduce the whole
business to the description of about a dozen
project atructures that zeem plaugible or
interesting, In the folleowing paragraph, 1
shall set forth descriptions of tem project
structures, Doubtlesg you will find others that
you consider more plausible or more interesting
If you do, this effort will have been successful,

Ten Possible Project Structuras

Figure 12.1 shows ten possible project
structures, A through H, each one being defined
with raference to the first ten of the twalwve
factors listed earlier, 1In the table, I have
left room for two more structures to be
invented by the reader. In the following
paragraphs I shall try to explain what the table
feans to me.

First, project structures A through G
were the only ones that suggested themselvas
to me as being plausible or interesting, but
1 wus missing an obviously good bet In H; which
was suggested by Allen Newell during a tele-
phone conversation. I may not define H very
well, but I think I can explain Llte significant
feature, and I szhall come to that in due course.

Structure A is a three-year, two-phase
project with a single contractor, It would
be charged with the respongibility of building
a gystem to handle one or two funétions.
(MFunctlons are approximately the same as the
"tagks" in terms of which we thought would be
to operate a highly constrained data base.
Anothey would be to operate a system for
recelving and organizing "debvilefings! from
pilots returning from migsions,) The system
and its functlons would be simple. The functions
and the situation would provide a lot of semantic
and syntactic support. It would be possible
to tune the system for each individual speaker
and to train the speakers, (I imagine that a
system would be "tunable' if there were no more
than, say, 100 speakers who used {t.) The
project would be essentially a development
project, though this doesz not rule cut gll
research, Being a single=contractor praject,
it would be ¢operated in a conventional way,
Administrative and technical contrel would be
vested in the contractor -- except, of course,
for the basic fiscal and veto control that
ARPA would of course retalin. This project does
not seem inteyvesting to me, but it does seem
plausible., It would probably turn out te be
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I
A B | C D E F G H

Years 3 3 3 5 5 5 5 5
Phases 2 2 2 3 3 3 3 3
Contractors 1 3 5«7 1 3-4  |3-7 6-8 6-8
Functions 1-2 3 2-3 2 2-3 2-5 3-6 1-6
Simple /Complex| § S S M MC [|S-MC [S-MC [S-MC
syntactic- .
semantic Hi Hi Hi [MHi M-MHi M-MHi M-MHi M-MHI
support

Lo/Hi
tunability/ Hi |Lo-Hi |Lo-Hi jLo-Hi {Lo-Hi {Lo-Hi |[Lo-Hij or
trainability Lo-Hi
R and D/ D D D D4R DHR D4R DR D4R
development
conventional/ C C+n C+n C CHY |G [CHN  [CN
ne twork
administrative ARPA JARPA ARPA JARPA
and technical | C 3-way| or C circldg or + +
control C prime prime [circlgcoord

Figure 12.1:

Alternative Project Structures
(See text for explanation.)
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successful in a minor way, but I doubt that

it would demonstrate a sufficiently impressive
performance in speech recognition and "under-
standing" to make ARPA feel that it had, indeed,
done a major or significant thing. But of
course I could be wrong about this,

Structure B is for another three-year, two-
phase project. There would be three contractors,
coordinate with one another. Each would build
a system to fulfill a single function or task.
All the functions would be simple. All would
have high syntactic and semantic support. At
least one of the systems would be for a situa-
tion in which a high degree of tunability and
trainability would be possible, and at least
one of them would be for a situation of just
the other kind. It would be interesting to
compare the two classes, insofar as one can do
that with only one exemplar of one and two
exemplars of the other, in terms of feasibility
as reflected through progress and success, This
project, as indeed all the three-year projects,
would be essentially a development project. It
would be managed basically through conventional
techniques, but such use as turned out to be
convenient would be that of the ARPA network.
Each contractor would do his own thing in his
own way, and a certain amount of competition
would prevail. However, ARPA's contractors are
by nature friendly, and it would be expected
that there would be some cooperation and some
interchange also. This project seems a bit
more interesting to me than the first one, but
this one too suffers from the fact, which I
think is probably overriding, that it will be
very difficult to do enough in three years to
convince the world that a truly significant
achievement has been made,

Structure C is a three-year, two-phase
project with five to seven contractors. Among
them, they try to develop systems covering two
or three functions. All are simple with high
syntactic and semantic support. As was the case
in structure C, however, at least one has high
tunability-trainability and at least one low.
All are essentially development projects. All
are handled more or less conventionally, with
some help from the network., Administrative
and technical control is centralized, either
in ARPA or in a prime contractor, The effort
to achieve cooperation and fitting together of
advances, products, sub-systems, and the like
is major, This structure may seem a bit
interesting to me, but I think it is too compli-
cated for a three-year project, and I have to
say that, of the three-year structures, I like
B the best.

Structure D is the first of the five-year
three-phase projects. There is a single
contractor. He undertakes to develop systems to
handle two somewhat dissimiliar functions. Both

are moderately complex, and both have
moderately high -- but not very high --
syntactic and semantic support. One has lovw
tunability and trainability, the other high.
The central effort is development, but it is
supported by a significant amount of research,
With only a single contractor, the management
methods are essentially conventional. Adminis-
trative and technical control are vested in the
contractor. Given a good contractor, this
might be a very gooed project structure. The
main trouble would be getting enough real
competence in speech and language to come
together within the limits of a single contract-
ing organization. This whole thing is geing to
depend, it seems to me, upon getting truly
high competence, and a fair amount of it, to
bear upon the problem.

Structure E differs from structure I in
involving three or four contractors, rather
than one, which would make it possible to
undertake to handle more different functions --
but that possibility is not expleited. The
functions and the systems are perhaps somewhat
more complex in E. The syntactic and semantic
support is moderate to medium high. Again,
both ends of the tunability and trainability
scales are represented. Again there is a
significant amount ¢f research to support the
development, This time the network comes in
for a significant role. The administrative and
technical pattern is essentially that of a
circle of contractors, all coordinate. ARPA
exercises fiscal and, of course, technical
veto power, but the essential pattern is that
of a somewhat competitive, somewhat coopera-
tive association, a loose federation, of
contractors -- something like a smaller version
of the overall ARPA contractor comuunity in
computer science and engineering. (Or perhaps
ARPA does not think of it in quite those
terms.) 1 think that the project structure is
very interesting and that it would be a lot of
fun te participate in it, T doubt, however,
that it would be as productive as the next
one, F.

Structure F would embrace the same number
of contractors or perhaps more, It might cover
a wider gpamut of functions and a wider range on
the simplicity-complexity scale. It would be
about the same in terms of the next variables,
on down to administrative and technical control.
Here, however, it is assumed that ARPA or a
prime contracter would exercise diligent and
rigorous administrative and technical cortrol
and make every effort to weld the several
contractors into an efficient problem-solving
and development organization. Significant use
would be made of the ARPA Network in this
effort, I like this project structure very
muchs I think it would have a good chance of
succeeding in a significant way, and 1 think
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that -~ in the process of trying to succeed in

a significant wey -- it might learn some very
interesting techniques about management with the
aid of a computer network.

Structure G differs from E and F in admitting
more Contractors and more functions. To a
congiderable extent, it operates in the manner
of the circle described in connection with E,
but, being larger and therefore requiring mere
administrative and technical control, it relies
upon ARPA -- either upon a person of Larry
Robert's caliber in ARPA or upon such a person
brought inte the situatiom through contract or
consultantship but reporting rather directly
te ARPA -- it relies upon such a person for a
greater degree of administrative control and
technical direction than a loose confederation
would have, This is «n effort to achieve a
fair degree of direction without having a
prime contractor. In this plan, all the con-
tractors would be coordinate. That seems to me
to be in some ways a good feature, for I am
not sure how effectively ARPA contractors would
work if one of them were the prime contractor
and the other sub-contractors. .On the other
hand, it would be asking quite a bit of one man,
especially if he were not actually a member of
ARPA, to exercise the required amount of control
over a circle of contractors,

Structure H is based on a suggestion by
Allen Newell that I consider to be an excellent
one, It is that the “'circle" kind of organi-
zation be supplemented by something that might
be called a '"cooperaticon expediter.'" Assumed
that there is a circle of contractors and, in
addition, a single person -- not so much a
director as a facilitator or expediter of
cooperation -- who has contrel of enough money
to put into effect on short notice various
cooperative or supporting plans that are agreed
upon by him and two or more members of the circle,
For example, he might convene a meeting of experts
on some phase of speech analysis, He might let
a small contract for the quick implementation
of a special measuring device. In any event,
this structure might involve a considerable
number of contractors, It might work with
almost any reasonable number of functions. It
would probably make a great amount of use of
the network. 1T like it very much, but on
reflection I find myself coming to the conclu~-
sion that it is very important for this
enterprise to be successful and that the best
chance of making it so is fto impose, in the
project structure, a considerable amount of
administrative and technical control. 1 think
that the psychological effect of such control
would be good rather than bad in the development
parts of the enterprise, 1 think that the
more or less significant incompatibility of
administrative and technical control, on the one
hand, and creative research, on the other,

might be avoided by deliberately exempting the
research parts of the program from hard-driving
management.

In Figure 12.2, I have shown schematically
what I have in mind with respect to two-phase
and three-phase projects. In the three-year
projects, I suppose that there would be time
for two overlapping two-year development
efforts, There would be room for a small
amount of research. It is shown feeding into
the development project, and the first
development project is shown feeding into the
second, The square with vertical lines above
the development bars are to represent periods
during which the prototype systems are exercised.
I think it is very impeortant to go through the
development and exercising functiens once before
the final time, and there is certainly not room
in a three-year schedule for more tham two such
phases. 1Indeed, I think they would have to
overlap more or less as I have shown.

In a five-year project, there is probably
room for three development phases, but, again,
they must overlap. In the five-year schedule,
there is of course more room for research and
more chance for it to feed inte the development
efforts. Accordingly, I would put the ratio of
research to development at about 10% in a
three-year project and at about 30% in a five-
year praject.

Figure 12.2 shows in a very schematic and
probably not very helpful way four different
kinds of project "management,"” The trouble
with the single-contractor arrangement, as I
have suggested, is that it will be very difficult
to get enough competents together under one
toof. The trouble with the circle of contractors
is, of course, that such an arrangement is
delightful for research but probably too relaxed
and disorganized for development. The prime-
contractor/subcontractor arrangement is standard
in industry for development programs that
require an array of competences that a single
contractor cannot provide, and I think that the
only problem with it in the present context is
that it will be necessary to use research people
in a program that leans heavily toward develop-
ment if ARPA is to bring off a truly significant
accomplishment in the short time projected --
in either of the short times projected.
Actually, this project would be guite different
from many development projects in that it
would involve, essentially, a synthesis of
research ideas und findings from the frontier
of knowledge. Such a synthesis is hard to
distinguish from research. It would certainly
be interesting. It seems that it should be
possible to overcome the researcher's traditional
distaste for Ybusinesslike' management methods
in such a situation. Therefore I like the
prime-contractor/subcontractor schema, I like,
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also, the circle plus "eooperation expediter"
schema, and my reservations about it have to

do with the consgideration that this undertaking,
being quite difficult, will probably require
more centralized planning and managing and

can be accomplished without essentially total
contrcl, But perhaps one might start out om
this route and then, if things did not shape

up rapidly enough, shift over to the prime-
contractor/subcoentractor schema.

The Remaining Two Factors

Each of the project structures thus far
described can be subdivided into two or more
categories on the basis of the eleventh and
twelfth factors listed earlier, The eleventh
factor is the degree to which special arrange-
ments of a cooperative nature are employed in
the over-all project. The twelfth has to do
with the involvement of research people who
have been in the speech field long enough and
deeply enough to be thought of as speech people
rather than as computer pecple.

In our earlier discussions, we talked
about a special support program for the
collection of speech samples, for the collection
and organization of specific measurements or
data pertaining to speech production, analysis,
and so on -- in short, a specizl data base to
support the over-all program, We talked, also,
of setting up specialized facilities in one or
more locations and using those facilities via
the network. Perhaps these examples suggest a
dimension along which the various project
structures can be scaled,

The involvement of established speech
experts in a significant way in the program
might be made a decision criterion, It might
be made a management goal, It might be decided
to be a matter of little weight., I think that
I may be considered conservative on this point,
for 1 suspect that there is, in the speech
communlty, a large amount of expertise that the
envisaged project will need if it is given the
go signal, But the present purpese is not to
evaluate this factor, it is only to mention it.
Having mentioned it, I shall conclude.
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