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ABSTRACT

la an earlier paper [Bell, et al., 1973] a new set of digital nodul es,
cal | ed Conputer Modules, or sinply CMs, is described. In that paper it
was stated that the correct design of the CMi/o structure is critical to
their success, and noreover, the i/o structure of a CMis vhat distinguishes
it fromcontenporary mniconputers. This report describes a prelimnary
daiign of the i/o structure for conputer nodul es.

The functions of the i/o ports are discussed here, and it is observed
that they must allow sharing of nenmory and passing of control anpbng inter-
connected CMs. CMs use a variation of the segnented address space schene
to inplement the functions of the I/o port. A conplete |SP description of
the i/o port is included, as well as a nunber of exanples of inter-CM com

nmuni cations that illustrate the various ways the i/o ports can be used.



1. | NTRODUCTI ON

This report describes a prelimnary design of the input/output ports
of Conputer Modul es. Conputer Mdul es are building blocks that will be
used to construct a wide variety of digital systens, spanning a w de range
of cost and performance. Qur basic assunptions and the reasoni ng | eading
to the choice of Conputer Mdul es as buil ding blocks are described el se-
where [Bell et al., 1973] and will not be repeated here. For conpl eteness,
however, we will briefly note the assunptions that are necessary for under-

standing this report.

Each Conputer Module (CM includes a processor of about the power of
a mni conputer processor, local nenory ranging from|IK to 64K words, with
8 or 16 bits per word, and a few input/output ports through which it com
nuni cates with other CMs. A few to perhaps several thousand CMs are used
in any digital system high perfornmance being achieved by using nmultiple
CMs in parallel. For CMsystens to obtain high perfornmance CMs nust be
able to communicate efficiently in a closely coupled manner. For this
reason, the input/output port design is a critical aspect of the design of
CM s.

This report is a design of the input/output port at an ISP level. The
report does not address such inportant questions as the arbitration of re-
guests to use a comunication bus.

In the next section, Section 2, the functions of the i/o port are ex-
amned in detail. Section 3 follows with a description of the architecture
of the i/o ports. Section 3 assumes the Pc of a CMis simlar to a PDP-11

[Bell et al., 1970]. This was done for two reasons: choosing a reasonable



wel |l known processor relieves us of the task of describing the processor;
and at least the first few CMs will in fact use PDP-11 processors. Sec-

tion 4 gives a btief example of a PDP-11 CMused as a Pio with block trans-

fer abilities.
2. FUNCTION OF i/o PORTS

At the most fundamental |evel, the i/o ports of the CM exist to facili-
tate inter-processor communication; the primary purpose of the t/o ports is
not to boost the processing power of a CM If CMs are being applied to a
problem that can benefit from a powerful Pio (i/o processor), then one or
more CM s should be used to build the Pio; the Pio should not be a component
of a CM

Current multi-processor and multiple computer systems provide for two
types of inter-processor communication. There exists schemes for:

1. sharing data;

2. passing control among processors (processes).,
2. 1. Data Sharing

There are many ways for processors to share data; they can share
some secondary storage via separate controllers, they can have channel to
channel Iinks, or they can share part, or all, of M (e.g., the archetypical
mul ti-processor structure). Clearly, th€ most elegant solution here is to
give all the processors in the system access to all the words in the address
space. (Postpone for a moment the issue of protection.)

Cmmp, a multi-processor with a complete crossbar switch [Bell and
wul f, 1972] allows all the Pc's to share the same address space. The
*We use the PMS notation of Bell and Newell [1971] in this report to describe

the hardware organization of CM s.



qguestlon muse be answered: why should C mp not be the prototype of a
large nodule (LM set of Pc's, Mp's, and Snp's (nmenory-processor Cross-

bar switches)? There are at |east two reasons:

1. In Cmp several hundred nanoseconds are lost in an Mp access
by a Pc. This is because of Pc conflicts for M nodul es aB well

as switching del ays.
e

2. Acentral Smp (crossbar switch) reduces the potential reliability
of the system Smp can be distributed anong the Mp's (or Pc's)

but then Problem 1 is further aggravated.

A proposal to increase the performance of C mmp involves attaching
| ocal cache nenories to each Pc. Note C mmp would then have Pc-M pairs:

the first step toward CM s.

*- 2. Control Passing

Two structures are in common use in conmputer systens to inplenent
control passing: nessage queueing and interrupt structures. Roughly,
interrupt structures are inportant in real-time control conputers, and
m ni -conmputers in general, because of demandi ng response requiremnments,
whi | e nessage queueing is used in multi-progranmi ng and time sharing
operating systens because of its flexibility. If CMs are to be used as
primtive conponents in digital systemdesign, they nust be adaptable to
a wi de range of performance requirenents; hence sone formof interrupt
mechani smis essential. Message queueing can be inplenented in software

when needed.



2.3 Oher i/o Port Functions

Al though CM 1/O ports nust inplenment some form of shared menory and
inter-process control signaling, are these functions sufficient for the
efficient operation of CMs? W don't know, experinentationwith CMs
should investigate this question*

A function that is present in the |I/o structure of nost high-perfornmance
conputers is the ability to transfer blocks of information in or out of M
via an i/o port, independent of the Pc. Consideration should be given to
enabling the i/o ports to supervise block transfers, in parallel with the
operation of the Pc.

This concludes the brief functional description of the CMs i/o port.
Since the i/o ports are not inplemented as stored-program processors, they

will be called i/o controllers, i.e., Kio's, rather than i/o processors.

3. THE ARCHI TECTURE OF A Kio

3.1. | mpl enent ati on of Data Sharing

The most obvious schene to allow Pc's to share data is to give tham
all the same gl obal linear address space. This naive scheme is |acking on
a nunber of counts: the linear address spa«o must be very large Q'2'*°
words) in order to handle contenporary problens; a linear address space for
a CM network does not match the underlying multiple CM structure; and a pro-
tectlon scheme is not easily enbedded in a |linear address space.

An addressing schene that nore closely matches the structure of CM sys-

tens is a segnented address space [cf. Denning, 1970 and Randell and Kuehner,

1968]. Specifically, a CMs address space will contain a set of segments;



segments will be called |ocal segnments or external segnents, depending
on their function. Local segnments map words in the virtual address space

into the physical menory space of the Mp local to the CM External seg-

ments map words in the virtual address space out of the CMonto an inter-
CM bus, and ultimately into the physical nmenory space of another CM (One
of the two major functions of the Kio's is to inplenent this inter-nodule
address mapping function. There existsa bew |ldering variety of ways to
i mpl ement a segnented address space (e.g., B5000, IBM 360/67 (and now the
370's), CGE 645, PDP-11/45,...). The follow ng design is driven by:

1. a desire for sinplicity in the Kio;

2. delays in the Kio nmust be kept to an absolute m ni num

3. realization the Pc of initial CMs is the PDP-11.

The Broadcast Address Space

There nmust exist some addressing, or tagging, schene on the inter-CM
bus so CM s can exchange nessages over a shared bus. Initially, we gave
uni que nanmes to each Kio on a bus and CMs sent nessages to other CM s,
using these nanes to route the calls. This schene has the di sadvant age
that the instantaneous processor-process binding for all the CMs in the
systemhas to be known by each CM initiating nmessages.

The second schene devel oped was to bind names to the messages, rather
than the CMs. This is nore reasonable and was the approach used in nuch

of the early design. However, the concept of a broadcast address space has

resulted in a startling sinplification and unification of the concepts of
CM nenory sharing, even though it is really our second scheme in a clever

di sgui se.



Let each bus in a CM system have a virtual address space, called a
broadcast address space. To access a word not in the CMs |ocal segnent,
the Pc requests a word froman external segnent, and the appropriate Kio
translates the address fromthe CMs address space into the broadcast ad-
dress space of the bus. The other CMs on the bus are nonitoring the ad-
dress lines, and when an address is within the range of a bus segment, the
Kio maps the bus address into the address space of the renote CM

The broadcast address space of a bus is analogous to the el ectromag-
neti c broadcast spectrum Like the broadcast spectrum the broadcast ad-
dress space will becone a limting, critical resource when many CMs
(stations) concurrently require segnents (broadcast bands) for transm ssion
of messages. Figure 3.1 shows how an address is mapped fromCMA into CM B
via the broadcast address space of bus 1. If an address is mapped into an
external segment of CM B, then another level of mapping is initiated, as
shown in Figure 3.2. The ability to have nulti-level mapping allows a CM
e.g., CMB in Figure 3.2, to act as a switch. This circuit sw tching
ability is crucial if networks of CMs need to interact in a closely-
coupl ed manner. If only relatively |oose coupling is needed, as, for ex-
anple, in the ARPA network, then CMs can inplenent nmessage sw tching by
mappi ng addresses into |ocal segnents and then have the local Pc nove the
message fromthe |ocal segment to an external segment; see Figure 3.3. The
fact that CMs can function as circuit or message sw tches substantially
enl arges the range of applications they can efficiently accommobdate.

Figure 3.4 illustrates another way the broadcast address space can be

used. In Figure 3.4(a) several CMs are set up to map the sane bus segnent
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in to their local segnents. This arrangenment gives CM systens a broad-
cast or one-to-nmany mapping ability; for exanple, CMA in Figure 3.4(a),
by witing into external segment 1 simultaneously sends information to the
other CMs in the figure. On the other hand, Figure 3.4(b) shows how a
CM system can inpl enent a many-to-one mapping. This arrangenment is needed

whenever several concurrent processes share a comon data structure.

Vari abl e Segnent Size

A number of schenes have been used to specify a segnment in the address

space;

1. Fixed size segnments, i.e., pages. This naturally suggests
pages be mapped into page frames, rather than an arbitrary place

in menory.

2. Arbitrary segnent size, e.g., B5000. The extent of a segnment is
specified by a base, limt register pair. This is conpletely gen-
eral, but problems with menory fragnentation arise, and addition
rather than equality testing must be used to nap an address into

the segnent.

3. Paged, variable size segnents. ddassic inplenentation of virtua
menory systenms, e.g., S360/67 and GE 645 [cf. Dennis, 1965; Arden

et al., 1966].

The nmore conpl ex of the above schemes are not appropriate for CMs

because the address mappi ng nmust be an efficient process if CMs are to be



able to cooperate in a closely-coupled manner. On the other hand, it is
inportant that the external segments be variable size. There are three

reasons for this:

CM address space. At present, assuming PDP-11 CM s, a CMhas a

variable number of external segnments and to fix external segnent

size would put an upper limt on the number of external segnents
per CM
2» Protection. In order to efficiently access data structures, ex-

ternal segments must be as large as the largest data structures,
but to protect adjacent data structures from unwarranted destruc-
tion, external segnents need to be as small as the smallest data

structures.

3* Broadcast address space. Some applications will require a |arge

nunmber of G's per bus, and unless external segments are of vari-
able size the internal fragmentation of bus segments will result

in a critical shortage of words in the broadcast address space*

ISP Description of a Kio

The next page gives the ISP of a Kio. See Bell and Newell [1970] for

details of the ISP notation and Bell et al. [1970] for the ISP of the PDP-11

processor, the processor we will be using in the initial CM s.

Figure 3.1 should help clarify the address translation processes from

CM to bus and back agai n. By giving the bus a broadcast address space, the

symretry between CM to bus and bus to CM translation is sufficiently conplete
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I SP Description of a Kio

Kio State
CM'egraent J<e,i ster/cSR[ 0: 15K15: 0>
Bus,Segnent . Regi ster/BSR[ 0:15] <15: 0>
Control, Jtegi Bt er/cR[0:15] <15: 0>

Logari t hmof ~egnent ,Si ze/ LSS<3: 0> : -

Wite~rotect/ W :» CR<11>

Ref erence”bit/ RB -

ChangeJ>it/ CB :» CR<9>

I nterruptuenabl e/l E

I nt errupt~pendi ng/ | P

[/0blt/10B
NXM

Mask Regi ster/VR<15: Q@ -

Addr ess Transl ati on Process

y<15: 0> (1B « 0) - (

(z AMR + CSRAM) -+

(BSR AMR) V (« A (i MR))

z<15:0> :» (1B - 1) - ¢

(y AMR BSR A MR)

(CSRAM) V (y A (i MR))

CR<15: 12>

Currently unaesigned hits.

a pseudo register that is the
unary encoding of LSS field in

map fromCMto bus.

effective address is
wi thin external segment.

concat enati on process

map frombus to CM

br oadcast address is
wi thin bus segnent.

concat enati on process.

Wher e: z :» effective address of operand in CM address space

and y :< effective address of operand in bus broadcast

address space.



-13-

to allow csr/BSR pairs to translate addresses in either direction, the
current direction being specified by the |/<Wit in the CR.

In the 1sp, a Kio is shown to have 16 csSR/BSR/CR sets. This is not
nmeant to inply that all, or even nobst, Kio'a will have this many register
sets. Two to foar register sets are presently seen as a practical nunber
to have on a single Kio. In fact, if only one csrR/BSR/CR set is included
in each Kio, no power is |03t because nowhere is it necessary to nake the
restriction a CM can only have one Kio per bus. Howaver, to conserve bus
drivers and receivers it is appropriate to group several register sets on
a single Kio.

Note in the above ISP we have solved the segnent size problem Only
segnent sizes that are powers of two are all owed: 1,2,4,8 . 64K By re-
stricting our segnent sizes to powers of two we avoid the addition inplicit
in nore conventional base/limt schenmes. W also ease the nmenory fragnenta-
tion problemin the broadcast address space since we can now use the buddy
system This novel nenory allocation schenme was independently di scovered
by H* Markowitz (1963) and K. Know ton (1965) and is anal yzed by Knuth [1968],
The DEC Uni bus wi ndow [DEC, 1972] also limts its segnent (w ndow) site to
be a power of two. However, the Unibus wi ndow sets a lower linmt on segnent
size, 512 bytes, and this appears to be a m stake. Many data structures
that are shared between processors are smaller than 512 bytes, yet the cost

to provide snaller segnent sizes is negligible.

Most of the fields in the control register are self-evident. The
fields dealing with inter-CMinterrupts will be discussed in the next sec-
tion. The NXMbit is used to enable/disable the CM-bus translation for the

associ ated CSR/BSR pair.
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3.2 Inplenentation of Internodule Interrupts

It is useful to consider inter-CMinterrupts to be a generalization
of subroutine calls. Specifically, we need a junp to subroutine (JSR
instruction that passes control to the called procedure, as is now done,
and we need JSR's that initiate new loci of control, wthout suspending
the locus of control in the calling program |In other words, we need to
i mpl enent, in the context of CM s, what has been variously called fork,
begin parallel, split, etc. This newJSR (let's call It ISR for initiate
subroutine) also seens to have utility within a CMas a clean way to inple-

ment nulti-progranm ng and nul ti-processing.

VWile the fornat of the ISR instruction |ooks sinmilar to the JSR in-
struction in the calling CM to the target CMthe ISR looks like an inter-
rupt. If the interrupt enable (IE) is.on in the Kio of the target CM
then the address of the ISR instruction is used as the interrupt vector
for the target CM The data lines of the inter-CMbus are used to pass the
current value of the programcounter to the target CM If the interrupt
enable is off, then the interrupt pending bit is set in the CRand the inter-
rupt vector is stored in a buffer register. This buffer register is not
directly accessible by any CMin the system but it is effectively cleared

by clearing the interrupt pending bit of the CR

If a Pc executes a JSR, rather than an ISR, into an external segnent
of its address space, we will sinply have a situation where the Pc of one
CMis fetching its Instructions fromthe M of another CM

It would be consistent with the above inplenentation of interprocessor

interrupts to generalize the Wait instruction of the PDP-11 to inpl enent
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the join, or merge, function needed in parallel processor systems. How
ever, either the increnent-and-skip-if-zero (1SZ) instruction comon to
nost mini-conputers or the "read-pause" feature of Cranp [WiIf and Bell

1972] is sufficient.

4.  ASYNCHRONOUS BLOCK TRANSFERS

In many contenporary conputer systens the ability of 1/o processors
to transfer large blocks of information, independent of the Pc, is inpor-
tant for the efficient operation of the system This report proposes that
the Kio's of CMs not have this direct menory access (DVA) ability. If a
DMA channel or Pio is needed, it can be built froma CM Figure 4.1 shows

a CM functioning as a DVA channel
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Now if we have the sinple PDP-11 code sequence in the QMdraa:

MOV (Sr)+ (Dr)+
CW Sr. Limtnegister
BNE *-2

The Sr and Dr Point to' words in external segnents of the CMdma's address space.

FIGURE 4.1. Using a CMas a DVA Channel .
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