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4. Results of Experiment and Discussion

The experiment was perfermed on a VAX-11/780 computer using the C_icada2 systam as described
elsewhere.[3][4] The experiment was done by using the data of 4 male speakers and 4 female
speakers. For every speaker five data sels were used as tést sets and one data set was used as
reference set{5]. Each set consists of 36 utterances (10 digits and the 26 letters of the alphabet). All

utterances have automatically determined endpoints. Table 4-1 gives the recognition resuits.

From Table 4-1 we can see that accuracy of using compressed data is somewhat inferior to that
using noncompressed data. The overall error rate (in percent) is calculated by sum/total number of

test utterances ( = 1440).

Table 4-1: Comparison of compression vs noncompression

speaker errors{com) errors{noncom)

ds 26 21
fa 14 9
qg 23 24
ji 14. 27
ma 33 22
ms 19 13
rp 4 5
sw 33 34
sum 166 155

% 11.5 10.8

Table 4-2 shows the percentage of the frames deleted from an utterance for four speakers. On the
average about 40% frames were deleted. This indicates that we can save about 40% template space
and about 35% warping time {the saving is less because of the extra computation time needed for

compression).
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Table 4-2: Data Beduction in Percent

speaker percent
ds 45.6

fa 33.4

gg 39.4

SW 43.6
average 40.5
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~ Abstract
In both speaker dependent and independent word recognition the selection of the reference
templates is recognized as a crucial step in regards to the final accuracy of the system. Presented
here for a speaker dependent system, is an algorithm which chooses a reference template for each
word in the vocabulary from a set of N exemplars. The goal of the algorithm is to produce a reference
set. that minimizes the worst matching behavior and total error over the N sets of exemplars. The
results of the experiments presented here show a reduction in the averagé error rate from 16.4% to

10.2% over a set of 4 male talkers and 4 female talkers.

1. Introduction

An important problem in isolated word recognition is the creation and or selection of the reference
templates. Techniques for clustering of templates [3] [4] have been developed which yield muttiple
reference hatterns in speaker independent systems. Our éxper’rments indicate that the selection of
the refe_rence templates in the speaker dependent case has a significant effect on the recognition
accuracy obtained. The technique presented in this paper selects a single optimal template for each
vocabulary item based on the internal conéistency of matches in an initial training set. The results we
obtained with our template selection algorithm produce recognition results superior in all cases to

those results obtained when no template selection is done.

2. Word Recognition System

Figure 2-1 shows a flow diagram of the system [1] used in these experiments. The speech data
used in the experiments consists of 10 repetitions of the alphabet and digits (36 ut.terances) by‘8
talkers (4 male, 4 female). Each talker completed two repetitions a day over period of five days. Each
repetition was spoken in a different a randomized order. The recording was done in an office
environment using a noise canceling microphone and high quality tape recorder. The recorded

speech was then low pass filtered at 4.5 kHz and digitized at 10 kHz.

2.1. Signal Processing

The raw digitized samples are taken as the inpﬁt to a 236 pt. discrete Fourier analysis, using a
20.0msec. window steppad at 10.0msec. intervals. The results of the Fourier analysis are then
reduced to 16 coefficients by summing adjacent values in the spectrum according to the mel scale
(see table 2-1). These 16 coefficients are then converted to log dB. Begin-End analysis proceeds on

the log dB signal by computing for each frame,? the average energy and the difference between high

2Frames are defined as a set of 16 coefficients that represent 20.0msec of signal,
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Figure 2:1: Flow Diagram of System

and low frequency énergy content, these two parameters are then used in the begin-énd analysis.

Noise subtraction is accomplished by computing an average noise spectrum and subtracting it
from each frame of the signal. If the energy level of a coefficient is below the average energy per
coefficient in the noise spectrum after the noise spectrum is subtracted then that coefficient is set to

that average energy level.” Finally the coefficients are reduced to a 4 bit magnitude by taking the

derivative with respect to frequency.

2.2. Warping

The dynamic programing method used is‘the Itakura warping technique [2]. Although there are
several other dynamic time warping algorithm‘é which have been proposed, the ltakura warping
appears to give the most consistent résults over a variety of conditions. The metric used to measure

the difference between thre test and referehce is a euclidean distance.
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Filter _ Range of DFT Samples Frequancy Range

0 o -2. 0 - 98 Hz.
1 2 -6 98 - 254 Ha.
2 6 -10 254 - 410Haz.
3 10 -14 410 - 566 Hz.
4 14 -18 566 -722Hz.
5 18 .22 722 - 878 Hz.
6 22 .26 878 - 1034 Hz.
7 26 -30 1034 - 1191 Hz.
8 30 -35 1191 - 1387 Hz.
9 3B -4 1387 - 1622 Hz.
10 41 -48 1622 - 1896 Hz.
11 48 .57 1896 - 2248 Hz.
12 57 -68 © 2248 - 2677 Hz.
- 13 68 -81 2677 -3185 Hz.
14 81 .97 3185 - 3809 Hz.
15 97 -116 3809 - 4551 Hz.

Table 2-1: Mel Scale Frequency Boundaries’

3. Reference Template Selection

As previously stated the goal of the template selection algorithm is to chose a reference template
set from the training set that will provide the best match to the training set. For the purposes of our
discussion the first 5 repetitions of each speaker in our data base will be designated as the training
data sets. The last 5 repetitions will be designated as the test data sets. Initially we are interested in
what the results of the recognition are if we do no template selection and simply allow each of the
training data sets to serve in turn as the reference templates for the test data sets. These results are
presente;d table 3-1. ‘ ' _

As can be seen, the error rate varies a great deal, depending on which data set is used for the
reference templates. When templéte selection is done, we will take advantage of the variance in
pronunciation and build a composite set of reference templates that exhibits a matching behavior

better than any one of the original training sets.

3.1. Selection Algorithm

The algorithm proceeds by addressing the problem of templates belonging to utterances that are
easily confused. The key point being that the differénces between these templates is not always large
enough to discriminate them correctly when matched with an unknown utterance. By carefully

selecting templates from the training sets we can increase the difference between confusable

1The range of DFT samples included in each nuer is determined by the size of the DFT {256 points in this case) and the
range of frequencies present in the signal (0 - 5000 Hz. in this case). The end samples ot each tilter are given half their weight
in the filter which is composed of the sum the specitied DFT samples.



Male Speaker M1 M2 - M3 M4
Reference Error Rate Error Rate Error Rate Error Rate
1 "17.2% 22.8% 32.8% 7.2%
2 11.1% 12.2% 23.3% 9.4%
3 7.9% 12.8% 27.8% 5.0%
4 7.9% 8.3% 22.8% 12.2%
5 7.2% 11.7% 24.4% 5.0%
Average 10.2% 13.6% 26.2% 7.8%
Best 7.2% 8.3% 22.8% 5.0%
Female Speaker F1 F2 F3 F4
Reference Error Rate Error Rate Error Rate Error Rate
1 10.0% 21.7% 15.0% .21.7%
2 17.2% 23.3% 17.8% 22.2%
3 15.7% 21.1% 16.1% 20.0%
4 13.9% 19.4% 16.7% 16.1%
5 _12.2% 23.9% 17.8% 25.0%
Average 13.8% 21.9% 16.7% 21.0%
Best 10.0% 19.4% " 15.0% 16.1%

Grand Average = 16.4%
Average of Best error rates = 13.1%
Table 3-1: F{ecognit'ion results with no template selection.

templates thereby reducing the error rate otherwise obtained. In order to facilitate the discussion of
the algorithm we shall designate Ufe,w] as the utterances in the training set, M1{r,t,w] as the first
choice matching behavior and M2{r,t,w] as the second choice matching behavior, where

e = exemplar number, e=12...N

w = word number, w=12...W

r = reference exemplar, r=12....N
= test exemplar, t=12,...,N

3.1.1. Candidate Selection

‘Consider the first choice matching behavior for word w’ which we denote as M1w[r,1]. In figure 3-1
we see an example of the first choice matching behavior for the vocabulary item "". The first choice
matching behavior for a particular word in a particular test dataset is defined as the score obtained
and the word recognizéd given a particular reference dataset. In our example we see, for instance,
that thé "{" in test dataset 2 is indeed recognized as an "f" with a score of 53 when dataset 1 is used

as the reference.

For each reference dataset we observe that there will be a range of scores obtained over the N test
datasets. For each reference the worst score over the N test datasets is picked _oui and defined as the
worst matching behavior for that reference. Let WM1w'(r] be Max MIwrl] denote the worst
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3 55/ 531 5374
4 sS4/t 43/F O GO/t

5

ﬂ 52/§ 52/t 0

WMIw'(r) (6 e 57 63 69 |

Figure 3-1 :First Choice Matching Behavior of "f"

matching behavior for each reference r over the ¢ test exemplars for word w’. In figure 3-1 the worst

matching behavior for each of the N references is boxed.

Once the vector (WMTw'[r}) containing fhe worst matching behavior for each of the references is
tormed we choose the candidate template for w' as Ujr’, w] such that r'is the Min WM 1tw'{r] over the N
sferences. That is, the reference dataset that has the minimum worst matching behavior becomes

wur candidate dataset. In our example the candidate template for w'is in dataset 3.

3.1.2. Veritication
In order to verify that U[r w'] IS mdeed the best candidate for w' we must establish that the

matching behavior, M1r'w'(t], over the t test exemplars does the following:

e Provides a correctly recognized word.
e Has a match distance that is less than any wrong first choice recognition.

® Has a match distance that is less than all second choice recognitions in M2w'{r,t] over all
rforr.

Using fig'ure 3-1 we can check the first two conditions. We observe that dataset 3 meets the first

condition since it provides a correct recognition of "t" for the other four datasets.

Checking the second condition we see_that the "f" from dataset 1 is recognized as an "x" with a
score of 50 when dataset 2 is used as the reference. This fails to meet the second condition since the
recognition for "f" in our candidate dataset (3) has a score of 54. Since this is the case, choosing the
"f" from dataset 3 may possibly ledadto inherent error in our selected dataset. T'his inherent error

would arise if the "x" from dataset 2 was chosen as part of our selected dataset. In that case an



incorrect recognition result for the "f" from dataset 7 would occur whan the -selected dataset was

used as the reference.

Using figure 3-2 we can check the final condition. We observe that the second choice matching
behavior for "f" from dataset 2 produces a score of 55 for an "s" from dataset 2. This can lead to
inherent error in the same way as described for the second condition. Thus, the candidate template

fails to meet the third condition.

M2w'(rt)

reference dataset
1 2° 4 4 5
'tgst 1 67/x 01 oup 72/5. 56/8
dataset 2 78/m. 55/s3 57/ 80/x 67/m
'3 B2/m 46/s ot 79/x  60/m
4 011 TS/x 44, 67/s 58/

5

96/ 99/s o, B80/s 8T/x

I Firé.t.Choice Matching
Behavior of dataset 3
Mtw'(3,1)

Figure 3-2: Second Choice Matching Behavior of "f"

In the event that all of these conditions are satisfied then U[r",w’] is a good template for w’, meaning
that using it will not lead to inherent error when.the selected dataset is used as the reference for our
training datasets. However, for a rﬁajority of utterances a good template is not availahie since the
discriminability between these utterances is too small. In order to minimize the inherent error, the

choice of a best w' is made with reference to the entire set of training templates.

This procedure consists of selecting p additional candidates for w". These candidates are chosen
by increasing magnitude of WM1w'(y]. When one or more céndidates have been selected for all W
words, the inherent error for all combinations of the p candidates is computed among those words
which did not have a good template. The combindtion of W templates that produées the least
inherent error is then used as the selected template set. A pote_ntial draw back of this procedure is
that p must be kept small since the number of combinations to compute grows exponentially with p.

The data reported in this paper are based on template selectionusingap of 2..



4. Recognition Results ahd Discussion

Speaker New Error Rate Average . Best
’ Error Rate  %Improvement Error Rate %Improvement

M1 5.6% 10.2% 45.0% 7.2% 22.2%
M2 7.8% 13.6% 42.6% 8.3% 6.0%
M3 18.3% 26.2% 30.1% 22.8% 19.7%
M4 1.1% 7.8% 85.8% 5.0% 78.0%
F1 7.2% 13.8% 47.8% 10.0% 28.0%
F2 16.7% 21.9% 23.7% 19.4% 13.9%
F3 10.6% 16.7% 38.5% 15.0% 29.3%
F4 14.4% 21.0% -31.4% 16.1% 10.5%

Average 10.2% . 16.4% - 42 8% 13.1% 25.9%

Table 4-1: Recognition Results using Template Selection

If we examine the results obtained (Table 4-1) when this algerithm for reference template selection
is used, we see an improvement over the best results obtained for each speaker in the case where no
template selection is done. The average expected improvement over the average expected
recognition results is given as 42.8%. However this percentage might be expected to decrease \'.vith a
smaller number of exemplars in the training set. Likewise a larger number of exemplars would
probably result in a case of diminishing returns dn recognition improvement. While this algorithm
teatures the intuitively attractive feature of using a real template as 'opposed to a synthetic one, this

reature will probably lead to poor results in the case of speaker-independent recognition.
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