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#### Abstract

For a finite alphabet $A$, we define a class of embeddings of $A^{*}$ into an infinite-dimensional feature space $X$ and show that its finitely supported hyperplanes define regular languages. This suggests a general strategy for learning regular languages from positive and negative examples. We apply this strategy to the piecewise testable languages, presenting an embedding under which these are precisely the linearly separable ones, and thus are efficiently learnable.
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## 1 Introduction

The problem of learning regular languages from positive and negative examples has occupied researchers for some time. Specifically, we have a finite alphabet $\mathcal{A}$ and the teacher has in mind some target language $L \subset \mathcal{A}^{*}$. The teacher shows us two sets of strings $S^{+}, S^{-} \subset \mathcal{A}^{*}$, where $S^{+} \subset L$ are the positive examples and $S^{-} \not \subset L$ are the negative examples. Our task is to infer $L$ from the sample $S=S^{+} \cup S^{-}$.

Different learning models have been studied, including language identification in the limit [7], building the smallest consistent automaton $[1,8]$, and the PAC model $[10,14,15]$ and strong negative results have been obtained. Rather than provide a comprehensive survey of the literature on the subject, let us quote Rivest and Schapire [16]: "The problem of learning an automaton by passively observing [a labeled sample] is now well established to be a hard computational problem" and refer the reader to the survey therein.

Positive results have been obtained in a few special cases, most notably Trakhtenbrot and Barzdin's learning a DFA from a complete labeled set [20], Angluin's learning reversible languages [3] and Ron et al.'s learning acyclic probabilistic automata [17] (the latter are a class of probabilistic automata containing a class of ordinary DFAs as degenerate cases). A number of common techniques emerge from these positive results. One generally builds a prefix-tree acceptor consistent with the sample and performs some sort of merging of the states. The principal difficulty lies in finding the merging criterion appropriate for the given problem and in proving correctness and time and sample efficiency of the algorithm.

In this work, we depart from the established paradigm. Instead of building an automaton from the sample $S$, we will embed the strings in $\mathcal{A}^{*}$ into an inner product space and learn a hyperplane that separates $S^{+}$and $S^{-}$. We will define a class of embeddings in which linear separators correspond to regular languages. We will provide a natural embedding for a particular class of regular languages (the piecewise testable ones), as well as an efficient kernel for this embedding, which will immediately yield a learning algorithm for this class.

This paper is organized as follows. In Sect. 2 we define a general way to map strings in $\mathcal{A}^{*}$ to vectors in an inner product space and prove correspondences between linear separators and regular languages. In Sect. 3 we outline a general strategy for learning families of regular languages. In Sect. 4 we apply this strategy to the piecewise testable languages. Finally, in Sections 5 and 6 we summarize our results and suggest directions for future research.

A note on the notation: boldfaced symbols (such as $\varphi$ or $\mathbf{w}$ ) will denote vectors or vector-valued functions; their components will be unboldfaced and with subscripts (such as $\varphi_{i}$ or $w_{i}$ ). For strings $u$ over some alphabet $\mathcal{A}$, we write $|u|$ to denote $u$ 's length and $u[i]$ to denote the $i$ th character of $u$.

## 2 Regular Locally Finite Covers

### 2.1 Preliminaries

Fix an alphabet $\mathcal{A}$ and consider a family of sets $U_{i} \subset \mathcal{A}^{*}$, for $i=1,2, \ldots$, such that each $s \in \mathcal{A}^{*}$ lies in at least one and at most finitely many $U_{i}$ :

$$
\begin{equation*}
1 \leq \sum_{i} \varphi_{i}(s)<\infty \tag{1}
\end{equation*}
$$

where $\varphi_{i}$ is the characteristic function of $U_{i}$ on $\mathcal{A}^{*}$ :

$$
\varphi_{i}(s)=\left\{\begin{array}{ll}
1, & s \in U_{i} \\
0, & s \notin U_{i}
\end{array} .\right.
$$

Any such family $\{U i\}$ is called a locally finite cover of $A^{*}$. If, in addition, each $U i$ is a regular set, $\{U i\}$ is called a Regular Locally Finite Cover (RLFC). As a technicality, we require that 0 always belong to an RLFC.

Any locally finite cover $\{U i\}$ defines a kernel $K$ over $A^{*}$ :

$$
\begin{equation*}
K(s, t)=\sum_{i} \varphi_{i}\left(^{*}\right)<^{*}\left(^{*}\right) \tag{2}
\end{equation*}
$$

whose finiteness, symmetry and positive definiteness follow trivially from the construction. Intuitively, $K(s, t)$ counts the number of cover elements $U_{i}$ to which both $s$ and $t$ belong.

We may view $<p(s)$ as an infinite-dimensional vector in the space $X=\mathrm{R}^{\circ \circ}$, in which case we can write $K(s, t)=\left(\left\langle p(s)\right.\right.$, $\langle p(t))^{\prime}$, we wmm* ${ }^{\text {ca }} 11 ¥>{ }^{\text {an }} R L F C$-induced embedding. We will say that an (oriented) hyperplane defined by w G $X$ is finitely supported if w has finite support (finitely many nonzero coordinates) in $X$.

Note that any w $€ X$ defines a language $\mathrm{L}(\mathrm{w})$ in the following way:

$$
\begin{equation*}
L(w)=\left\{s £ A^{*}:(w,<p(s))>0\right\} . \tag{3}
\end{equation*}
$$

The language $L$ is said to be linearly separable (with respect to a given embedding $<p$ ) if there exists a finitely supported hyperplane defined by w $€ X$ such that $L=\boldsymbol{L}(\boldsymbol{w})$.

### 2.2 Main result

The main claim of this section is that any finitely supported hyperplane under an RLFC embedding defines a regular language. (The converse is clearly false - for a given RLFC, it is not necessarily the case that every regular language is given by some hyperplane. ${ }^{1}$ )

Let us state the claim in its full formality:
Theorem 2.1. Given an RLFC-induced ip $\backslash A^{*}-^{*} X$ and a finitely supported $w € X$, the language $\mathrm{L}(\mathrm{w})=\left\{s € A^{*}:(w,(p(s))>0\}\right.$ is regular.

Proof. Define / : $A^{*}$-> R by

$$
\begin{align*}
f(s) & =\langle\mathrm{w}, *\rangle(*))  \tag{4}\\
& =\sum_{i=1}^{N} w_{i} \varphi_{i}(s) \tag{5}
\end{align*}
$$

where the constants $\{w i\}$ and $N$ are independent of $s$ (the finiteness of $N$ follows from the assumption that w is finitely supported).

Thus, / is a finite linear combination of binary features ipi, with real coefficients $w^{\wedge}$. Observe that $/(\bullet)$ can only take on finitely many real values. Let $\{r k\} \%_{=1}$ be the range of $/$. Define $L_{r k} \mathrm{C} A^{*}$ by

$$
\begin{equation*}
L_{r_{k}}=f^{\prime}\left(r_{k}\right) \tag{6}
\end{equation*}
$$

[^0]For any subset of features indexed by J C $2^{* 122} \bullet^{\cdot N\}}$, call it $\mathrm{r}_{\mathrm{fc}}$-acceptable if Yliel ${ }^{W i}=r k$, Each such ${ }^{\wedge}$-acceptable set corresponds to a set of strings $L \backslash \mathrm{C} A^{*}$ such that

$$
\begin{align*}
L_{I} & =\left(\operatorname{orWK} \mathrm{K}_{\mathbf{w}}^{\prime} \mathrm{U} V T^{1}(1)\right)  \tag{7}\\
& =\left(\bigcup_{i \in I} U_{i}\right) \backslash\left(\bigcap_{i \in\{1, \ldots, N\} \backslash I} U_{i}\right)
\end{align*}
$$

so $L i$ is regular because each $U i$ is regular (by definition of RLFC). Then each $L_{r k}$ is the union of finitely many $\mathrm{r}^{\wedge}$-acceptable $\mathrm{L} /$ 's, and $L$ is the union of the $L_{T k}$ for positive $\mathrm{r}^{*}$.

### 2.3 Representer theorem

Given a finite set of strings $5=\{S J\rangle^{\mathrm{TM}}=1 \mathrm{C} A^{*}$ and a "weights" vector $\mathbf{a} € \mathrm{R}^{\mathrm{m}}$, these define the language $\left.L(S, c t)=\left\{s \boldsymbol{e} A^{*}: \mathrm{Z}\right)^{\wedge}=\mathrm{i}^{\mathrm{a}} \mathrm{i}^{\wedge}\left({ }^{\mathrm{s}} \mathrm{i} »^{\mathrm{s}}\right)>0\right\}$, which is seen to be regular by taking the finitely supported hyperplane to be defined by $\mathrm{w}={ }^{\wedge} j^{a} j^{*} * P\left({ }^{s} j\right) \wedge \wedge$ applying Thm. 2.1. Let us call the languages for which such a pair $(5, a)$ exists strongly linearly separable. We have just demonstrated that any strongly linearly separable language is linearly separable. The converse is similarly straightforward:

Theorem 2.2. Given an RLFC-induced $<p: A^{*} \longrightarrow X$ and a finitely supported $\mathrm{w} € X, \operatorname{let} \mathrm{~L}(\mathrm{w})=$ $\left\{s\right.$ e $\left.A^{*}:(w,<p(s))>0\right\}$. Then there exist $\{S J\}^{\wedge}=1 \mathrm{C} A^{*}$ and a. $\boldsymbol{e} \mathrm{R}^{\mathrm{m}}$ such that $L(S, c t)=\{s$ e $\left.A^{*}: Z ?=i<* j K(s j, s)>0\right\}=L W$ -

Proof. Let $N$ be the largest nonzero coordinate of w. Then ( $p$ is effectively a mapping from $A^{*}$ to $\mathrm{R}^{\wedge}$, since the higher coordinates play no role in determining whether a string belongs to L ; let us formally denote this by $t p: A^{*} — \cdot \mathrm{R}^{\wedge}$. We have that $₹ p(L)$ and $₹ p\left(A^{*} \backslash L\right)$ are separated by some hyperplane in $\mathrm{R}^{\wedge}$; let $\mathrm{w}^{7}$ be the maximum-margin separating hyperplane ${ }^{2}$. Let $S \mathrm{C} A^{*}$ be such that $\imath^{p}(S)$ is the set of support vectors for $w^{7}$. If $S$ is finite then we are done, otherwise choose a finite 5 ' c 5 such that $\operatorname{span}\left(£\left(S^{\prime \prime}\right)\right)=\operatorname{span}(£(S))$, where span(-) is the linear span of a set of vectors.

This last result shows that for any linearly separable language there exists a finite sample from which it can be inferred.

Theorem 2.1 gives a representation of regular languages in terms of certain sets in $X$. Although we present a construction for converting this representation to a more familiar one (such as an FSA), our construction is not necessarily efficient. Indeed, for any $r k$ there may be exponentially many $\mathrm{r}^{\wedge}$-acceptable L/'s. This underscores the unique feature of our methodology: our goal is to efficiently learn regular languages (in some representation) - not necessarily automata.

### 2.4 Further Characterization

It is natural to ask what property of finitely supported hyperplanes is responsible for their inducing regular languages. In fact, Thm. 2.1 is readily generalized:

[^1]Theorem 2.3. Let $f: A^{*}-\bullet \mathrm{R}$ be of the form $f(s)=g(<p(s))=0(<? \mathrm{i}(\mathrm{s}),\langle £>2(\mathrm{~s}), \bullet \bullet>\mathrm{w}(\mathrm{s}))$ (that $i s$, the value off depends on a fixed finite number of the components of $<p)$. Then for any $r e \mathrm{R}$, the language $L=\left\{s € A^{*}: f(x)=r\right\}$ is regular.

Proof. Since / is a function of finitely many binary variables, its range is finite. From here, the proof proceeds exactly as the proof of Thm. 2.1, with identical definitions for $\left\{r^{\wedge}\right\}, L_{r f c}$, etc.

Corollary 2.4. Let $f: A^{*}->\mathbf{R}$ satisfy the condition of Thm. 2.3. Then for any $r \mathrm{G}$, the languages $L \backslash=\left\{s € A^{*}: f(s)>r\right\}$ and $L i=\left\{s € A^{*}: f(s)<r\right\}$ are regular.

Remark 2.5. The theorem need not hold if / is allowed to depend on arbitrarily many components of ( $p$ for then / might take on infinitely many values. Even if we restrict the range of / to be finite, the number of $\wedge$-acceptable languages $L /$ might be infinite for some $\mathrm{r}^{\wedge}$, and then $L_{T k}$ would no longer be a finite union of regular languages.

For example, let $A=\{\mathrm{a}\}$ and let $U i$ be the singleton $\left\{\mathrm{a}^{1}\right\}$, for $i=0,1$,___The $\{17 ;\}$ clearly form an RLFC. Define $/: A^{*}->\{0,1\}$ by $f(s)=\mathrm{j}_{0}{ }^{* \prime}{ }^{\prime} \wedge \mathrm{pnme}$. Then / has finite range, but $/ \sim^{1}(1)$ is not a regular language.

## 3 General Learning Strategy

The definitions and results of the previous section suggest a natural paradigm for learning regular languages from labeled examples. Let $T$ be a family of regular languages that we would like to learn. Our first step would be to look for a suitable RLFC for $T$. Namely, the RLFC must be such that every $L € T$ is linearly separable under the embedding ( $p$ induced by the RLFC. If we succeed in finding an appropriate RLFC, we would need to come up with an efficient algorithm for computing the associated kernel (2). This might not be trivial, since any string might belong to exponentially many cover elements and the sum in (2) might be intractable.

If we manage to complete both of these stages, we shall have a learning algorithm for $T$. Given a finite sample of strings, we can run kernelized SVM [4] to obtain a separating hyperplane, which in turn induces a regular language (Thm. 2.1). Our choice of a good RLFC guarantees that the sample will be separable, and the standard generalization error bounds for SVMs will hold [21, 9]. ${ }^{3}$

We shall presently apply this strategy to a particular family of regular languages - the piecewise testable ones.

## 4 Piecewise Testable Languages

### 4.1 Definitions

Piecewise testable languages were defined in Imre Simon's PhD thesis and in [18].
For $s € A^{n}$, define the shuffle ideal of 5 to be the set of all strings containing 5 as a subsequence:

$$
\begin{equation*}
\operatorname{shuff}(s)=A *_{S}[l] A * \ldots A * s[n] A * \tag{9}
\end{equation*}
$$

(define $\operatorname{shuff}(£)=A^{*}$ ).

[^2]A language is piecewise testable iff it is a finite boolean combination of shuffle ideals ${ }^{4}$. For example,

$$
L=\left(\left(\mathcal{A}^{*} \mathrm{a} \mathcal{A}^{*}\right) \cup\left(\mathcal{A}^{*} \mathrm{~b} \mathcal{A}^{*}\right)\right) \cap \overline{\left(\left(\mathcal{A}^{*} \mathrm{a} \mathcal{A}^{*}\right) \cap\left(\mathcal{A}^{*} \mathrm{~b} \mathcal{A}^{*}\right)\right)}
$$

is a piecewise testable language over $\mathcal{A}=\{\mathrm{a}, \mathrm{b}\}$.
It might not at first be obvious how, given a regular language in some representation, to determine whether it is piecewise testable; Simon, however, showed this problem to be efficiently decidable. The piecewise testable languages have received a fair amount of attention in the formallanguage community, as a major subclass of the dot-depth one hierarchy $[19,6]$.

Our key observation is that the shuffle ideals - languages of the form $U=\mathcal{A}^{*} a_{1} \mathcal{A}^{*} a_{2} \mathcal{A}^{*} \ldots \mathcal{A}^{*} a_{k} \mathcal{A}^{*}$, $k \geq 0, a_{i} \in \mathcal{A}$ - form a Regular Locally Finite cover of $\mathcal{A}^{*}$ (together with $\emptyset$ ). Indeed, every shuffle ideal is a regular set, every string $s \in \mathcal{A}^{*}$ will belong to a shuffle ideal (e.g., shuff $(s)$ ), and a string $s$ can only belong to finitely many shuffle ideals (namely, if $|s|<|t|$ then $s \notin \operatorname{shuff}(t)$ ).

Thus the shuffle ideals are a natural candidate for an RLFC for the piecewise testable languages; in the next section we verify that these languages are indeed linearly separable under this RLFC.

### 4.2 Piecewise Testable Languages are Linearly Separable

Remark 4.1. In this section, linear separability will always mean with respect to the embedding induced by the shuffle-ideals RLFC.

If $L$ is a regular language, let $A(L)$ denote the minimum DFSA recognizing $L$. Let $\Gamma(L)$ denote the directed graph underlying the automaton. We say that $\Gamma$ is acyclic if it has no cycles except for possible self-loops. Note than in an acyclic graph, there is a natural partial order on the nodes: we write $p \prec q$ if there is a directed path from $p$ to $q$ in $\Gamma$. For $\mathcal{A}^{\prime} \subset \mathcal{A}$, let $\Gamma\left(\mathcal{A}^{\prime}\right)$ denote the subgraph induced by the nodes of $\Gamma$ and the edges labeled by members of $\mathcal{A}^{\prime}$. Simon [18] characterizes the piecewise testable languages by their graphs:
Theorem 4.2. Let $L$ be a regular language over $\mathcal{A}$. Then $L$ is piecewise testable iff
(i) $\Gamma$ is acyclic
(ii) for any $\mathcal{A}^{\prime} \subset \mathcal{A}$, each connected component of $\Gamma\left(\mathcal{A}^{\prime}\right)$ has a unique maximal state.

Our major result is that

## Theorem 4.3. Piecewise testable languages are linearly separable.

Proof. Let $A=\left(Q, \mathcal{A}, \delta, q_{0}, F\right)$ be the minimal automaton recognizing some piecewise testable language $L$. Let us say that $s \in \mathcal{A}^{*}$ is a path if in the sequence of states $q_{0}, q_{1}=\delta\left(q_{0}, s[1]\right), q_{2}=$ $\delta\left(q_{1}, s[2]\right), \ldots, q_{|s|}$ no state occurs twice (in other words, for $q_{i+1}=\delta\left(q_{i}, s[i+1]\right)$, we have $\left.q_{i+1} \neq q_{i}\right)$. We include the null path $s=\varepsilon$ in this definition.

Fix an enumeration for $J: \mathcal{A}^{*} \rightarrow 1,2, \ldots$, which induces an enumeration on the cover elements (shuffle ideals of $\mathcal{A}^{*}$ ). We shall construct a finitely supported separating hyperplane $\mathbf{w} \in \mathcal{X}$ corresponding to $L$. Abusing notation slightly, we will use $w_{i}$ interchangeably with $w_{s}$, where $s=J^{-1}(i)$.

Let $S$ be the set of all paths in $A$; observe that our definition of path together with Thm. 4.2 implies that $S$ is finite.

Define

$$
\eta(k)= \begin{cases}1, & k=0  \tag{10}\\ |\mathcal{A}|\left(\sum_{i=0}^{k-1} \eta(i)\right)+1, & k>0\end{cases}
$$

[^3]and put
\[

\boldsymbol{w}_{\boldsymbol{s}}=\left\{$$
\begin{array}{ll}
+\mathrm{q}(\mathrm{M}), & \text { se } \sin L  \tag{11}\\
-\mathrm{i} 7(\mathrm{kl}), & 5 \mathrm{G} 5 \backslash \mathrm{~L} \\
0, & \text { else }
\end{array}
$$ .\right.
\]

It remains to show that this choice of $w$ furnishes a linear separator for $L$. Consider some $u e A^{*}$ and let n be the length of the longest path $s € S$ such that $u €$ shuff(s).

We make three key observations:
(1) $u$ can belong to at most $\backslash \lambda^{k}$ cover elements shuff(s) with $|s|=n-k$,
(2) in particular, there is a unique $s(u) € S$ s.t. $|\mathrm{s}|=\mathrm{n}$ and $u € L$ iff $s(u) € L$
(3)

$$
\left.\right|^{w^{*} * \mid>} \sum_{s^{\prime} \in S:\left|s^{\prime}\right|<|s|}\left|w_{s^{\prime}}\right|
$$

(the latter follows directly from the definition of 77 ).
Thus the membership of $u$ in $L$ is determined by a single $s(u)$ G 5 ; furthermore

$$
\begin{equation*}
\operatorname{sgn}((\mathrm{w},<p(u)))=\operatorname{sgn}(\mathrm{tt} ; 5(u)) \tag{12}
\end{equation*}
$$

and the latter is positive iffuGi.
On the other hand, Thm. 2.1 implies that any finitely supported hyperplane defines a piecewise testable language (it constructs the language as a boolean combination of the RLFC elements). Thus we obtain another characterization of the piecewise testable languages:
Theorem 4.4. A language is piecewise testable iff it is linearly separable.
Remark 4.5. We should clarify a somewhat subtle point. It is well known that not every function $/:\{0,1\}^{n} \longrightarrow\{0,1\}$ is linearly separable when $\{0,1\}^{n}$ is embedded in $R^{n}$ as the corners of the unit cube. For example, $/:\{0,1\}^{2} \longrightarrow\{0,1\}$ given by $f(x, y)=\operatorname{XOR}(x, y)$ is easily shown not linearly separable. Viewing a language as a boolean function on $X$, the result we proved might seem to be at odds with the one just cited. Consider the language over $A-\{\mathrm{a}, \mathrm{b}\}$ defined by

$$
L=(\operatorname{shuff}(\mathrm{a}) \mathrm{U} \operatorname{shuff}(\mathrm{~b})) \mathrm{n} \overline{(\operatorname{shuff}(\mathrm{a}) \mathrm{n} \operatorname{shuff}(\mathrm{~b}))}
$$

(in other words, $L$ is the XOR of the shuffle ideals of a and b ). It is straightforward to verify that taking $W i=[-1,12,-4,-4,2,2]$ corresponding to the cover elements

$$
[0, \operatorname{shuff}(\mathrm{e}), \operatorname{shuff}(\mathrm{ab}), \operatorname{shuff}(\mathrm{ba}), \operatorname{shuff}(\mathrm{a}), \operatorname{shuff}(\mathrm{b})]
$$

(with $W i=0$ for all other coordinates) yields a linear separator for $L$ (in fact, this was the maximummargin separator obtained by applying SVM to a small random sample).

Notice that $L$ was defined in terms of 2 cover elements/coordinates $\left(A^{*} a A^{*}\right.$ and $A^{*} b A^{*}$ ) while the smallest subspace in which $L$ is linearly separable is spanned 6 -dimensional.

This is the key to resolving the apparent conflict: the infinite dimensionality of $X$ allows the class of linearly separable languages to be closed under the boolean operations.

### 4.3 Efficient Kernel Computation

In order to complete the steps outlined in Sect. 3, we must produce an efficient computation of the kernel induced by the shuffle-ideal RLFC. For this RLFC, $K(s, t)$ counts the number of subsequences common to $s$ and $t$, not counting multiple occurrences of the same subsequence:

$$
\begin{equation*}
K(s, t)=\sum_{u e A^{*}}[u \sqsubseteq s \rrbracket \llbracket u \sqsubseteq t \rrbracket \tag{13}
\end{equation*}
$$

(where [ $\cdot]$ is used to assign truth values in $\{0,1\}$ to predicates contained within the bold brackets, and $x$ C. $y$ means that $x$ is a subsequence of $y$ ). Thus, if(abe, aebe) $=8$ (the common subsequences being $£, a, b, c, a b, a c$, be, abe). A string with $n$ distinct letters will have at least $2^{\mathbf{n}}$ possible subsequences, so brute enumeration is not efficient.

The kernel defined by Lodhi et al. [12] is closely related to the shuffle-ideal kernel. Their kernel, $\tilde{K}$, has a parameter A , and is defined as follows. Let $s, u \notin A^{*}$ with $\left.u=\mathrm{sfiijsfo}\right] \cdots \mathrm{s}\left[\left.\mathrm{i}\right|_{\mathrm{u}} \mid\right]$ (that is, $u$ is a subsequence of $s$ ). Denote this relationship by $u=s[i]$, where $\mathrm{i}=\left[\mathrm{ii}, * 2 \geqslant \cdots \geqslant * u \mid>{ }^{\wedge} \mathbf{d}\right.$ define ${ }^{\wedge}(\mathbf{i})=\mathrm{i}|\mathrm{M}|-\mathbf{z x ~ H}-1$ Then, for $\mathrm{s}, t \mathbf{G} A^{*},{ }^{-} K$ is defined to be

$$
\begin{equation*}
\tilde{K}(s, t)=\sum_{u \in A * i: u=3[i j \dot{y} \cdot u=t)]} \lambda^{t(i)+\ell(j)} \tag{14}
\end{equation*}
$$

Setting $A=1$ in $\bar{K}$ almost yields the shuffle-ideal kernel, except the feature embedding counts multiple occurrences of a subsequence in a string, so if(abc, aebe) $=9$. Lodhi et al. show how to compute their kernel efficiently. An efficient computation method for the shuffle-ideal kernel was communicated to us by Jonathan Derryberry [5]; it turns out to be similar in spirit to that of Lodhi et al.

For a letter $a e A$ and a word $u e A^{*}$, define $\operatorname{last}_{(7)}(\mathbf{u})$ to be 0 if $a$ does not occur in $u$ and the largest $i$ such that $u[i]=a$ otherwise. For $s, t €-4^{*}$, let

$$
\begin{equation*}
K^{\prime}(s, t)=\sum_{u \in \mathcal{A}^{+}} \llbracket u \sqsubseteq s \rrbracket[u \sqsubseteq t] \tag{15}
\end{equation*}
$$

be the number of nonempty subsequences (without repetitions) common to $s$ and $t$, and let

$$
\begin{equation*}
\left.K_{a}(s, t)=\underset{u \in \mathcal{A}^{+} \sigma}{Y l} l^{u \wedge} 4 l u^{\wedge} t\right\} \tag{16}
\end{equation*}
$$

be the number of such subsequences ending in $a$. The following calculations are then almost immediate:

$$
\begin{equation*}
K^{\prime}(s, t)=\sum_{<T \epsilon A} K_{\sigma}(s, t) \tag{17}
\end{equation*}
$$

and

Then the shuffle-ideal kernel $K$, which always counts the empty string $£$ as a common subsequence, is given by $K(s, t)=K^{f}(s, t)+1$. A straightforward dynamic programming implementation of $K$ achieves complexity $O(|s| \cdot|t|)$.

## 5 Conclusion

We have proposed a new paradigm for passively learning a regular language family $\mathcal{F}$ from labeled examples - namely, to embed the strings into a vector space via the mapping $\varphi$ (which will depend on $\mathcal{F}$ ) and to apply kernel-SVM methods. Our approach has the advantage of entirely sidestepping the traditional techniques of building automata and merging states. This advantage, however, does not come for free: for each $\mathcal{F}$ that we would like to learn, we have to come up with the appropriate embedding $\varphi$ (i.e., one that renders each member of $\mathcal{F}$ linearly separable), and to efficiently compute the kernel induced by $\varphi$.

An obvious limitation of this (and any other) approach to PAC-learning regular languages is the inherent unpredictibility result, based on a cryptographic assumption [11]. In light of such limitations, the best one can hope for is to define a family of regular languages and exploit its structure to obtain learnability. Our methods provide a clean and unified theoretical framework for pursuing such results.

## 6 Future Work

Martin Zinkevich made the following observation: the family of sets $\mathcal{U}=\left\{\mathcal{A}^{*} a_{1} \mathcal{A}^{*} a_{2} \mathcal{A}^{*} \ldots \mathcal{A}^{*} a_{k} \mathcal{A}^{*}\right\}$ (i.e., the shuffle ideals) has the property that any finite intersection of members of $\mathcal{U}$ is a finite union of members of $\mathcal{U}$ :

$$
\bigcap_{n=1}^{N} U_{i_{n}}=\bigcup_{m=1}^{M} U_{i_{m}} .
$$

Call this the finite conjunction-disjunction property.
Thm. 4.3 says that all languages in the boolean algebra of $\mathcal{U}$ are linearly separable. Zinkevich and I conjecture that if $\mathcal{U}$ is a regular locally finite cover with the finite conjunction-disjunction property, then a language lies in the boolean algebra of $\mathcal{U}$ iff it is linearly separable under the embedding defined by $\mathcal{U}$. This generalizes thm. 4.3 to a much broader language family - the so-called dotdepth one family [6], which is the boolean algebra of sets of the form $\left\{\mathcal{A}^{*} u_{1} \mathcal{A}^{*} u_{2} \mathcal{A}^{*} \ldots \mathcal{A}^{*} u_{k} \mathcal{A}^{*}\right\}$, where $u_{i} \in \mathcal{A}^{+}$. One interesting future direction is to prove the conjecture and to extend the kernel computation to the dot-depth one family. Another direction is to apply the methods proposed here to other language families known to be learnable (e.g., the $k$-reversible languages [3]) or perhaps even novel families. And of course, it would be good to obtain sample complexity bounds in terms of some measure of the complexity of the target language.
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[^0]:    ${ }^{\mathrm{x}_{\text {A }}}$ simple counterexample is furnished the $\operatorname{RLFC}\left\{0, U, A^{*} \backslash \boldsymbol{U}\right\}$ for some regular language $\boldsymbol{U}$. For this RLFC, $\boldsymbol{U}$ is linearly separable but no other nonempty regular language is.

[^1]:    ${ }^{2}$ Although at least one of the two sets $\left(\hat{p}(L)\right.$ and $\zeta \boldsymbol{p}\left(A^{*} \backslash L\right)$ is infinite, the fact that $\langle p$ is a coordinatewise integervalued function implies that the margin will be nonzero.

[^2]:    ${ }^{3}$ As a technicality, we note that the theory of reproducing kernels requires our inner product space to be a Hilbert space, i.e., complete in the norm induced by the inner product. Our space $X$ will not necessarily be complete in the inner product induced by an RLFC. However, since any string can only belong to finitely many cover elements, for any finite sample we are effectively working in a finite-dimensional space, which is a Hilbert space.

[^3]:    ${ }^{4}$ Simon's original definition is different, but (as he showed) equivalent to this one.

