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ABSTRACT 

A new technique for design of digital filters based on a pole-zero model is proposed. T h e 

technique is capable of realizing any desired magnitude response specified in discrete 

f requency domain to the required degree of accuracy without significantly increasing the 

complexi ty for the computation of filter coefficients. It is shown that excellent characteristics 

fo r all t ypes of the standard filters can be realized. The distinct features of the technique 

a r e : (a) Both the passband and the stopband have nearly flat characteristics; (b) A highpass 

(bandstop) filter can be realized as the reciprocal of a lowpass (bandpass) filter; (c) A high 

d e g r e e of flexibility exists in the choice of design parameters permitting trade-off between 

the real ized response and the number of filter coefficients. The coefficients for the pole part 

and the ze ro part of the model are obtained in an identical manner using FFT algorithms and 

recurs i ve relations, without the need for solving complex nonlinear equations. These features 

in the design are a result of application of a pole-zero decomposition technique for digital 

f i l ter design. The technique, which was developed for modelling speech spectra, is based on 

the proper t ies of the derivative of phase spectrum of a minimum phase signal. 
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I. INTRODUCTION 

Synthes is of linear systems to satisfy a desired input-output relation is a general problem of 

interest to electrical engineers. Filter design is one such problem where the specification of 

the system is made either in terms of the impulse response or frequency response or both . 

In this paper w e present an effective method for designing a linear discrete-time system to 

real ize any desired magnitude response specified in discrete frequency domain. The method 

is based on the properties of the derivative of phase spectrum (DPS) of a minimum phase 

signal and a new technique for pole-zero decomposition of speech spectra [ l ] - [ 3 ] -

A genera l linear discrete system H(z), shown in F ig . l , is given by 

w h e r e 

H(z) - G N(z)/D(z) (1) 

N<z) - X a*<n) z " n t with a + ( O M , (2) 
n «0 

and 

D<z) - 2 a"(n) z ~ n , with a " ( 0 ) - l f (3) 
n « 0 

and G is a gain term. The output signal y(n) is obtained from the input signal x(n) b y the 

fol lowing recurs ive relation [4]: 

y (n ) - G ^ a + ( j ) x (n- j ) - £ a~(J> y ( n - j ) . (A) 
j - C i = l 

T h e f requency response of the system H(z) is defined as 

H(eJ» ) - H ( 2 > | z = e j w . ( 5 ) 

T h e response H ( e J w ) is periodic in with period 2it. In discrete frequency domain the 
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normalized frequency range (0-2n) is divided into N equal parts. The discrete f requency 

response of the system is then given by 

H (eiZnk/N) . H ( e j W ) w - 2 j | k / N , k«0, l ,2 , . . . ,N- l . (6) 

Fo r convenience we shall adopt the following simplified notation throughout this paper: 

H ( « ) - H ( e i w ) (7) 

and 

W O « H ( e i 2 n k / N ) . (8) 

Fo r the system H(z) to be stable, all the roots of the denominator polynomial D<z), called 

poles , must lie within the unit circle in the z-plane. If the roots of the numerator polynomial 

N(z ) , called zeros , also lie within the unit circle in the z-plane, then the impulse response of 

H(z ) is called a minimum phase signal [5], [6]. An important property of the minimum phase 

signal is that the magnitude and phase characteristics of its Fourier transform are related 

th rough Hilbert transformation [ 6 J 

T h e problem in digital filter design is to realize the desired frequency domain specifications 

. t h r o u g h a filter of the type H(z), such that the output y(n) of the filter is obtained from the 

input x(n) using a finite precision arithmetic. Digital filter design techniques are usually 

classif ied as infinite impulse response (HR) and finite impulse response (FIR) filters. The fi lter 

H(z ) in (1) is in general an HR filter because of the denominator polynomial. If D<z ) « l then 

the fi lter is re fer red to as an FIR filter. The choice between the two types depends upon the 

re lat ive weight one attaches to the advantages and disadvantages of each type of fi lter. HR 

f i l ters have the advantage that a variety of frequency selective filters can be designed using 

c losed form design formulas. Such a simplicity is available only for a limited class of f i lters. 

Complex HR filter design uses optimization techniques leading to solution of nonlinear 

equations to determine the coefficients of the filter. The phase response of IIR fi lters is 

genera l l y nonlinear, whereas it is desirable to realize a filter having linear phase 

characterist ics. FIR filters, on the other hand, can be designed with linear phase 
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character ist ics. They utilize the advantages of flexibility and computational speed of F F T 

algorithms. But many FIR design methods involve iterative ^procedures even for modest 

specif ications such as equiripple in the passband and stopband. Thus the flexibility of an FIR 

f i l ter design is achieved at the expense of simplicity whereas the simplicity of an IIR fi lter 

des ign is achieved at the expense of flexibility [71 

More recent ly , design techniques in quefrency domain are proposed in which the desired log 

magnitude and phase responses are realized by approximating the log frequency response 

w i t h a finite length quefrency response [81 The quefrency response, also called the 

cepst rum of the impulse response, is the inverse Fourier transform of the g iven log 

f requency response. Each of the quefrency components is realized by a set of elemental 

f i l ters , the order of the elemental filter being dependent on the value of the quefrency 

component. By designing digital filters in the quefrency domain the best approximation (in 

the mean-square sense) for the desired log frequency response can be realized. The 

result ing e r r o r in this procedure is caused by truncation in the quefrency domain and the 

approximation of the quefrency components by the elemental filters. 

In this paper we present a new technique for determining the coefficients in H(z) to meet a 

des i red log magnitude specification in discrete frequency domain. The design procedure is 

simple and highly flexible. The filter can be designed for any desired accuracy b y 

appropr iate ly choosing the orders of numerator and denominator polynomials of H(z), without 

increasing the computational complexity. This has been possible due to application of F F T 

algorithm and recursive relations for determining the coefficients of the IIR fi lter. The 

passband and stopband characteristics of the realized filter are nearly flat in most cases. 

Th is enables transformation of a lowpass filter to a highpass filter or vice versa by merely 

consider ing the reciprocal of H(z). Also by cascading a lowpass filter and a highpass fi lter it 

is possible to realize a bandpass or a bandstop filter. 

Al l these advantages of this new method are achieved due to application of the p o l e - z e r o 

decomposit ion technique recently proposed for modelling speech spectra [21 In Sec.II the 

technique of po le - zero decomposition is discussed. The design procedure for digital fi lters is 

i 

\ 
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descr ibed in Sec.III . The procedure is illustrated with examples in Sec.1V and also several 

des ign choices available for a designer are discussed. 

IL PRINCIPLE OF POLE-ZERO DECOMPOSITION 

In this section some important properties of the derivative of phase spectrum (DPS) of a 

minimum phase signal and the principle of pole-zero decomposition are briefly descr ibed. 

Details can be found in [1] and {2\ 

A . Propert ies of DPS: 

A minimum phase signal has. by definition, all its poles and zeros within the unit circle in the 

z - p l a n e [6] . The pole part of the signal spectrum can be represented as a cascade of several 

f i rs t o rder sections with real poles and second order sections with complex conjugate poles. 

T h e DPS of a typical first order pole filter usually has all its significant values confined to 

f requencies close to the origin. The DPS of a second order filter (resonator) is approximately 

proport ional to the squared magnitude response of the filter around the resonance f requency. 

T h e DPS of the overall filter is a superposition of the DPS of each filter in the cascade. 

T h e s e propert ies were shown to be very useful for unambiguous identification of resonance 

peaks from the DPS of an all-pole filter obtained in linear prediction analysis [1] . The z e r o 

par t of the signal spectrum can similarly be considered as a cascade of several first o r d e r 

sections with real zeros and second order sections with complex conjugate zeros. The DPS 

of the ze ro part will have similar behaviour as that of the pole part except for a sign change. 

In particular, the DPS due to poles is negative and that due to zeros is positive [2] . These 

simple propert ies were shown to accomplish the pole-zero decomposition of speech spectra 

[2J . 

B. Po le -Zero Decomposition 

Let V(a>) be the Fourier transform of a minimum phase signal. Since we consider only sampled 

signals, V(w) is periodic in u> with period 2n. The properties of minimum phase signals permit 

the expansion of In V(w) in Fourier series as follows [9]: 

http://Sec.1V
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oo 
In V ( « ) - c(0) + X 6(n) e ' i w n (9) 

n-1 

w h e r e (c(n)} are called cepstral coefficients. Writing 

V(CD) - |V(0))| etfyW , ( 1 0 ) 

w e get the real and imaginary parts of In V(w) as 

CO 

In |V(o>)| - X c(n) cos no) (real part ) (11) 
n -0 

and 

oo 

fy(a>) • 2Air - - 2 c(n) sin no) (Imaginary part ) (12) 
n-1 

w h e r e X is an integer. Notice that 0y(ci>) represents the phase spectrum of the minimum 

phase signal. Taking the derivative of 5y(a>) with respect to to, we get 

f oo 

0 V < W > - - Z n c ( n ) cos no). ( 1 3 ) 

n-1 

As discused before, the contributions of poles and zeros can be separated from Sy(<tf) 

because they have opposite signs. Let 

* V < " > A * [ t y * > r * [ f y « ) ] + ( 1 4 ) 

w h e r e 

- 0 for ty(<*)>0 ( 1 5 ) 

and 

- 0 for # ^ ( « ) < 0 . ( 1 6 ) 

We can express [0y(o))]~ and [0y(&))] separately in terms of the cepstral coefficients for the 

pole part and the zero part respectively, since the relation given in (13) is valid for poles o r 
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z e r o s or for both, except for a constant term (C) on the right hand side. That is 

03 

- C n c"(n) cos no) 
n-1 

( 1 7 ) 

and 

oo 
[ ^ ( t o ) f - C - I n c+(n) cos no) , ( 1 8 ) 

n-1 
w h e r e {c~(n)} and { c ^ n ) } represent the cepstral coefficients for pole and zero spectra of 

V(o>) respect ive ly . Notice that c tnJ 'C^nJ+c^n) for n-l,2,...,oo. In other words, the cepstral 

coeff ic ients are split into two parts, one corresponding to poles and the other to zeros . Here 

[0y(a))]~ represents the significant portion of DPS for the poles of V(a>) and [0y(a>)] + 

represents the significant portions of DPS for the zeros of V(o>). By significant port ion we 

mean that the shape of the curve in the negative portion of 0y(o>) is mainly due to poles and 

that in the positive portion of 9y(&) is mainly due to zeros. 

We now describe a method for deriving the coefficients in D(z) and N(z) from {c~(n)} and 

{ c + ( n ) } respect ively . Let us consider the expansion of In D{z) in Taylor series as follows [10] : 

oo 
In D(z) - - 2 c t ( n ) z " n ( 1 9 ) 

w h e r e { c ^ n ) } are the cepstral coefficients corresponding to 1/D(z). Using the expression for 

D(z ) from (3) and differentiating both sides of (19) with respect to z, and rearranging the 

terms, w e get 

2 n a"(n) z " n -
1 

2 " c , (n ) z " n 

L « - I 

E »'<n> z" n| 
n-o 

( 2 0 ) 
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Mult iply ing out the series and using the fact that a ~ ( 0 M , we get 

a " ( l ) - - c 1 ( l ) f 

j a"(j) - - j c 1 ( j ) - X n ci< n> a~( j -n) , j - 2 , 3 , ~ , M D (21) 

It is to be noted from (21) that we can obtain {a"(n)} from {c j (n ) } or vice versa. Only M p 

values of { c j ( n ) } are required to determine (a~(n)}. 

It is w o r t h noting that the coefficients {a"(n)} obtained from {c j (n) } using the recursion (21) 

is meaningful only if it is known a priori that {c j (n) } correspond to the cepstral coefficients 

of a minimum phase polynomial like D(z). This is the reason for splitting the cepstral 

coeff ic ients in (9) into {c~(n)} and {c*(n)} through DPS. 

H I . DESIGN OF DIGITAL FILTERS 

In the previous section the theoritical relations among various parameters have been der i ved 

using Four ier series in which the upper limit in the summation is infinity. However , in 

pract ice the design has to be made using sequences of finite length. The design of digital 

f i l ters w h e n the specification is in discrete fequency domain will now be discussed. For a 

d iscrete sequence x(n) the discrete Fourier transform (DFT) is defined as [ 4 ] ; 

N-1 

X(k) - 2 x(n) [ cos (2nkn/N) - j sin (2nkn/N) ] , k = 0 , V , N - l (22a) 
n = 0 

and the inverse DFT (IDFT) is defined as 

N - 1 

x (n) - 4 - 2 x < k > [ c o s <2nkn/N) + j sin (2nkn/N) ] , n~0, l ,~,N- l (22b) 

T h e DFT and IDFT are computed using FFT algorithms. Let the desired log magnitude 

response InjV(o>)|2 be specified for a>«27Tk/N, k«0, l , . . . ,N - l , with lnjV(co)|^ being symmetric 

around o>=7T. The IDFT x(n) of X(k)=ln jV(k)|^ is called in literature as power cepstrum [4]/ 

T h e cepstral coefficients {c(n)} for the given data are given by 



c(0) - 0.5 x ( 0 ) , 

c < n ) « x ( n ) , n - l ,2 ,~ ,N/2- l (23) 

c ( n ) - 0 , n -N/2,N/2+U. . ,N- l . 

F o r the discrete frequency domain specification there are only N/2 cepstral coefficients 

{c (n ) } . The discrete DPS 0y-(k) is obtained as the real part of the DFT of the sequence {nc(n)} . 

N - t 

fy(k) - 2 n c(n) cos (2nkn/N), k-O.l^N-1. (24) 

T h e discrete DPS is separated into positive and negative part as given by 

[ tyk)]" -*v<fc> f ° r * v < k ) < 0 

- 0 for fy(k)S0 < 2 5 ) 

and 
[ t y k ) ] + - ^ ( k ) for fy<k)>0 

- 0 for fy<k)<0. (26) 

T h e IDFT of [0 v <k)]~ is given by 

n c - ( n ) . - L 2 [ 5 v ( k ) r cos (2nkn/N), ~ n - l , 2 , ~ , N / 2 - l , (27) 

- c . ^ [ W 

Similarly { n c + ( n ) } can be obtained through the IDFT of [0 v (k ) ] as 

t 

i 
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N-1 

n c + ( n ) - [^v ( k)] + cos (2nkn/N), n - l ,2 ,~ ,N/2 - l (28) 
k=0 

N-1 
C - ^ Z [*v<k>3+ 

T h e coefficients {a~(n)} and {a + (n ) } of the denominator and numerator polynomials of the 

rea l i zed fi lter H(z) are computed using the following recursive relations: 

Pole Coeff ic ients: 

a - ( l ) - c " ( l ) 

j a~(j) - j c~(j) + 2- n c"(n) a " ( j - n ) , for ] - 2 , 3 ^ , M p (29) 
n-1 

Z e r o Coeff ic ients: 

a + ( l ) - - c + ( l ) 

j a + ( j ) - - j c + ( j ) - 2 . n c + (n ) a + ( j - n ) , for j - 2 , 3 ^ . , M 2 . (30) 
n-1 

T h e above recursive relations are valid for Mp and M 2 not exceeding N/2. The log spectra in 

d B of the pole part and that of the zero part are given by the following relations: 

Pole Spectrum: 

- 20 log |D(eo)| - -20 log [ 1 + X a'(n) e i n w | (31) 

Zero Spectrum: 

20 log|N(o»)|- 20 log|l + 2 a + (n) e i " w | # (32) 

T h e log spectrum in dB of the overall filter is given by 

20 log|H(w)j - 20 log|N(«)| - 20 log|D(w)| . (33) 

T h e response H(OJ) will have smooth passband and stopband characteristics. At the edges of 
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the transition band, however, there will be an overshoot and an undershoot, the values of 

wh ich depend upon the width and the nature of the transition band. 

In o r d e r to apply this method, the cepstral coefficients {c(n)} in (23) should be f ree from 

aliasing e r ro rs as far as possible. Aliasing is caused by the finite N-point DFT used to 

compute {c(n)}. This is because, for a given frequency response V(co), the cepstral 

coeff ic ients are infinite as shown in (9). Discretizing a> and computing (c(n)} in (23) through 

D F T results in a finite number of cepstral coefficients {c(n)} which are related to {c(n)J in (9) 

b y the relation 

OO 

c ( n ) « 2 c ( n + r N ) , n « 0 f l ^ f N / 2 - l f (34) 
r - o 

w h e r e r is an integer. What is desirable is a rapid decay of the values of c(n) with n o r a 

large value of N or both in order to reduce the effects of aliasing errors in {c(n)}. The values 

of c(n) for large n depend on the nature of the transition band and the dynamic range of the 

magnitude response specification. Once a sufficiently large value of N is chosen to reduce 

the effects of aliasing, it may be possible to use filters with orders considerably lower than 

N/2. It may also be possible to realize the desired characteristics through a lower o rder 

f i l ter b y multiplying the cepstral coefficients with a suitable weighting function. But 

multiplying the cepstral coefficients with a weighting function alters the desired specification 

itself. Some of these issues are discussed in detail through illustrative examples in the 

fol lowing section . 
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IV. RESULTS AND DISCUSSION 

A lowpass filter for the following specifications is designed using the proposed method. 

ln|V(k) j - In 100 k«0,U~,62 

- In t(k) K»63,64^.,74 

- I n 1 k-75,76^.,256 

and 

ln|V(k+255)| - ln|v<257-k)| k « l ,2_ ,256, (35) 

w h e r e t(k) is the specification over the transition band- Initially a linear variation for In t(k) 

was chosen and the filter was designed for M p *M 2 ~63 in (29) and (30). The specif ied 

magnitude response in dB and the negative derivative of the phase spectrum i.e., -0y(k) are 

s h o w n in Fig.2. The distribution of poles and zeros can be seen from the negative DPS curve . 

T h e posit ive part of the curve, which occurs only in the passband, corresponds ent i rely to 

poles. Similarly the negative part of the curve, which occurs only in the stopband, is ent i re ly 

due to ze ros . The log spectra of the pole part and the zero part are shown separately in 

Fig.3. The individual responses have poor lowpass characteristics, with the accompanying 

minimum phase characteristics. This shows that the pole part and the zero part are optimized 

simultaneously to yield the desired overall magnitude response. The realized magnitude and 

phase responses are shown in Fig.4. 

T h e deviation from the desired passband and stopband characteristics is shown in Fig.5. The 

e r r o r o v e r the passband and stop band is negligible except near the edges of the transition 

band w h e r e there is an overshoot in the passband and an undershoot in the stopband. The 

maximum deviation due to overshoot is 0.2dB in this case. The amplitudes of the overshoot 

and the r ipples in the passband and stopband depend upon the width of the transition band 

and the dynamic range of the filter, which in the present case are 12 samples and 40dB 

respect i ve l y . * 

T h e impulse response of the realized filter is shown in Fig.6. The response decays with time, 

i 

j 
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indicating that the system is stable. 

T h e same filter was designed with In t(k) having a raised cosine^haracteristic. The overshoot 

was reduced to 0.17dB. In this case the reduction in the overshoot appears to be 

insignificant. But when the transition width was made 8 samples, the overshoot was l . l d B 

fo r l inear transition compared to 0.37dB for a raised cosine transition, which is a significant 

reduct ion . Obviously, the width and the nature of transition band specification is a design 

choice. 

In o r d e r to obtain a good overall performance of the filter for a given order M p ( ~ M 2 ) , the 

f i l ter specifications may have to be relaxed. The most convenient way of designing such a 

f i l ter is to start with an ideal filter specification for the transition band in the discrete 

f requency domain. The width of the transition band then becomes one sample. The fi lter is 

des igned b y preprocessing the cepstrum before computing the DPS. The preprocessing 

consists of multiplying the cepstral coefficients c(n) with a weighting function w(n) , so that 

the values of w(n)c(n) for large n are significantly reduced before computing the DPS. A n 

exponent ial window function of the form 

w(n) - e~* n / M p (36) 

has been found to be v e r y convenient for this purpose. The decay constant tt can be var ied 

according to the order of the filter desired. The effect of this windowing is to broaden the 

transit ion band for the desired response. The factor a is a design parameter. The real ized 

magnitude response and phase response for the lowpass filter specification in (35) for c r » l 

are shown in Rg.7. It may be noted that there is no overshoot or undershoot and also that 

the transit ion characteristics are smooth. 

T h e effect of a on the realized magnitude response is shown in Fig.8 for Mp»15. It may be 

noted that as or is increased the ripples in the filter response disappear. However the 

transit ion width becomes broader. For a given order of the filter a trade-off exists between 

the transit ion width and the magnitude of ripples in the passband and stopband. A narrower 

t ransit ion band with a smooth filter response (i.e., with reduced ripples) can be obtained b y 
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using a higher order filter. The filter responses for different orders of the filter for ar»l are 

s h o w n in Fig.9. The curves on the left side are the desired responses after the exponential 

w e i g h t i n g . The curves on the right side are the corresponding realized responses. 

Since the lowpass filter designed by this method has nearly flat passband and stopband 

character ist ics , it is possible to realize a highpass filter using the reciprocal of a lowpass 

. f i l ter i.e., D(z)/N(z). For the same reason, a bandpass or a bandstop filter can be designed b y 

cascading a lowpass filter and a highpass filter. Fig.10 shows the response of a bandpass 

f i l ter obtained by cascading a lowpass filter and a highpass filter, each of order 127, w i th 

a -0.5. 

V. CONCLUSIONS 

A highly f lexible 'and effective design technique for digital filters has been proposed. The 

technique can be used to realize a desired magnitude response characteristics to the requi red 

d e g r e e of accuracy. The effectiveness of the technique is due to a pole -zero decomposition 

method based on the derivative of phase spectrum. More stringent requirements on the fi lter 

characterist ics can be met either by using a higher order filter or by cascading several low 

o r d e r f i l ters. The complexity of the filter design remains almost independent of the order of 

the f i l ter being designed. This is because of the use of FFT techniques for the design. 

T h e design technique proposed here differs from the conventional FIR or quefrency domain 

designs, where the impulse response or the quefrency response is truncated using suitable 

w indows . In the present method the cepstral coefficients of the desired response are 

matched b y the realized filter upto a specified order and the cepstral coefficients are then 

extrapolated upto infinity by the realized filter. This provides the desired smooth behaviour 

In the magnitude response which is responsible for achieving nearly flat response 

characterist ics in the passband and stopband. Presently, we are exploring the possibil ity of 

extending the method to realize a given phase response specification. The technique has 

a l ready been found to be very effective in modelling speech spectra and we expect it to be 

useful for applications in general linear system modelling as well. 
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F i g . 2 a) S p e c i f i e d magnitude response c h a r a c t e r i s t i c s o f a 
?oupass * ? H . e ~ 
N e g a t i v e c l e t M v a ^ v o o f phase response 
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F i g . 3 a) Log spect rum o f the p o l e p a r t o f the r e a l i z e d 
lowpass f I I t e r 

b) Log spect rum o f the z e r o p a r t o f the r e a l i z e d 
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F i g . 5 a) D e v i a t i o n from the d e s i r e d passband c h a r a c t e r i s t i c s 
b) D e v i a t i o n from the d e s i r e d stopband c h a r a c t e r i s t i c s 
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F i g . 6 I m p u l s e r e s p o n s e of t h e r e a l i z e d f i l t e r 
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FREQUENCY IN RADIANS 
R e a l i z e d r e s p o n s e f o r the f i l t e r i n F i g . 2 a f t e r exponent I a 

w e i g h t i n g o f c e p s t r a l c o e f f i c i e n t s . 
(a ) M a g n i t u d e response 
(b) Phase r e s p o n s e 



( o ) 

4 0 

3 0 

2 0 

1 0 ( a ) 

/ V . 

1 I ' 1 

0 
- J 1 I I I 

( b ) 

J 1 1 1 1 I L 

FREQUENCY IN RADIANS 
0 OSn 
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F i g . 8 R e a U z e d M A G N I T U D E R E S P O N S E f o r a Ion O R D E R 

(M p « f1 2 « .15) L O M P A S S F I L T E R FOR D I F F E R E N T D E C A Y 
r a t e s O F T H E E X P O N E N T I A L w e i g h t i n g F U N C T I O N . 
I n ) a - 0 . 2 , (b) a - 8 . 3 , ( C ) « « 1 . 0 , (d) „ = ? . { ) . 
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F i g . 9 The d e s i r e d and r e a l i z e d magnitude responses for 
d i f f e r e n t orders of the f i l t e r 
a) M p=M z=63, «=1 
b) M p-f1 z=31, « - l 
c) M p - f1 z - lB , a-1 

] cl) I V I V 7 , «=1 




