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ABSTRACT

This thesis studies the performance of an integrated wvoice and data
communication network. Different characteristics from other communication networks
and a different set of key parameters for its performance are addressed. The
relationship of and the trade-off between the key paramelers are also discussed.

Voice communication requires siow but continuous information exchange while
.data communication requires burst type of information exchange. A new integrated
swifch is dt;signed to support both type of communications; line switch for voice-and.
packet swifch for data. Class I traffic, voice or video, is modeled as an M/M/n queue
and Class I traffic, data or bulk, is modeled as an M/M/Y queue. A wild distribution of
Class IT queue length is discovered and a significant trade-cff between communi'catic;n
and ccmputer facilities is implied. The study shows that the queue length grows very
rapidly when the Class 1/Class Il job size ratio increases. A small integrated switch
with relatively small job size ratio is studied in details. However la?ge switches with
realistcal job size ratio are only approximated and detail quantitative resuits for such
system require further study. |

The longer the gueue is, the larger the memory will be required to store the
data packets. However though the integrated switch has a very Iong.queue, the
number of buffer for the switch to operate efficiently is rather limited as shown by
the network queueing model. In order {o increase the memory utilization and to lower
the system cost, several memory management and buffer assignm_ent schemes are
discussed. An unconventional secondary storage for switching processor is modeled

and the advantages and disadvantages are thoroughly discussed.

it



A special delay of integrated switch is introduced by its frame structure. In
order to minimize the through network deiay, the design problem of how to share the
communication link capacities between voice and data and how to assigh the frame
skew on each link are discu‘ssed. Because of discrete delay incremented by the frame
period, the frame skew assignment problem is investigated as a mixed integer linear
program. A speeding algorithm using k-tree concept is developed to speed up the
ordinary branch and bound algorithm. However the speeding algorithm does not show
much improvement in computation time and is thus limited useful, A heuristic algorithm
is then developed to find a local optimai asr;ignment in relatively short computation

time.
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CHAPTER | Introduction

1.1. Computer Communication

The computer communication field is some 20 years old now, having originated
with military command and control system in which widely dispersed radar inputs and
outputs to weapon sites had to be controlled rapidly and in real time by a central
facility. That central facility could only be a digital computer because of the speed and
data volume involved. Today, data-processing systems having a communications
network as an integral "central nervous system" are a growing part of our daily lives.
These data processing systems are evolving at a bewildering speed and in a variety of
direetions. Their evolution is made possible by new hardware and software
developments, new user needs, and new transmission systems tailored to computer
communication,

During much of the 1960s, the growth of computer networks was hampered by
the lack of communication facilities weil suited for data transmission. Because the
existing telecommunication networks designed and operated by commerical carriers had
evolved in a manner conducive to voice communications, they could not readily provide
the switching funcfions needed for the overall cost effective utilization of transmission
tacilities forlinferaclive data communications. As a reéult, we withessed an emergence
of special networks such as DATRAN, ARPANET, and others dedicated to data users.
Today separate packet switching networks are used widely for data communications. .

Although there appear to be valid justifications for the above trend, the practice

of separating voice and data traffic should be continually examined. The search for



switching approaches that would allow more versatility with respect to answering all
communication needs shoutd be encouraged. In this thesis we wlili take a lock at a
single communicafion network which provides both data and voice traffic services
through the use of a switching approach that operates somewhere between a full
circuit-switched and a full packet-switched concept.

As shown in figure 1.1.1, a computer communication network usuatly consists of
termin%ls, local loops, switching centers (SC), and high speed trunks, which form the
backhone comn1uni£ation system. A terminal may be a teletype, a telephone or a
computer. A message generated by a terminal is transmitted by local loops to a
switching center, From the switching center, the message is carried by a high speed

trunk, in exactly inverse order, o the destination terminal,

SC

o SC)  TRUNK
) . SC "
TERMINAL - SC

FIGURE 1.1.1 COMPUTER COWMUNICATION NETWORK

There are basically two kinds of switching techniques, line-switching and

message-switching. The dial telephone system is a typical line-switched syslem, while



the telegraph system is a message-switched system. Brief descriptions of a line-
switched network, a message-switched network, and the new integrated switched

network, a mixture of line and message switching, follow.

1.1.1. Line-Switched Network

In a line-switched system, information from a sending terminal is not transferred
to a receiving station until the network has set up a connection, As figure 1.1.2
shows, a terminal starting a call submits a “send request” to the exchange, where
further dialing information is started. The nodal control processor generates an
inquiry signaling message. This inquiry message precedes, link by link, to the
receiver’s exchange. There, a response message which reflects the status of the

receiver desired is prepared. The response proceeds, again, link by link.

- .-
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FIGURE 1.5.2 LINE-SWITCHED NETWORK
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There are two possible ways to set up the path. The first is the forward path

set-up, in which {he inquiry messapge causes the nodal processors {o connect the links



of the path from the sender to the receiver exchange, without the knowledge of the
receiver status. The second is the backward path set-up which is initisted by the
response message when the receiver is available.

in both instances, when the path is completed, a "start-to-send" message is sent
to the sender by the sender’s swiiching center. Release of a path is initiated by a
"cjear-down " command. During these two control signals, the path is reserved for this
connection, and the swifching processor, which is not affected by presence or absence
of information flowing on the path, will not intervene.

In line-switched networks, sign.aling messages may be exchanged between nodes
in two ways: via a sper':ial. common signaling channel exclusively dedicated to the
transfer of network signaling messages, or over the same channel which ailso conveys
the customer message (individual or separate signaling channel system). The latler
automaticaily implies the forward path set-up from the sender to the receiver.

In principle, path establishment in a line-switched network is a store-and-

forward process. Customer message transfers are always preceded and ended by a

store-and-forward signaling phase.

1.1.2. Messape-Switched Network

In a message-sw{tched system, messages are temporarily stored in the nodes.
Message' transfer involves lhree steps: from the sender to his switching center,
between switching centers, and from the destination switching c.en-ter {o the receiver.
Figure 1.1.3 shows the lypical signaling procedure. Customer messages are routed to
the destination node with the help of address information contained in a header tagged

to the message. It is assumed that the receipt of a message is signaled by an
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acknowledgement message.

Two kinds of retwork signaling messages can thus be .

distinguished: headers and pure signaling messages, such as acknowledgements.
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Figure 1.1.4 shows the transfer delay of a line-switched nelwork and. a

message-switched network.

When the transmission time of customer messages over

the path is long compared to the connect and disconnect time, line-switching is

preferable. Line-switching has comparatively liitle overhead, because it does not need

the large buffer space required for méssage-switching. On the other hand, when the

size of the messages decreases, the overhead of line-switching increases, making

message-switching preferabie, since the total signaling of path connection for line-

swilching has more overhead than a node by node, store-and-forward message

transmission. As long as the buffer space for message-switching is not too large,

message-switching is more cost effective,
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There is a variation of the message switching technigque called packet-swit'ching.
Packet-switching function and control prOperr!ies are the same as those of message
swilching, but there is an upper Iimitaiion‘on thé size of packels.

A message that is too large for a packet is broken into several packets, eacﬁ
with its own destination and sending information, The diéadvaﬁtage of packet-
switching is that it involves more overhead than ordinary messﬁge-—switching. Instead

of one overhead message header per a message, there are seyerai packet header
containing similar addressing information. The advantages of packet-switching are
smaller buffer size. requirement and more flexible flow control. ARPANET and AUTODIN
are two of the many large resource sharing nelworks using packet-switching

technique.



1.1.3. Integrated Switched Network

The trends of fulure requirements for digital communication systems indicate an
increasing diversity of traffic characteristics such as:

{i). wide disparities between traffic ra-tes, ranging from low-rate TTY terminals,
requiring hundreds of bits/sec, to wideband video and graphics terminals, requiring
hundreds of kilobits/sec.

(ii). wide disparities in transaction sizes, starting with interactive messages of
several hundreds of bits and continuing up to bulk data transfers of millions of bits.

(iti). varying delivery times to accomodate voice and video, which requires
continuous, near real-time respanse; interactive data terminals, which require response
time in the order of seconds; and bulk data, which can be queued for hours.

From the description of the tratfic requirements, it is clear that no single
switching technique can give salisfactory response to all requests. A line-switched
network will have tremendous overhead, or waste, on a communication facility designed
for rinieractive data requisition. A simple calcutation by James Martin [Mart 72] shows
that only 0.17 of the total communication facility is used when a teletype is connected
to a computer through a telephone line. Telephone systems use line switching, while
the data generated by a teletype is a sequence of bursts, which is ideal for message-
or packet- switching. On the other hand, neither message- nor packet- switching can
handle voice communications or wideband video signals with the response time neceded
to maintain the integrity of the information. Because they posses sufficient
redundancy, voice or video signals are not sensitive to the error rate of channeis.
Timing, however, is very critical, often in the order of tens of milliseconds of total path
delay, and il is_very difficult for a message-swilched network, with its error detection

and acknowledgement mechanisms, to meet such demands.
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In order to use communication facilities more efficiently, it is nature to suggest
the merging of different switching techniques into one network. Recently, several
efforts [Forg 75, Covi 75] have been made to define digital communications schemes in .
which the network capacity is shared between a line-switched and a message-switched
system. Such schemes allow the most efficient iand appropriate switching technique to
be chosen for each service request. Almost all these schemes need more processing
power than that provided by the conventional neiwork switching. However, as
processor and memory costs continue to decline faster than transmission costs, an

integrated switch becomes feasibie and cost effective.



1.2. SENET Configuration

SENET (Slotted Envelope NETwork) is a propased scheme for an integrated '
switching network. The idea is suggested by Coviello and Vena [Covi 75], and .its
implementation is discussed in [Barb 76] in more detail. SENET is a Time Division
Multiplex (TOM) scheme in which time slices of fixed size, a frame period‘, are
partitioned and aliocated to the transmission of digitized voice and data packets. The
voice compenent of a frame is furiher divided into slots allocated tqrongoing line
swilching communications. Slois reserved along a path on the network establish a
virtual line-switch path beiween the end subscribers.

This scheme can handle three different types of traffic.

Class I Characterized by long transactions requiring continuous real time
response (voice, video, facsimile). The transmission rate may vary from thousands of
bit/sec {voice) to hundreds of thousands bils/sec (video).

Class Il Characterized by short discrete transactions requiring near real time
response (interactive data, with dafa requisition being the typical example). The
response should cccur within seconds.

Class IIl. Characterized by long transactions requiring neither continuous nor

immediate response (bulk data).

1.2.1. Frame

The detail of a frame is shown in figure 1.2.1. Starting at the 12 o’clock
position, a certain number of bils are reserved for CCIS (Common Channel Interswitch

Signaling). Following this region is a Class [ region containing the real time traffic. The
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end of the Class | region is indicated at 5 o'clock. Class 1l and Class Il regions
containing the interactive and bulk traffic respectively occupy the rest of the frame.
All the interactive data or bulk data are transmitted inside the C!ass- II region in
disjoint packets. (For most of the thesis, we shall make no distinctions between Class Il
and Class III traffic. Unless we explicitly indicate otherwise, we will use the term Class
11 to indicate both interactive data and bulk data transmitied by packet switching.) Real
time traffic, on the other hand, is transmitted inside the Class 1 region in fixed siols,
with one slot allocated for each logical channel currently in use.

The scheme does not assume the existence of a master network clock. Each link
transfers frames at a constant rate, but the links are not necessarily synchronized
among themselves. Frame timing for each link is discussed in Chapter 4. In addition,
the nelwork does not require a homogeneous link of the same speed. For a given
frame period, say 10 milliseconds, the number of bits contained in the frame dependsl
on the speed of the link. Thus, for a T1 carrier, a 10-millisecond frame contains 15,440

bits, while for slower carrier, a 10-millisecond frame is smalier.

1.2.2. Service Reguirements

Each of the three types of traffic requires different type of service. Class 1is
either accepted or rejecied, with short connection delays and without error cortt"rol. It
represents a ioss system in which there is a small probability of a connection being
refused if no fogical channel can be established between subscribers. Class T traffic
requires low delay and a constant throughput in order to maintain the inteilligibility of
the message. Class Il traffic is always accepted, but it may incur a system delay with

short cross-network delay and reasonabie response time. This tratfic is characterized

11



by bursts of information followed by "waiting".periods, requiring high degree of
reliability. Class III traffic is always accepted with longer cross-network delay than the
previous class. Class II traffic also requires a high degree of reliability.

The real time requirements of Class 1 traffic dictate that it be processed in a
special fashion by the integrated switch. Since voice or video sighals carry a
significant amount of redundancy, a moderate error rate can be tolerated in most
applications. Elimination or reduction of the need for error control enables Class I
traffic to be transmitted in a straightforward manner. The establishment of a logical
path between two subscribers is reflected, on each swilch along the path, by the
updating of Class I Rouli.ng Tabies internal to the integrated swilches. These tables
indicate, for each slot in the Class | region of an input frame, both the output frame
(output channe!) and the slot position reserved for the fogical path.

Entries in the Rouling Table are reserved according to the connecting request in
the line switched system, The inguiry control messages pr.oceeds, link by link, to the
receiver. These messages also carry information about the data rate, slot size, and
priority of the logical channel. The reservation of the siots along the c?mmunication
path guarantees a fixed bandwidth for this type of traffic. The common characteristics
of this type of traffic are : {i) iong hblding‘ time, which is defined as the dﬁration
between the commands .of connection and disconnection and is in the -order of minutes,
(ii} relatively less bils/frame compared to the size of one Class I packet which is
always transmitted within one frame. Typically Class [ slots require a few hundred of
bits/frame, while Class Il packets require in the order of thousand bitsfframe.

The communication facility is divided into frames, but the transmission and the

receiving of Class Il traffic are packet oriented. The control functions, error checking,

12



buffer assignment, and acknowledgement generating are independently processed for
each packet. The processor (or processors) assigns packet buffers to each incoming
packet and copies the packels into the buffers, after an input frame has been
completely written in ihe input frame buffer. In packet switching, at least one goad
copy of‘ the data packet must exist in the cemmunication system, For every correctly
received packet, an acknowledgement is echoed back to the sender, so that the copy
of the packet still at the sender can be released. The same philosophy applies to the
integrated switch: A bufter will be released only if the packet is sent out to the next
node and a positive acknowledgement of the packet is echoed back. The frame buffer
is ready to accep! a new input frame after copying the data packets into buffers and
copying the voice siots directly into the corresponding output fra.me. In the meantime,
various tasks such as error checking, routing, and controiling are processed on a per

packet basis.
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1.3. Previous Work

A considerable amount of research has been done during the last decade in ihe
field of computer-communication networks. This research covers areas such as
modeling, analysis, design, data evaluation, and measurement for the whole network
and also for the communication processors.

A separate data-communication device for computers is .considered after the
deveiopment of large multi-access sysiems when the data traffic became crowded.
Initially, the access terminals were few and close and the communication costs were
not an important factor. The system needs a multiplexer and a demuitipiexer to get
efficient data access and good response time. The behavior of a local communication
network is discussed by Chu [Chu69, Chu72]

;i'he sharing on large data bases results in many terminals relatively far ‘away
and the communication costs gradually became dominant. There are two general
models of a centralized computer-communication systems: the star network [Doi69] and
the loop network [Pie72] The data or roquests to and from the terminals are no
longer sent without any identification. The information is packed into packets or siots.
The multi-drop line system [Cha72b] and ring swilched data transmission sysfem
[Gra71, Hay71] are two typical examples. There is a header for each packel which
contains sender and destination addresses and sometimes other control information.

For the more sophisticated swilching functions, semi-independent or totally
independent front-end proéessors are used rather than the hard wired muitiplexers,
Chang [Cha72a] presents a typical design and evaluation of such communication

processors.
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In order to achieve resource sharing in a larger scope [Rob70], inslead of the
communication between computer and terminals, the need of communication between
computers arices, The prpblem of packet routing arises in such communication systems
along with other control functions and procotols. A totally independent communication
backbone system is implemented by communication processors. The ARPANET IMP
[Hea70] is an example of an independent swilching processor. Modeling the IMP as a
gueue server is quite successful for the analysis of the whole network. Both infinite
gueueing space and finite queueing space have been analyzed [Kle74a, Kie74b, Mei71].
As the cost of the prﬁcessing power and memory decline more rapidly than that of the
communication facility, the integration of the voice communication system becomes
teasible and cost effective. The ideas of such exposition are discussed by Forgie and
Coviello [For75, Cov75). The implementation of an integrated switch has been tried on
a multi-processor system [CMU75, Bar76] and in an associale processing system
(Wal74].

The two different natures of voice and data make the analysis of an integrated
switch very difficult. Kummerie [Kum744] used an approximation technique o describe
the behavior of integrated swilch. Later Bhat and Fischer [Bha75, Fis79) modeled the
system as a pre-emptive multi-channei system. The number of simultaneous equations
to be solved in the algorithm grows in the order of s(s+1)/2, where s is the number of
channels. In Chapter 2, we model the system an{’Jther way, and lhe number of
simullaneous equations grows only in the order of s. A diffusion approximation
technique is used in the same chapter. This technique has been used in many
complicated qgueueing networks, [Fel66, Kob74a, Kob74b, Gav62]. The power of
diffusion approximation for the time-dependent system is especially deﬁcribed by

Gaver [GavE2l
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The buffer behavior was discussed by Chu[Chu69, Chu72] in the early stage of
mulliplexer type communication processor ;ystems. Later studies on packet-switching
have deail with the problem of packe! size, bufter assignment, and the procotol of
packet flow {Whi70, Rud72, Chu?;-?, Clo73, Ros75]. Queueing network analyses were
also undertaken. Gordon and Newell [Gor67] discovered the product form steady state
distribution of a closed queueing network with exponential servers. Later Baskett et al
[Bas75] extended this product form to more complicated networks:' open , closed, or
mixed, with different classes of cusiomers. The service lime may also have a more
generalized distribution under some service disciplines, e.g. service time of rational
Laplace Transform for processor sharing servers. The algorithm to calculate the
product form solution is derived .by Buzen [Buz73). . For more general service
distribution, Chandy et al. [Cha75a, Cha75b, Her75] developed an approximation
algorithm using Norton’s theorem in electrical circuit theoty. The analysis of closed,
finite queueing networks with time lags was introduced by Posner[Pos68]}

The problem of the network design was first studied by Kleinrock [Kle72} The
optimal capacity assignment problem was analylically solved for the Iinea_r-link cost
casé. The criterion used was the total average waiting time. Meister et al. [Mei71]
solved the problem with a different criterion: minimization of the total average of kth
order of the waiting time. Using dynamic programming technigues, Frank et al. [Fra71]
solved the discrete capacity assignment for a centralized S/F (Store and Forward)
network. An exact, but very cumbe’rsomé, LP solution to the deterministic routing
problem is proposed by Frank et al. [Fra72]. The same problem was sofved more
efficiently by Cantor et al. [Can72), who used decompasition techniques. The difficult
problem of simultaneous rouling and capacities assignment was approached, with

mathematical programming techniques, by Gerla [Ger73]
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1.4, Synopsis of Thesis

This thesis emphasizes the special SENET implementation of the integrated
switch. An important characteristic of the integrated switch is that the voice halding
time is much longer than the data packel service time. Because of this property, the
waiting length of data packets will vrary greatly under difterent loading of voice calls,
This phenomenon is discussed in Chapter 2 in detail. Another important characteristics
of the SENET implementation of integrated switch is the frame structure. Some
influences of the frame structure on the buffer management are discussed in Chapter
3. The skew assignments due to the SENET frame structure are studied in Chapter 4,
Characteristics such as protocoi, flow control, and dynamic routing are not discussed in
this study.

In Chapfer 2, the buffer space, or the memory of the switching node, is assumed
to be very large or infinite. The congestion of data packets, related to the élow
change of voice traffic, is studied. First, some of the queueing models dealing with two
kinds of job streams are discussed and compared with the integrated switch. Then the
integrated switch is modeled and solved as a M/M/Y queue. Some difficulties in the
algorithm are discussed, and an approximation algorithm is suggested. The integrated
switch can also be inferpreted as sequences of time-dependent processes. The
diffusion process is used lo approximate the swilch, Finally, the resuits of different
algorithms are comparedf

The performance study of the switching processor, described in Chapter 2,
suggests that the infinite memory space may not be a good assumption. In Chapter 3,

some buffer management schemes are suggested and tested for the finite memory
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space assumplion. Three memory managemen! schemes are discussed: division of
memory into maximum size buffers, division of memory into different fixed size buffers,
and dynamic allocation of memory space into buffers. Then a model of packets fiowing
in the network is studied, and the behavior of the buffers allocated to packets is
investigated. Because of the congestion behavior of data packets, secondary storage
is modeled into the integrated swilch, and the effect of the secondary storage is
studied in Section 3.4. In the last section of Chapter 3, a comparison of the above
buffer managements for the integrated switch is discussed.

Because of the frame structure of the SENET implementation of the integrated
switch, two special network design problems arise: capacity and skew assignment.
Neither of the probiems can be solved analytically, so some mathematical programming
techniques are discussed. The capacity assignmeﬁt problem is solved by a Coordinate
Descent algorithm and multi-dimensional Newton’s method. The skew assignment
problem is formulated as a MILP {Mixed Integer Linear Program). Using graph theory,
a heuristic program is developed. The heuristic prograﬁ'n can find a local minimum but
not a global one. The details of formulation and algorithm are discussed in Chapter 4,
and results of each algorithm are compared.

The interpretation of the models and resuits is discussed in Chapter 5. Some

suggestions for further studies and discussion of open problems are also included in

this chapter.
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CHAPTER 2 Performance Analysis of an Integrated Switch Processor

2.1, Introduction

In this chapter, the performance of the switching processor of an integrated
data/voice communication network will be analyzed. Voice is transmitted by a virtual
line-switch mechanism, and data is transmitied by packet-switching. There are many
difference between data traffic and voice traffic. Voice traffic does not require error
cheéking, acknowledgement, and dynamic routing. However, it has very strict real-time
requirements. For data traffic, the processing requirements are almost exéctly the
opposite. The difference emphasized here is the service time requirement. For voice,
there is a relatively long holding time. The average holding fime of a public telephone
system, for exampie, is in the order of three minutes. For data packets, the service
time depends on the service ability of the system and is, in generai, in the order of
milliseconds. Although data fraffic somelimes inctudes bulk messages which have
millions of bils and require minutes of service lime, those message are broken into
packets, and each packet is processed independently. Transmitting packets of a large
message is similar to transmitting packets for many smail messages. Thus, our analysis
of a system with two kind of streams must inciude consideration of the service time
requirements of each kind of stream,.

. Besides haviﬁg different service time requirements, voice {Class I) and data
(Class [I} traffic also have different service disciplines and different crileria for grades
of service. (We will use Class | and Class Il traffic instead of voice and data, for

facsimile traffic has characteristics similar to voice and is treated as voice traffic.) If a
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Class [ job request arrives and cannot be serviced immediately, it is blocked and
disappears without being‘ serviced. For Class ] jobs, the grade of service fis
determined by the blocking probability. Class 1I jobs can always be queued and wail
for service if the service is nol immediately avaiiable. Hence the grade of service for
Clags IT jobs is determined by the mean waiting {ime for jobs. |

The system becomes very complicated when the above service disciplines are
considered. Kummerle [Kum74] was the first to give an approximation algorithm for
estimating the average number of Class 1l packets in the system. Fisher and Harris
[Fis75] did an analysis which assumed that the number of Class [ jobs in the system is
independent of each other from frame to frame. Later Bha! and Fisher [Bha75] used
another approach which assumed that the two classes of jobs compete with each other
for s channels. In their analysis, no channel is reserved only for Class | jobs.

In Section 2 of this chapter, we will present several queueing models and try to
interpret the performance of those simple models as well as their similarity to the
integrated switch. It is our ‘goal here to estabiish some intuitive understanding of the
integrated switch performance. In Section 3, an algorithm is given to solve the
performance model of the integrated switch. In Section 4, the computa{ion difficulty is
discussed, and a simple example of error analysis is given. A s.imple conditional mean
approximation algorithm is also suggested in this Section. In Section 5, the diffusion
approximation for.a finite time, overloaded system is developed. In Section 6, all the

results of different aigorithms are compared.
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Several queucing models applicable to analyzing a communicalion processor are
discussed in this section. First some nofation is introduced. Let:
A = input rate of jobs. [jobs/second]
u = service rate. 1/pis the mean service request per job.
¢ = channel capacity or the service ability of the switch.
T = average waiting time. |

p = traffic intensity = X/cp.

A subscript implies the class of job, e.g., A is the input rate of Class 1 jobs, and
¢, is the channei capacity for Class 1l jobs.

Kendall’s notation A/Bfm/n is used for the following queueing modeis. For the
first two parameters, "M" refers to the Markovian character of Paissonian arrivals and
exponential service; "Gl" refers to generalized independent interarrival time or service
time. The third parameter, m, stands for the number of servers, and the Vfourth
parameter, n, stands for the number of storage spaces in the queue. For the third and
fourth parameters, any "X,Y,Z" implies that the number of servers or queueing spaces
is a random variable. For exdmple an M/M/1/1 queue is a queue with input of Poisson
_ process, service time of Exponential distribution, one server and one wailing space.
Hére the input rates of jobs for both classes are assumed to be a Poisson

process, and the service time is exponentially distributed.

2.2.1. Integrated Switch Mode!
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FIRGURE 2.2. 1,. M/M/Y QUEUEING MODEL

The whole service capacily of the switch is ¢, and each Class | job in the system
will take some c,, service capacily o-ut- of the switch. If there are i Class | jobs in the
system, the capacity to service Claés Il job is {c-i*c,)=c,, where ¢, is the channel
cap;city n;eeded to serve one Class ] job. Let n be the maximum number of Class‘l
jobs the switch will handle. Class | jobs cannot be ﬁueued, so n must be equal to or
Ie§s than c/c,,. We will call this model the M/M/Y model for Class II jobs. Y(1) stands
for a random process which represents the channel capacity of the system for Class II
jobs at time t. We do not assume Y{!) is an independent sequence from frame to trame
as was assumed by Fisher[Fis75]. Actually the auto-correlation coefficient hetween
Y{r) and Y(t+r) is 1-O(\,r), where O(x} is defined such that the limit of Olx)/x remains
bt;unded as x approaches zero. When X r is small, i.e,, the a;\:erage number of new
voice calls per frame is small, Y(I) and Y(t+r) are highly correiated, and the
independence assumption will not be valid.

This model will be solved in the next section, Foilowing are several queueing'
mbdels dealing with two kinds of Job streams. Each of the models has been solved by
different researchers. We will give the mode! and the results of each analysis. These
models will give a broad view of performance of queueing models with two kinds of

jobr streams,
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2.2.2. Models

(i)Segregated Line-Switched System

Ay

2. ———811 channels 6—-— DESTINATION

A
A \
b —(\ wni server . DESTINATION

FIRGURE 2.2.2 SEGREGATED LINE-SWITCHED SYSTEM

There are two separate systems. One system consists of up to n lines allocating
via a line-switching device, the other line involves message-switching and is modeled
as an M/M/1 queue. The grade of service (GOS) for Class I jobs is the biocking
probability of an M/M/n/n queue.

Let P; be the probability of | jobs in the line-switched system. A simple Markov
chain model can be built:

ispy Py = X, P 2.2.1

GOQS(1) = probability of a blocked job

= probability that there are n jobs in the line-switch system.
=Pn | |
N fu)/n!

= e 2.2.2

) i
iﬂo()\/p) Ji!
The average waiting time for Class Il jobs is :
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GOS(2) = average waiting time of Class I jobs

The above formula helds for ¢yt > A, This condilion is also necessary and
sufficient for the above syslem to be stable and {o have a finite average waiting time.
Compared with the integrated switch, this system has exactly the same grade of
service for Class | jobs and a lower grade of service for Class II johs, as will be made
clear later.

Fc;r ali the following models, both Class 1 and Class II jobs may be queued for
service, so the criterion for grade of service for both job classes is the average
waiting time.

(ii)Segregated Message-Switched System

: A
A
—> ' DESTINATION
<

A
Ai
—_— t DESTINATION
. C,

FIRGURE 2.2.3 SEGREGATED MESSAGE-SWITCHED SYSTEM
In this case, both Class 1 and Class 1l service are simple M/M/c; queueing
system. Therefore, T,, T,, the average waiting time for Class | jobs and Class Il jobs .

are:
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1

Ty = ———— 2.2.48
Cyiy-A)
1
[P I — 2.25
Caia™Ay

where Ag<cyny and Ay<Cou,. €ytcymc is the total channel capacity. Define the

 average total waiting time T as:

A Az '
T T, +—T, 226
A A

where A=\, +X, is the total input rate of jobs. The channel capacities ¢, and c,
are assigned such that T is minimal. Using Lagrangian multiplier optimization technique,

the optimum channel capacity assignment is as follows [Ver74]:

A

c, ==+ [2p - 2.2.7
| By
Ay %

cp = =24 2 p ' 2.2.8
Mz [ ¥ : )

A A
where 4 =_{/8— J—E- Mie- L - 22 2.2.9
. Hy Yh Hy 2

This is the so called square-root channe! capacity assignment[Ver74, Kle72], and

Ay 1 Ao i
Tow = + < 2.2.10
A Bycy =X, A pugCa-ds,

(iii)FIFQ System
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FIRGURE 2.2.4 FIFO SYSTEM
This system has only one channel wilh capacily ¢. The jobs come in and are
serviced according to the FIFO (First In First Out) seevice discipline, regardiess of their
classes. The average waiting time is calculated by the formula ot the M/G/1 queueing

system [Ver74]:

1 Zuc + A
Taa 22K fne 2.2.11
e 2(pc-A)

where X =X + X,
= total input rate of the system.
uo= N ug + Nafng) | 2.2.12
= the average service rate of jbbs. the inverse of the mean service time.
o2 = [0, /0y D) +205/00ig?) = (0 Py + xpfrugp?lfc? 2.2.13
| = the variance of the service time for the mixed stream.

(iv)Preemptive Priority System

/"(1 J/‘I(Z.

+A
M = | BESTINATION

c

FIRGURE 2.2.5 PREEMPTIVE PRIORITY SYSTEM-

The Class | jobs have preemptive priority aver Class Il jobs. This system is
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analyzed and solved by Avi-itzhak and Naor [Avi6l] Because of the preemplive
property, the service of Class | jobs is independent of the existence of Class Il jobs.

So from the formula of M/M/1 queue we will get:

1
T, = — 2.2.14
HiC-Ay

The Class Il jobs may be interrupted between service. The average waiting time

is as follows:

1/‘[25 + Rl/[“]c(ﬂIC‘Xl)]
T, = 2.2.15
2 1 - All("lt:) - )\2/(1120)

{v)Non-preemptive Priority System
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FIGURE 2.2.6 NON-PREEMPTIVE PRIORITY SYSTEM

The Class | jobs have priority over Ciass I jobs in the waiting line. This system

is analyzed and solved by Cobham[Cob56]:

1 kl/(ﬂ’c)z + Rz/(ﬂzc)z
Ty = + 2.2.16
My 1- A/ uye) _
1 Ay /1007 + 2o (uc)?

2.2.17

Tp = +
* finC {1'kl/(ﬂlc)}{l-kll(ﬂlC)'Azl(Mzcn

2.2.3. Comparison

The numerical results are plotted in Figures 2.2.7 and 2.2.8 There are two major

p.oinis we would like to mention.
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(DThe effect of long jobs. The average waiting time, T, is plotted in Figure 2.2.7,
versus the _service request of Class 1 jobs. The average service request of Class |
jobs is assumed to be one unit in that figure. Class 1 jobs have priority over Class Il
jobs for priority systems. The average wailing time, T, increases very rapidly for the’
FIFQ system and non-preemptive priority system with respect to the ratio p,/py. The
reason is that in these systems if a long Class I job is serviced, a long queue will be
built up. There is a similar situation in the integrated switch model. 1f the service
capacity for Class 11 jobs, cp=c~it,, is less than A5/p, and this situation lasts for a long
pericd, a fong queue will be built up. Thus, in the integrated switch model if 3\2.>(c-
ic, Y¥py for some i, the average wailing time wili increase rapidly with respect to the
ratio uy/uy, even if X Jepy, Xofeny are kept constant.

(IDThe effect of preemplive and non-preemplive priority, Figure 2.2.7 shows

the total waiting time of jobs versus the length of low priority job service requests.
Figure 2.2.8 shows the total waiting time of jobs with reépect to the size of high
priority job service requests. In Figure 2.2.8 the average service request of Class Il
jobs is assumed to be one unit, while the Class I jobs still have the priority. The
figure shows that when the longer jobs have priority, there is little difference
between non-pree_mplive priority and preemptive priority. The interrupted jobs are
the smalier ones, which have little infiuence on the system behavior. The integrated
switch model implies the preemptive-priority of Cléss I jobs over Class Il jobs. This is
not true for the real SENET implementation which uses the non-preemptive priority
scheme, However, the service requests of Class [ jobs are seVer-al orders of
magnitude higher than those of Class II jobs in the SENET implementation. From Figure

2.2.8, it is clear that we will expect litlle difference in performance between the real
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SENET switch and its model. Of course in the integrated switch model, the Class I jobs
will not be queued, and they will not block all of the channel capacity ¢. However,
when the integrated switch is in overipaded state i, where the service capacity for
Class I, {c-ic,}, is less than the Class I job input rate, Az 3 temporary queue with
input rate less than its service rate will last a long period. This is the reason for the
long queue in Figures 2.2.7 and 2.2.8 and will be the reason for the long queue of the

integrated switch.
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2.3. Inteprated Switch Model »

In this section, an algorithm is suggested o .solve the integrated switch model.
By the memoryless property of the Poisson input processes and the independent
exponentially distributed service requests, the model can be descr_ibad as a Markov
chain with state (i,j), where i is the number of Class I jobs and j is the number of Class
I jobs in the system. The {ransition rate of the probability flowing out of the state
(i,j) is D\l+ip1+k2+di92] and the transition rate of the probabilities flowing into the
state (i,j) are Xy, (i+1)py, Ay djpg from states {i-1,j}, (i+1,i) (hi-1), (i,j+1), respectively,
for O<i<n and j>0. Where -dj=c-i¥c,, is the channel capacity for Class I jobs when
there are i Class | jobs in the switch. The non-boundary pArobabiIity transition flow

diagram is as follows:

FIGURE 2.3.1 TRANSITION FLOW DIAGRAM
In the steady state, _thé probability transition rate flowing out of a state should
be equal to the probability transition rate flowing into the stale. The steady slate

distribution, P; ;, will satisfy the following balance equations:
L)
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[Ay +iny +2g + ding] Py

=X Py + 0Py i # AP + diugP

hi=1 ij+1

for O<i<n, j>0.

For boundary states, some of the terms of equation {2.3.1} will vanish.

g + iy # AT Py = APi_pj + (410 Py + dingPy o
for O<i<n, and j=0, .

Ay + Az + dip] Py 5 = (+DupPigyj + 2gPjjor * diptgPy 4y
for i=0, j>0.

lmy + 2g + dipgd Pij = AiPicyj + AgPy iy + dingPy g
for i=n and j>0.

[hp + X Pyj = 41w Py 5 + dingP g
for i=0 and j=0.

[inl + ;\2] Pi,j = klpi-l,j + dil‘zpi,j-v-l

for i=n and j=0.
2.3.1. Class [ Jobs

Summing over equations (2.3.1) and (2.3.2) yields
D ey 4 Ag # dipd P AP+ e DigPry g # AP+ digP

or
[kl + inlJ Pi - AIPI"I + (i+1)plpl+1 fOI‘ O<i<n
o0

where P; = jEO Pi,j'

and '

n‘.ll Pn = klpl"l-l i=l"l

Substituting the above boundary condilions into equation (2.3.7) yields

33
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AP = (i+m Py for 0sgi<n 2.3.3
Together with the condition that Pi‘s are probability functions, i.e, é—'opiel, Py
can be solved as:
O R A g
and
n . .
Po =02, A /Gtm) e
- Gy, the grade of service for Class ], will be:
G, = blocking probability for Class I jobs.
- a new Class 1 job comes in and finds the system at states (n,j}
"= probability that system has n Class | jobs.
=Py |
n . .
= Mn/(ﬂ!u;n) / [jEO NEYIVR: N 2.3.9
This equation is known as Eriang B loss formula [Sys60). The grade of service
for Class I jobs is the same as the grade of service for an M/M/n/n queueing system
tor line-switching. The Class I jobs have inherent preemptive prlo;'ity over Class Il
jobs, so the system state of the integrated switch for Class | jobs is the same as ina
system without any Class 1l jobs. Figures 2.3.2 and 2.3.3 show the numerical behavior
of equation (2.3.9). The channel utilization factor u is defined as

n .
u= 'Eolﬁ P, 2.3.10
|e= ‘

2.3.2. Class 1l Jobs

For Class 1l jobs, the variation of the queue length is much more complicated.

Define:
© o _

= generating function of Prob Number of Class It jobs | i Class I jobs}
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= conditional generating function for Class Il jobs with i Class I jobs,
Multiplying equation (2.3.1) by 2} and summing over all j, we have:
[Ay +iny + 2g +diwp] my(2) - P
=2 oy (2P + (4 Dy my ()P 40z (2P +dis, [ 2 ni(Z)P;—diuz(l-%)Pi’o
Substituting equation (2.3.8) into the above equation yields :
Dxy+ipg v (1-2)+dipy(1-1/2)In;(z) - ipym;_ g (2) - A2
1 .
= di}lz(l"z-)pi,o / Pi' | . 23.12
for O<i<n.
-~ Similar methods yield: _
DAl L-zdiug(1-1/2)m(2) - ATy (2) = di“z(l'"i')Pi;Olpi' 2.3.13
for i=0,
[ipI+>x2(1-2)+diu2(1-1/2)]ﬂ;(2) - ipyny.q(2) = dil‘z(l'%)Pi,OiPi 2.3.14
for ian,
To simplify the equations, define
u;(z) = coefficient of m(z) of equation (2.3.12)
=Xy +iny # Agl1o2) + dip(1-3) Osi<n 23.15
and
Un() = Ny + Ag1-2) + dpgl1l-2)
- Similariy
b; = coefficient of the right hand side of equation (2.3.12)
= diu, Pi,o'/ P 2.3.16
Equation (2.3.13) and (2.3.14) can be rewritten in the matrix form as:
A@2) n(z) = (1-3) b 23.17
where n{z) and b are column vectors with ith element ni(z) and b;, respectively.

(z)=[nylz) m(z} ... nn(z)]T
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of dimension (n+1), where T stands for the transpose ot a vector.

A{z} is a square matrix as fol!bws:

AY
!
uo(z) -N
-uy ufzr N O
A(z) = . . . . . .
’ -i My Ul(Z) *Xl
. | . | -"’\1
\ /

We will solve the mn{z), or Prob{ j | i}, from equation (2.3.17). First b is solved

from the following two properties of ny(z):

(i} m(1) = 14, for all i, because m;(z) is a generating function of a probability

distribution. From equation (2.3.11)

@ ®
ni(l) = jEO .Pi’j / jEO Pi,j =1,

(i) ni(z) are finite in the region Oszs1 for al i
w . w0
(z) = ip, .
m;(z) jEO 2Py / Eo Pij

© o
s Z Pl B Pl
-1

for Qgzsi
This implies that if m(z) can be expressed as m(z) = ;—(—(zz-))-. then for ail z; such

that z; in (0,1} and g(zj)=0 f(zj)=0.

From the fwo conditions above, b can be determined. The algorithm is given

below. First define a matrix R(z) with {i,j) element rij(Z} such that;
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4] . *
rija) = 1" e aji(Z)‘
where a;(z) is the cofactor of aji(z), the {j,iXth element of matrix A(z).
By the theory of matrices [Wyl60],
n n
{z) - a. - -1)* B .
on rij(@) + ajlz) jEO -1 aitz) ajyl2)
is the determinant of A(z) with ith column substituted by the kih column. If i¥k, then
this determinant has two identical columns, i and k, and the value of tk;e determinant is
zero, If i=k, the value is the determinant of matrix A{z). We have:
n
on I"ij(Z) : ajk(z) = Bik lA(Z)] for all i,k ‘ 23.18
Following a similar argument, it can be proven that:

n

EO 8ij(2) - rp(@) = 8y 1A tor all ik 2.3.19

where b§;, is the Kronecker deita, such ihat

i#k

[ { 0
LY ek
Hence

-1y o R(2)
AT m

where |A(z)] is the determinant of matrix A(z). So equation (2.3.17) becomes

n(@) = g (-5 b 2.3.20
In other words, n(z), expressed in ancther form, is gf-?z_))' of a generating function.

All zeros of the denominator in the region (0,1) must also be zeros of the numerator.

Theorem 1: JA(z)|=determinant of A(z) has exactly n different single roots in (0,1}, and

2=1 is also a root.

This theorem can be proven by using methods similar to those of [Mil68] The

basic argument follows: [A(1)]=0 is trivial, for the row summation of A is zero.
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Define gi(z} as the principal minor of order i of Alz). Then |A(z)| is equal to gnizh

" a polynomial of degree (2n+2).

, | ugld =, O O 0 0 1
| ~uy W@ 2 O 0 0 |
g@= |0 : L
| O 0 R T €3 B S !
| O 0 0 - -l ylz2) |
Clearly,
gi(2) = uj(2)gi-1(2) - ix#,8-2(2) for i>1. 2.3.21

with gofz)=up(2), and g_,(2)=1.
By u;(0)--00, u; (), and ui(1)=k1+ip,>0. It is easy to see that the sighs of
£:(0) and g;() are (-1I*], and gi(1)>0 for all i<n.
From the above property, it is clear that there is one real root zl(o) of golz}in
{0,1), and one root in (1,0), because gq{0)<0, gol@)<0, and gq(1)°0. Sub%titUting
2,(9) into equation (2.3.21) yields

g2/ = uytz e,y - Ay

= Xy 4y<0

and

,(0) <0, g,(1) > 0.
So there is one real root of gl(z) iy each of the regions (0,21(0)) and (21(0},1),
and there are {wo rools in the region (1,m). By {he same iechnique, counting
the number of sign changes in the sequence g;{z), one can determine the number
of zeros of g;{z) in {0,1). If zj(i) is the jth root of g;(2) then the consecutive
gj+1(zj(i)) will have different signs. Thus zj(i*'l), roots of g;,1(2), will be in
(zj_l(i),zj(i)) interval for j=0,1,.i. The proof can be continued by ihe above

interval parlition procedure iteratively from i=1 to n. The number of roots of
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gi{z) in (Q,1) will be equal to {i+1) for all i<n. When i=n, one is also a root, the
interval (zn_,(“).l) does not have a rool, and the total number of roots for jA(z))
in (0,1} is n. The same procedure is also carried out numerically to find all the

roots. #

Theorem 2: R(z;) has rank one for ali z; of a root |A(z)] in (0,11
Suppose that Fj is the,jth row of matrix R(z) and that Ek is the kth cotumn of
A(z). Then from equations (2.3.18) and (2.3.19),
Fj .
Now for 0<zg! and JA(z2)j=0, we will have

3 = 8 1A(2)] for all ik. 2.3.22

ri-a =0 tor all i,k 23.23
[A(z}] enly has a single root in (0,1), because there are n independent 5k out of
(n+1) column of A(z). For any row vector x of dimension {n+1), if there exist n
independent row vector ;k such that x- Skso, then x has only one degree of
freedom. For any y such that y-a,=0 for lsksn, it is implied that y=cX, for a
scalar o.. This is equivalent to saying that in a space of dimension (n+1) with n
independent linear constraints, the solution will always be on a straight line, i.e.,
yeolX, #
Because R(z) has a rank equal one for all Osz;<1 and [A(z;)[=0, any row of R(z)

can be chosen as r{z;} and satisties the following equations:

r(z)+ b =0 for 0<z;<1, i=1,2,..n 2.3.24
and
r1)- b =LA@ 23.25
dz FE : 3.
Now that we have (n+1) unknown and (n+l} independent equations, b; can be
soived.
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The element of r{z;} is the determinant of an n dimension submatrix of A(z;).
Since R(z;) has rank of one, any row of R(z) can be used. It the zeroth row is chosen,

the result is: .

RS S VIR
rj(z)=)\l}.] . . 0 !
‘ 0 0 coe un_l<2) "A-i l
] 00 S “n¥p un(z} |
Basically all rj(z) foliow the three term iteration:
Uj+1(2) U+2)u1
l’j(Z) = Xl I'j+1(2) - __7\—1-—— rj+2(z) 2.3.26

Because there is one degree of freedom for all z;#0, we can set any ri(z)=1 and
calculate the rest of rj(z).

R(1) has a very special property: Not only is every row linearly dependent on
each other, but‘ every row is exactly the same. Thus for any row, the jth eiement of '
the row vector is as follows:

TORICITUER VISR m 23.27
because'uj(1)=xl+jpl, and the summation of all row, except one, is zero.

In order to calculate equation (2.3.25), we must first calculate aquA(z)l . The
derivative of a determinant is the summation of determinants,-each with a derivative on
one row of the original matrix. So

d1az)) = aéo TN - 2328
where Ai'(z) has elements that are the same as those of A(z), except for the ith row,
which is the derivative of the ith row of Alz).

By a straightforward manipulation, it can be proved that:

I8 @lpay = (™ A/ IR 5 (1) : 2.3.29

where ui'(z) is the derivative of uy(z) with respect to z.
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n . . .
d'gz'IA<z)Iz=1 = IEO (n! .uln) ' Kll / ( i! ”l{) : ('Xz + diuz) 2.3.30

Substituting the r;{1) into the above equation, we have:

n n
To M0 by = Iy rll) - g+ djuy) 2331

j=0

rj(l) is proportional to Pj-. the probability of the syétem having j Class | jobs.
Let rj(l} be normalized and be equal to Pj. There is a physical interpretation of the
above equation, bj/{djp2)=Pj’0/Pj==P0” is the probability that no Class Il job is in the
switch when there are j Class | jobs in the system. The left hand side of the equation,
which is the summation of the probability that the channel has no Class 1l jobs
multiplied by the service ability available, is equal to the whole wasted channel
capacity. The second term of the right-hand side of equation (2.3.31) is the total
service ability for Class II jobs. Thus the right hand side , which is the service abililty
available minus the service requests, is also the total wasted channel capacity.

By the n homogeneous equations of (2.3.24) _a;nd the above non-homogeneous
equation (2.3.31), bj can be solved uniquely. All other system parameters can be
derived from bj. We next give an example of how to calculate ni'{l), the average
queue length when there are i Ciass ! jobs in the switch.

It we differentiate equation (2.3.17), Atz)n(z)=(1-2 )b, with respect to z, we gat:

A@in(z) + Alzin (2) = b/z2 2332
or

ACLN(L) = b ~ A1) 1
where 1 is a vector with. all the elements containing one. The ith row of the vector
equation is: |

XD (1) = (D] # g (1) - m_y (1] = by + 2 - dugy 2.3.33
for O<i<n,

X;[no (1) = 1, (1] = b + X, = dgpy
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and
npy [ (1) = My (1] = byy #X; = diysip
With b;’s known, there are {n+1) variables, n'(l), but the (n+l} equations above
are not linearly Independent, for thé determinant IA(I)[ is zero, An extra equation is
needed to solve the n'(l). Muttiplying both si;ie of equation (2.3.32} by A'I(z), rﬁ%[,
we gel

n'(z) = ]-‘i—((%[[b/zz - A'@n(z)] 2334

1f we let z approach 1 and use the L’Hospital’s Rule to calculate the resulting
limit, we gefi: '
n(1) = {R(z)b/z? - A'@n(z))
+ R@I-2b/2% - A'(2in(z) - Az @1} / [5IAGI] 21

= R - ALDRD] + RDE-26 - A'(D(L) - AR WY/ay  2.3.35
n
where a; = LA,y = ) rf(Ag v

A'(l) and A“(l) are diagonal matrices with elements (<A +diuy) and (-2d;u5),
respectively. Because all rows of R(1) are the same, ni'(l) can be written in the
following form:

1] n L] -
115(1) = {EO Rij(l)[bj - Ayt djl'zl

n L]
",Eo r(1)-2b; - 2djaz - (Ag + djugdny (U} / 2y 2.3.36
Because only one equation is needed from the above to solve n'(l), let i equal
zéro. Then:
n
ﬂo(l) = ¢0 + [az - j‘EO 'rjl‘[j (1)]/81 2.3.37

where

n
b0 = jEO Roj (1)[bj + Xy - djpz] / a,

v = r{DIg + djup) =l A + diupd /G uyh

by



n n

n . .
= n! l‘]n on ;\!J ' ("Kz + djl‘z) / (j! J‘ll)

n
a, = on rj(l)[—ij + 2dju,]

where R -'(1) of equation (2.3.36) is given by the derivative of equation (2.3.26),
0.
Ron(2) = A" implies Ry (1) = 0.
Ron-1) = 2" u(@) implies Ry, (1) =AMy, (1)

and by equation (2.3.26):

Ujy(2) (j+2)u
rj(Z) = rj-!-l(Z) - fj+2(2)
Ro,j (z) = Ro’j+1(2) - 11 RO,j+]. (2) - T—Ro’j+2(2}
and '
-kz‘*d};_uz ki*’(l"‘l)ul , (_i"'Z)_ﬂf

Ro’j(l)s rj+1(1)'—):1—————R0’]‘+1 (1) -A-I I'J+2(1) 2.3.38

With equations (2.3.36) and (2.3.37), rri.(l) can be solved by the (n+]) Iinearl~y
independent simultaneous equations. Numerical results are shown in the Tables 2.1,
2.2 and 2.3 and are plotled as curves of exact solution in Figures 2.6.1, 2.6.‘2, and 2.6.3
of Section 2.6. ni.(l) increases rapidly with respect to i, the number of Class I jobs in
the switch. ni'(l) is also a function of uz/my, the ratio of Class I service requests to
that of Class 1l jobs. ni'(l) increases very rapidly with respect to #afny, even with
fixed traffic intensity of Class | jobs and Class II jobs, ie., A/ and Xo/py remain
unchanged. The difficulty in calculating numeric results from the above algorithm will

be discussed in Section 2.4, and the numerical resuits will be discussed in Section 2.6.
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2.13.3. Multi-Server Model

If the number of servers is more than one, and a job can oﬁiy bé Sf.;rv-iced by at
most one server simultaneously, then some modifications have to be made for the
at:;ove algorithm. Let us use the following notation:

+ p = number of servers in the switch.
cp = channel capacity, or service ability of each server.

then c = p * ¢,

di(j) = channel capacity for Class II jobs when the system is in state {i,j}
= min{{c-ic, ), jcp}

For all } > (c-icv)lcp, d;(j? equals (c-ic,), the channel capacity left for Class II
jobs when the system has i Class 1 jobs. By a straightforward manipuiation, an
expression similar to equation (2.3.17) can be written:

Azin(z) = (1-2)b(@) - 2339

Instead of being constant, b(z} is now a function of z with jth element bj(z):

bj(z) = 051-:(%4 18 (di-jephng2 Py / P - ' 2.3.40
where /.’.=tp/cv, and
blz) = [bglz) b{z) byf2) - - - - by (22"

Following exactly the same procedure, we derive n homogeneous equations
similar to equations (2.3;24).
r(z;} - bz =0 for 0<z;<l,i=1,23, ...
for all rgots z; of |A(z)] in the range (0,1}, and one non-homogeneous equation simitar
to equation (2.3.25):
f(1) - 1) = o A@ay

All of P;;, such that O$j<(c-icv)/cp, are unknown variables in b(z), and the

jv
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number of variables exceeds the number of equations. Now some of the equations of
(2.3.1) which are not used in finding equation (2.3.39) can be used as suppiementary
equations. These equations_are:

Ny +iu + )‘zlpi,o" ’\zpi-l,o * (“Uﬂlpiﬂ,o + di*‘zpi,l 2.3.41
tor all {c-icv)/cp>1. And

[Ap+ipp+ 24 dil‘zlpij

= Rlpi-l,j + G"‘“"lpiﬂ,j + kzpi,j-l + di“zpi,jﬂ 2.3.42
for all 1 < j+l < (c-icv)/cp.

For each Pij’ 0, in b(z), there will be a corresponding equation in either of
equation (2.3.41) or equation (2.3.42), so the total numbher of equations will always
equal the numbaer of unknowns. For a special case, Cy"Cps the problem is the same as
[Bha75], and the number of simultaneous equations becomes p(p+1)/2. All Pij- with

0<j< (c-icv)/cp, can then be solved by these eguations. With all P Osj<(c—icv)/cp,

1§
b(z) can be caiculated from equation (2.3.40). Following the procedure of the uni-
server example of the last section, all system parameters can then be derived.
| Next §0mes the example to solve ni'(l) for the general multi-server case,
The corresponding equation (2.3.32) becomes:
A'2)n(z) + AR (2) = b(@)f2% » (1-5)b'(2) 2.3.43
or
A1) = b1) - A1)
These are the same n equations (2.3.33) as those for the uni-server case. The
~ extra non-homogeneous equation is derived in a manner similar 1o that of the uni-

sServer case.
T R{z) 2 1.+ i
n(z}= m[b(z)fz + (1“2")b (z) - A(z)n(z)] 2.3.44

Let z approach to one and use the L’Hospital's Rule to calculate the limit.
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n'<1>-1/[-§’—ztA(znZ,11-{R'(z}[b(z)/zzm-gbkz)-mz)n(z)]

+R(z) [-2b(2)/23+25 (@)/22-A" @n(@)-A @ (@]} 2.3.45
Choose the first row, i=0, as the extra equation needed to solve n'(l) of
equation (2.3.43). The same form of equation (2.3.37) is derived:
no'(l) =g + [a; - jijo 711'15'(1)]/31 2.3.46
with minor modification 6f az,'where ép 7 and a; have the same definition,
, = j:’::0 r(1-2by(1) + 2b;(1) + 2djuy]
with

n '

7y = 1Ay + djuz] = n! e (FAg + djug) /! ay)

n n
a; = on yj = on ri(D[-xg + djug)

= nt " ?50 A+ (Ag + digd /G L)
(1) are exactly the same as the uni-server case.

With eguations (2.3.45) and (2.3.46), ni(l) can be solved by the (n+1) sumuitaneous
equations. Numerical results are shown in Table 2.1 and piotted in Figure 2.6.1 of
Section 2.6. In bolh the uni-server and the multi-server sysiems, we can see little
little variation in ni'(l') in over loaded states. This is a similar situation with that of _
ave:;age queue length of an M/M/p queue and of an M/M/1 queue with the. same traffic
intensity varies much less in heavy traffic than in the light traffic.

The conditional average queue length, ni(l). increases rapidly with respect to i
for both uni-server and multi-server. The rate of increase depends on the ratio of job

requests, uy/u,. For large up/uy, ni'(l) in overioaded states may be sgveral orders of
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magnitude higher than ni'(l) in underloaded states. Aithough the probability that the
system will be in the overloaded states is small, the long queue iength built up in these
states contribuies much to the total average waifing length. The long queue I.englh in
overloaded states also causes many other problems, such as the problem of buffer
space for Class I jobs, flow control problen;s, and congestion problems,

In underloaded states difierences between muiti-server and uni-server will not
affect the overall performance of the integrated switch as much as they will in
overioaded states. For the above arguments, a multi-server integrated switch has
approximately the same performance as a uni-server switch with the same total

service ability,
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2.4 Error Analysis and Conditional Mean Approximation

As it is mentioned in Section 2.1 (%, pl) and (A, ng) differ from each other by
several orders. of magnitude. To deal with numbers which are combinations of very
large numbers and very srﬁali numbers, a relatively long computer word size should be
used to retain the information. For example, if a=100, and b=0.01, then a+b=100.01
needs five digits of precision, and (a+b)2-az-2*ab = 10002.0001-10000-2 = 0.0001
needs as many as nine digits of precision to get the right resuit. A much greater need
for precision arises in the algorithm of Section 2.3, in which there is high order
multiplication of the form (a+b). Thus in solving the integrated switch model, the
rounding error does restrict the maximum dimension which can be solved by a specific

computer word size.

2.4.1. Error_Analysis

Let us first review the whole algorithm. There are four steps: Find the roots of
[A{2)]; calculate rj(zi) which is the cofactor of aj,o(zi}? invert the matrix R(z;} to soIQe b;:
fina‘lly, calculate the required parameters from bi's. The first step is basically
calculating the determinant of a band matrix, or calcuiating a three-term recurrence

formula. Define A the ith principie minor of matrix A, that is:

| aj; @&z O -+ 0 {
| ap; 8y, @ - O I
S A
Lo o - o |
or
Ay = aj Ajcp - Bjieg t 3-1i Aj-2 i>2 2.4.1

where A; = a;;, and A5 = 1.



In general the three-term recurrence formula is not numerically stable. The
above equation can be simplified to equation (2.3.26) as follows:
uj(z) (j*l)ul

ri-i{z) = . rife) -

ris1(2) 2.3.26

where uj(z) =Xy 4 g+ x(1-2) + (c-jre Jusy(1-1/2).
To study the numerical stability of the above equation, let us suppose that there
is a rounding error, drj, of r}-(z), then the rounding error of Fj-1 will be
dr)-_1 = [uj(z}/i\i] . drj + [uj'(z}/kl] . rj(z) dz 2.4.2
In general, uj(z) and uj'(z) will not be zero for z; a root of |A(2)|=0, and the
error of drj. dz; will be exaggerated by factors uj(zi)/)\l and uj'(zi), respectively. For
a problem with AZ/AI-IOS, tor each recurrence, the rounding error will increase by
the same order, or 10 bils of precision will be lost. A PDP-10 double precision word
has 72 bits, and it can only solve a problem in the order of X2/>\1=103 and n=7,
The a—bove is a very rough error analysis. Consider the exampie:
Let Ay = L py =1, e =12, ¢, = 1, A, = 5000, g, = 10000.
Then
ug(2) = A+ A(1-2) + cpy(l-1/2) = -5000z + 17001 ~ 12000/,
Up(z) =y + Ay (1-2) + (c-c, Juy(1-1/2) = -5000z + 7001 -2000/z.
A2 = uglz) » uy(z) - A,
= 1074[2.522 - 12,001z + 18.9024 - 11.8014/z + 2.8/2%]
= 107%(1-1/2) [2522 - 9.501z + 9.4014 - 2.4/z]
It is easy to see that only one roof, z,, of |A{z)l is in (0,1). The corresponding

equation is as foliow:
Ul(Zl)bo + k‘bl = 0

with z=]



uplibg + A4by = (11%(1.2);_5 =) = 4000

This implies

bg = 4000 / [1-uy(z))} and by = -bgu,(z))
Now we.have:

vo = #y(-2p + cup] = 7000

vy = Ay + {e-cJuy = -3000

a) =g + ¥ = 4000

ap = [-2bg + 2cu, .— 2by + 2(c-cylug) = 24104

Rgy (1) = 0, and Ryq (1) = u, (1) = -3000.

do = -3000[bg + X, - cup)/a; = i3[bg - 7000]
The two equation of no.(l) and nl'(l) are

M (1) - 1y (1) = bg = 7000

11mg (1) - 3n, (1) = 20 - 3[b, - 7000]
They can be soived as:

no (1) = 25 - 3{by - 7000)

ry (1) = 25 - (b, - 7000)

243

24.4

With the above formula, not(l) and nl'(l) are solved without any rounding error.

If there is a rounding error of z;, then the rounding error of nog(l) will be:

dng (1) = ~3dbg
- -3000, / [1-uyz ) - duy(z)
- -3000 / [1-uy(z)]2 - u; Gz} dz,
~ -3000%7506.45 dz,

~ 2.25410% dz,

where z,=0.399866733, u,(z,)=-6+10D and u, (z,)=7506.45

52

2.45



A rounding error of dz, is exaggerated by a factor of 2 miliion, i.e, 20 bils of
precision are lost to nol(l).

The above example also shows that the numerical instability comes from the
problem rather than the algorithm. Whatever the algorithm is, the final representé;tive
must be the same as equation (2.45). Hence, we should use as many bits of precision
as are available to calculate the algorithm. Because of the difficuity of calculating the
exact solution, a simple conditionai mean approximation is suggested in Section 2.4.2,
and a more complex diffusion approximalion is derived in Section 25. The
" approximation will have less precision, but it can be useful when the ‘caiculation of the

exact solution is not feasible.

2.4.2. Conditional Mean Approximation

Hare we give a simple approximation algorithm for a uni-server intef;rated
switch. m(z) is defined as equation (2.3.11), the generating funclion of the number of
Class II jobs in the swifch, given that there are i Class | jobs in the switch. ni.(l),
which is.the average number of Class I jobs in the swilch, given that there are i Class
I jobs in the switch, is called the conditional mean, In the following approximation, only
the parameters ni'(l) are estimated. Let us state the basic system equation (2‘3f12) as
follows:

[A 4y (1-2)+diuy(1-1/2)Ind2) - igymy_y(2) - A my, (2D
= diu(1-2P, o / P, 23.12

Differentiating the above equation with respect to z and letting z equal 1, we

will get

(A i LI+ i I (i iy (13 ) (D o/ 2.4.6
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n(1} equals 1, because m;(z) is a generating function of a distribution. The
above equation can be simplified as: .
i (D4 (A (=Agtdingl 1-Pio/P) 2.47
In Section 23, we fried to solve Pio/P; and m(l). However, in this
approximation we only estimate the relationship between them. In an ordinary M/M/1
queue, the average queue lenglh w=p/(1-p)=(1-Pg}/Pg, or in another form
Py = 1/{1+w) _ | 2.4.8
Assuming that this relation is a good approximation for the integrated switch, or
Py o/Pi=L/(L4m; (1)
we will get the following equation:
| -(x,+iu,)n{(1)+i,.,ni_,'(1)+x,n-,+,'(1)=-az+c4i,.2{1-1/<1+n{<1))} 24.9
for i=0, i, 2, -, -, n. There are {n+1) equations and (n+l) variables, ni'(i) can be
solved. Since, these {n+1} equations are nonlinear, an iterative method is used to solve
them. Let gi(m) be the mth iterative value of ni'(l); equation (2.4.9) can be rewritlen
as: ‘
Dx i+ g™ g i M g (= hg 2.8.10
With a reasonable initial guess of g;[(0)], we can solve the {n+1) simultaneous
equations and get gi(l.) and so on, ie, gi(z), oy gilm)] This iterative method
converges quite rapidly. Figures 26.1 and 2.6.2 compare the approximation results
and the exact solution.
This approximation shows rapid increasing of ni'(l) with respect to py/p; as well
as rapid increasing of i, as in the Kummerle’s approximation, but it is much smoother
and closer to the exact solution. The Bhat’s algerithm and approximation are based on

the mulli-server system. As shown in Figure 2.6.4 of Section 2.6, the solution of
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Bhat’s algoritbm malches other methods, but its approximation fails to show the
increasing of the mean waiting length with respect to nyfuy. Unfortunately, Hp/uy in
the order of thousands is the practical situation and the most important ¢case, and the

approximation differs many orders of magnitude from the exact solution.
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25, Diffusion Approximation

If the service ability for Class Il job is always greater than the inpul rate,
c2p2=(c-i*cv)u2>x2, then the system will almost always have a short waiting line. If, on
the other hand, there is. some i such that (c-izcv)yzqz, then there will be some periods
during which there will be a long queve. During time periods when input rate is
grealer than the service rate, a queue will be built up. The way the queue grows is a
time-dependent queueing problem. It is well-known that a heavily loaded queueing
system can be approximated by diffusion process [Gav68] for both asymptotic and
time-dependent cases. First we will show that the solution of the queueing system in
Section 2.3 is equivalent {o the solution of a set of a time-dependent M/M/1 queueing

system, then we will use diffusion process {0 approximate the overioaded states.

25.1. Time-Dependent Sysiem

tet an M/M/1 gueueing system with Poisson input rate A and exponentially
distributed service time of mean 1/p start at time zero with initial condition h, where h
is a row vector with ith element, h;, the probability that there are i customers in the
system. Suppose that the queue is finite and that  hy=L. Distribution of the number -
of customers in the system at time 1, p(t), satisfies the Kelmogorov _forwa;'d
equations{Kar66].
p (1) = p(t) A . 25.1
p(0) = h.
where p(t) is a row vector with j th element, the probability that there are j customers
in the system at time t, and A is the infinitesimal generator of the system with element

=0 except for i-1sjgi+1:

ail
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ai’

i-1 =
8i+1 =M
aji = ~(ajioy + 8554
“8p,0 = 3,) = A

s N
A X 0 0

po=(u+A) X
0 2P (2 1) X

0 0 34 ~(3HA) A

O g (i +x) XL

p{t) can be solved as:
p(t) = h eAl 25.2
If the period t ends randomly with exponential distribution of mean 1/s, then the

distribution of number of customers in the system when the period ends is:
ey o (% st gt = s (& 1 oAt o-st
pTis) IO plt)y s e™>! dit SIO he™ g™ dt

=s h [s] - AT}
=h{l - Afs]! | 2.5.3
where | is the unit matrix.
Because of the extremely long holding time of Class | jobs in integrated switch,
the serv—ice of Class II jobs can be modeied as one M/M/1 queue followed by another
with different service rate. The service rate for Class 1l jobs is di==(c-icv), which

depends on i, the number of Class | jobs. We will mode! the integrated switch during
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the period in which the number of Class | jobs remains the same as a simple M/M/1
queue. Those periods are of finite length, and the final distribution is expressed in
terms of the initial distribution. Supposing that during period i there are i Class 1 jobs
in the switch, we define h(l) as the initial distribution and g(i) as the final distribution.
Both g{i) and h{i) are probability vectors with the jth element being the probability
that the system has j Class 1l jobs, Either a new Class I job coming in or one of the i
Class I jobs finishing its service request will cause the end of period i, so the duration
of period i will be exponentially distributed with parameter (A +iu;). Repiacing ls by
(A +uy) and g{i) by p*(s), we can write equation (2.5.3) as follows:

g(i) = (\p+iug) h(D) [ +in gl - ADT! 25.4
where A(i) is the infinitesimal generator of Class Ii jobs with i Class 1 jobs in the

 integrated switch.
/ \

“Xp Az

diu 2 '(dip 2 '9\2) Ag

O

N e
where d;=(c-i*c ). Equation {2.5.4) can also be written as:

Ay =

dopg ~(diug R} Az

h(i) = g(i) [I - A/ (A +iuy)] - 255

The Beginning of one period is the end of another period of course, Thus h(i)

must be equal to either g(i-1} ﬁr g(i+1), the end of a period (i-1) or a period {i+1). The
transition rate from period (i-1) ,where there are (i-1) Class | jobs, is A. The transition

rate from period {i+1), where there are (i+1) Class I jobs, is (i+1}u,. If we muitiply
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these transition rates by their steady state probabilities, Pi-y and P, respectively,

we get the following ratio of absolute transilion rate:

>\1Pi..1 (i+1)-"1p5+1

- gli-1) + - gli+1) 25.6
AP Hirug Py Ao #i+10u Fia g

h{i} =

where P, is the steady state probabiiity that the system has i Class | jobs. Then

ipl Ay
h{i) = - gli-1) + -
I’.ll"’kl ]pl"’)\l

gli+l) 25.7

Substituting equation (2.5.7) in equation (2.5.4) yields
gi) [1-AGM(iny+x )] = [iny gli-1) + X gli+1)]f(in,+x ) 25.8
Th‘e jth element of the above row vector is
gjli) - [g;-y (N, + Cli+1hugB e 1) - (gre il (D] / (X +iny)
= (iuyg;Gi-1) + J\,gj(i-ﬁ)) / Gug+ry) 25.9
or
Ay +ipy + Ao + cplidu,] gj(i)
= Xlgj(i-bl) + ip,gj(i-l) * Apgj i) + cz(i)uzgj+|(i) : 25.10
where c,(i) = ¢ - ixc,,.

This is exactly the same balance equation set {2.3.1) of Section 2.3, with Pij/Pi
as gj(i). Thus the integrated switch model is exactly & set of time-dependent simple
queueing sysiems. Notice that gj(i) is the distribution of Class 1! jobs when the system
leaves period i, while Pij/Pi' defined in Section 2.3, is the steady state distribufion of
Class II jobs when the system is in i Class | state. The reason that they are the same
can be explained by the "Waiting Time Paradox™. This paradox arises from random

sampling of Poisson process:

(ty, toybay ool » I} are the times when the events of the Poisson process

happen, and s is a random sample point. Suppose that s falls in (ho oty
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The paradox is:

The lengih of pe?iods (s-t;.,) and {t;-s) are of the same exponential
distribution as (tj-tj,l) tor all j#i.

The paradox says that the distribution of (s-t;_) and (t;-s} is exactly the same
as the normal interarrival fime of this Poisson process rather than halt ot it. The
reason is that the random sampling itseif can ber treated as-another event of this
Poisson process. This is exactly the same as the relationship between the integrated
switch model and the time-dependent model. The steady state distribution Pi,j/Pi is
sampled randomly between two transitions, and the sampie point itself is an event of
the Poisson- process which determines when the next next Class I tra‘n.sition will

happen.

25.2. Simple Diffusion Mode!

First we will analyze a simple diffusion approximation model- for an M/M/L
waiting s?stem. Consider a single servicing facility at whic!.'u customers arrive in a
Poisson- fashion with rate A. The service times 5, are independent random variables B
with Vexpon_ential distribution of mean 1/p. Let W(t) represent the (Vvirtual) waiting time
at t, i.e, the lime a customer arriving at | waits in queue. Then W(1), considered as a
functibn of time, is a spatially homogeneous random process, modified b? a reflecting

barrier at W=0. An actual W(t)-path is a random sawtooth, exhibiting vertical jumps of

60



service-time magnitude at the instants of customers arrival and, otherwise, diminishing

deterministically at slope -1 until the barrier at zero is reached.

A
W(T)

|

L |

| ]

! ]

! | {

Yty ta ta ta b Y ' T
It the traffic intensity parameter p=X\/p is close to unity, then it is clear that W()
is seldom near the barrier and is typicaily large with respect to changes in W(t) likely
to occur in small time infervals, Thus it becomes plausible to replace W{t), 1>Q, with an
approximating continuous, diffusion process. For mathematical details concerning such
a model see Kingman [Kin64] and Gaver [Gav63]
To approximate the distribution of W(t), compute the infinitesimal mean (drift), b,
and vartance, a , from
bh ~ E[W(t+h) - W(t) | W(t) ] = {(XE[S] - 1}h + Oth) = {p-1)h +0(h) 25.11
and
ah ~ Var[W(t+h) -W(t) | W(D)] = AE[S?]h + O(h) = (2x/uDh + O(h) 2.5.12
and then solve the forward differential (Fokker-Planck) equation for the distribution

function F(x,t; w)

SF . OF a o
= - — A —
ot ¥ 2 %2
(o-1) AF A OFF
= ~-{p-~ +
R ue At
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= o) — e 25.13

subject to the initial condition

I XZW
F(x,0; w) = {
0 X<w
and the boundary condition
Fxtswy=0 {x<0, 120)’

{Wy(t), 120} denotes the diffusion process whose transition probabililies are

specified by the above equations. Heavy tratfic theory suggests that if the parameter

1- -b
F_2 25.14
202/2  a

is positive and small, we can expect the distribution function F of Wy(t), which is the
solution of equation (2.5.13), to provide a good approximation to the exact distribution
of W(t). If equation (25.14) is positive, the limiting distribution of W(t) as t-0 exists.
If equation {25.14) is negative or zero no such limit exists, but we are interested in
approximating the distribution of WI(t) flor finite t and will consider the solution of our
diffusion equations for this‘purpose.

An explicit solution to the diffusion problem defined by equation (25.13) is given
by Chandrasikhar[C!;:a43]. _However, for our purpose only the transform solution to
the diffusion prdblem is needed, and we record it here:

7(;,3; w) = 5;0 et 5;0 e 8 dF(x,t; widt . 2.5.15
Assume convergence for at least s, £>0. Straightiorward manipulatiron of equation
{2.5.13) yields | |

[-s + (1-p)k + p2E%/A] Hesi W) =¢; + kep - wiB) 25.16
where operator ._-% is replaced by s and % is replacef;! by & By including the
particular integral to the right-hand side, we can rewrite the equation as:.
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~ cy+tea¥(®
f(Es; wi= [ ] 25.17
(p? M2+ 1-plk-s

where ¢ and ¢p depend only upon s, and
o«
Yo = e 8 dFex0; w) . 2518
0
the transformation of F,,(x) represents the distribution function of the initial condition
w.

The denominator has the two real zeros

Mp-1) 8s;?
VT s (1 e 17 i=1,2 25.19

252 A1-p)2

The signs of &, i=1,2 depend upon the traffic intensity p=X\/m if p<1{>1) then

b<0(>0), and {,>0(f,>0). We are only interested in p>1 case, so we define

Alp- Bsp2
L SR TR AR V) 25.20
2p2 A(1-p)2

E1 -
We can cancel the pole by putting in

cytegky = gy 25.21
The condition that 57(0,5; w)=1 has provided the information that ¢;=1, so equation
{2.5.17) becomes:
TR (R R
0% (k-8 )(E-E)

7(5.5; w) = 25.22

Several simple interpretations of and comments on these resuits now foliow.

Remark 1 Time-dependent wailing time behavior is reflected in behavior of the
mean waiting time: E[W(1) ] W(O)=w). The time transformation of E[W() | W(Q)=w], or
E[W(t) | N(O)=i], has been studied, bolh numerically and asymptotically; in

Gaver{Gav66). The mean and variance of the transformation of the diffusion process
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are obtained by differentiating equation (2.5.22) alt }=0;. the result may be expressed

as:

{ :’ s &St E[W,(1) | W40} with distribution y(w)] dt

d ~
= -d—E— f(E,s; W) iEBO

":‘\S r 1 l
" () - O - — 1e8,"1uiE)) - viBag
P2k bk (B-k)  (E-t) |

= - (0) + (p=1)/s + £, Lpig))

=W + (p-1)fs + §,"ptE,) 25.23
where

W = ~y (0} = mean value of the initial condition

W(0) = j: dF,(x) = 1.

Eify = -As/p? and  §)+E, = Mp-1)/p%.

The mean value of an exponentially distributed observation will be a combination

of three terms, the initial value, a linear increase{ or decrease, depending on the value
p; here we only consider p>1} deterministic. term and a dispersion terh. The third

ternn
(¢ a)
ol = 0 8T etiX oF 0
= §o Futd etiX dx 25.24

is bounded by {-l'l < p2/[Mp-1)] for p>1. If the mean observation time is relatively

long, E[r]°t, or -0, then the second term will dominate, and will be approximate to
{p-1}/s.

| Remark 2 Let the expected observation time be E[r]200, or equivalently s-0.

Then
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Ap-1) Asp )1/2}

= [1+(1+ i=1,2
20° CA1-p)?
- 25,2
. Ap 1)[1 s(l+ sp 1 i=1,2
252 A(1-p)?
Then
g, ~ Ap=1)/p? + s/(p-1) 25.2%
E; ~ -sf{p-1} 2.5.26
and
§ o 585 Prob[Wyl=0 | Wy(O)mw] dt
-ngw st s w)
= (A/p?) sk, WiE,)
~s(p-1)"le B W for p>1
~Ofs) for p>1 and s-0 25.27

Thus the probability that the system will hit the boundary, W(t)=0, decreases in
the order of s. When s is smail and p>1, the diffusion approximation will differ from
the real procéss only in the order of O(s).

Remark 3 For p<l, the above approximation becomes very sensitive to the third,
dispersion, term of equation (2.5.23). Because it is very hard to estimate the exact
-distribution of the number of customers when the number of Class | job changes, we
use Gaver’s[Gav66] approximation formula for a time-dependent M/M/1 queueing
system instead of the technique of diffusion approximation, The formula is:

{ ;" se"SUE[N() | N(O) = i ] dt |
=i+ plp1X1-x1) + [Lop(p=1)(1-x)s]+ xIN/(s+A(1-X)) 25.28

where '
x = 2/{1 + (s+\)/p + [(1. + (s+A}/m? - ax/u] 2}
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From E[W(t)] = E[N(t}]/n, we can get

E[ W(t) | W(O)=w ] = E[f W(t) | N(O}=wp ] = (1/u) Ef NID) I N(Q)=wp ] 25.29

2.5.3. Diffusion Approximation for the Integrated Switch

There is more than one simple diffusion process for the integrated switch model.
Actually the system is modeled as one simple diffusion process foilowed by another.
Suppose that the simple diffusion process i has the following paramelers and that the
notations in the parenthesis used in section 25.2 will be replaced by the right-hand
terms of the following formuias.

input rate (A) = X,

service rate (u} = (c-ic, Juy = b,

traffic intensity {p) = A;/[{c-ic Jus] = o

mean observation time for an exponentially distributed sampling (s}
=X iy =S

Definitions of h; and g; similar to those in section 2.5.1 are used:

h; = average waiting time of Class Il jobs in the system when the system
has i Class 1 jobs.

g; = average waiting of Class il jobs in the system when the systen1 does
not haQe i C!ass.l jobs, |

Only the time-dependent processes with n>! are modeled by the diffusion
process. Thus: |

positive pole of T(&s; w) (¢,)
D 1+ ;_asi"iz 1/2] 25.30
Eniz kz(l-qi)z

BEi
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For g>1 and s-0, the third term of equation (2.5.23) is not very sensitive to the
result, as we stated before, Thus instead of estimating the distribution of every initial
condition of the diffusion process, we assumed the initial condilion w. Substituting
these values into equation {2.5.23)}, we have: '

g = hi + (5j-1)/fs; + exp[-Ehi1/E; 25.31

For n;<l, a more complicated version of equation {25.28) is used. The initial
condilion is assumed o be h; rather than a random variable with some unknown
distribution. We can calculate g; in terms of h;.

gi-hi+di(ni-l)(l-xihi/ %)
+[L+dilm-1X1 —xi)si]xihi/ Fix s g1 %)) 2.3.32

Now we have (n+1) equations with 2(n+1) unknowns, h; and g; for i=0,1,2, . , n

As in eqﬁation (2.5.7), we can get another set ot equations:

dih; = ri(gi-ldi;i) + (1o gjaydisy) 2.5.33
where d;h; or d;g; is the average number of Class Il jobs rather than the average
waiting time. And

Fp=ipy [lip+ P\;) ‘ 2.5.34
is the probability that the transience to i Class | job is due to a new incoming Class ]
job. The detailed derivation is the same as equation (2.5.7).

There are {n+1) equa;;rions for equation (25.33). With the (n+1) equations of
(?.5;33) and the (n+1) equations of (2.5.31), g; and h; can be solved numericaily. From
the derivation, we MH expect a better approximation if the ratio u,/u, is large or s; is
smail. In such situations, the overioaded states will last longer, and the estimation of

the final value will be more insensitive to the initial condition.
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2.6. Comparison of Resulls

Even when the ratios A /u;, Ao/u; are constant, the average number of Class 1
packets increases rapidly as the ratio uy/p, increases. This behavior shows the
similarity of the integrated switch discussed in Section 2.3,‘ 2.4 and 2.5 and the simple
models discussed in Section 2.2 and Figures 2.2.7 and 2.2.8. Similar behavior is also
discovered_by Bhat [Bha75] Unfortunately, however, their approximation aigorithm
lost an important characteristics of the system, i.e, as shown in Figure 2.6.4 the
algorithm of Bhat is not sensitive to changes in the ratio of uy/u;. |

Table 2.1 shows ihela\:rerage number of Class II packets in the system when
there are i Class 1 jobs. For different p, the number of servers, nin(l) differ very little
from each other in overloaded states, in which d;sk,. Because of this characteristics,
the CM (conditional mean) approximation algorithm based on the uni-server system

becomes a good approximation for muili-server system. Another very important

. characteristic is that the condilional mean number of packets varies greatly for

different i. Even with a small total average waiting length, the probability ot overflow,
which ié- defined as the condition in which the number of packets in the system
exceeds available buffer space, will be quile high,

Tables 2.2 and 2.3 provide the comparison of the results of our integrated

_switch model to that of Kummerle’s and Fischer's, respectively. In Kummerie’s

approximation, the service scheme is the same , but the service time of packets is

constant rather than exponentially distribuled. Kummerle's approximation uses two

different formuias to calculate the mean number of Class Il jobs in the system for

overioaded states, Aj2(c-ic,Ju,, and for underloaded states, A,<(c-ic, Juy. The curve
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looks a little irregular at i=7 and i=8, where A, =(c-ic,Ju,. Both Kummerle’s and the CM
approximation and the exact solulion show a sharp increase of the conditional mean in
overloaded states. In Table 2.2 we aiso notice that the average queue length
increases with respect to u,/py, although X /u, and X,/ny remain constant. Fischer and
Harris [Fis75] fail fo show this characteristic. In a later repor! {Bha75], they provide a
new model which has this cﬁaracteristic, but, in that model, they oniy tend to give only
the totai mean waiting time. As we stated betore, total mean waiting lime is not
enough to describe the whole system. The report of Bhat and Fischer [Bha78] covers
the special condition of our analysis where c=p and py=1.

Figures 2.6.1, 2.6.2, and 2.6.3 show the numerical results of Tables 2.1 and 2.2.

Figure 2.6.4 shows the resuits of Table 2.3.
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Table 2.1 Comparison of exact solution and approximation

p=1,3056.

ni (1) Pi
i=0 0068315
i=1 0341575
i=2 0853938
j= 3 1423231
i= 4 1779038
e 5 1779038
i= 6 .1882532
i=7 .1058951
i=8 0661845
i=9 0367691
i=10 0183846

Total mean

p=1

0.8881841
1.0399755
1.2894188
1.7669483
2.7981681
5.1520923
10.4236670
21.0693230
38.8442910
61.7339510
81.8106690

11.93888501

p=3

1.5899381
1.7091119

1.9175224 .

23417091
3.3011327
5.5606589
10.7955900
21.4009170
39.1415930
62.0130820
82.0841770

12.38936477
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p=5

2.4360016
25267855
2.6971034
3.0699985
40220692
6.2629728
113819070
21.9430840
39.6471080
62.4995080

825715340

©13.05113306

CM Approx.

876
1.002
1.170
1.405
1.762
2.399
4.188

11.637
29.404
53.226
73.894

8.195
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Table 2.2 Comparsion of Kummerle’s approximation

c=15, p=1; X{/py=5.0; A;/cu,=7/15;

Kummerle’s Appr.

#2/!‘] = 10

i

.93
1.07
1.25
1.50
1.88
250
3.75
7.50
8.50

11.70
18.04

CWYUEUNOOLBLWN—O

—

100

.83
1.07
1.25

1.50°

1.88
250
3.75
7.50
8.50
27.77
73.33

Exact Calcul.
10 100
92 88

1.10 1.04

1.36 1.29

1.77 1.77

2.41 2.20

3.40 5.15

484 1042

6.8l 21.07

925 3384

11.89 61.73

14063 8181
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CM Approx.
10 100
.89 87
1.02 1.00
1.20. 1.17
1.47 1.40
1.9l 1.76
2.70 2.40
4,07 4,19
6.18 11.64
889 2540
11.81 53.22
id4.14 7389

Ditf. Approx.

10

84
.94
1.07
1.27
1.69
3.03
6.30
1452
27.28
29.50
3180

100

87

.99
1.15
1.38
1.71
2.28
4.41

13,18

38.45
60.67
80.67
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Table 2.3 Comparsion of Bhat’s model

tor 2 channels, p1=05, p5=0.5, ot=puy/n
1 2 2/

Bhat’s Mode! Cond. Mean Approx.

ol PB E[Q5] £,[Q5] PB  E,[Qp]
0005 2461 5333 5001 .1429 3335
005 .2461 .b336 5005 .1429 3352
.05 2462 5368 504 1429 3617
i) .248 5618 5805 .1429 4867
1 25 5833 5833 1429 .6026
5 25874 6945 .6605 .1429 1.205
25 2629 1.046 6965 .1429 3.071
100 .2646 2212 705 .1429 8585
500 .2651 834 g1 1429 35.835
1000 2662 15994 71 1429 69552
5000 2652 77.219 705 1429 338.839
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CHAPTER 3 Memory Management for Data Buffers -

3.1. ln’ffoduction

In Chapter 2, the waiting time for data packets was calculated. In ordinary
M/{M/c or M/G/c queueing systems when the waiting space is several times larger than
the average queue length, the infinite queueing space assumption turns out to be good
a approximation, But, in the case of the integrated switch, the variation of queue
length is very large when the number of background Class ! jobs varies. The queue
length of Class Il jobs will increase almost linearly with respect to time in some period,
and the conditional mean queue length may be much longer than total mean queue
length. In the under-loaded states, infinite queueing space might well be a good
- approximation, while in over-loaded states this assumplion becomes guestionabte,
When the number of packets requesting the service of the switch is greater than the
number of packel buffers in the switch, incoming packets will suffer extra delay: They
will experience a refransmission time because no empty buffer in the switch as well as
the waiting time for all the packets before it lo be processed. In packet-switching, an
incoming packet without a buffer is not acknowledged, so this packet will be sent
again. Packets requesting service of an over-ipaded switch have to suffer this extra
delay of re-transmission. In this chapter, finite memory space is assumed, and the
mechanism and the performance of memory managements as a means of decreasing or
eliminati;\g packet delay are discussed.

There is a finile memory space M. When a packet comes in, it is assigned a

buffer if one is free. There are many approaches to assigning the buffer from the
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memory, and there may be a secondary storage for packels during the period of over-
ipaded states. Before the details of memory management are discussed, one
assumplion is made: The holding time for Class [ job is so long that the transient of.
chéﬁging the number of Class ] jobs is relatively shorl; in fact, it is negligible in terms
of the whoie system behavior. Thus the switch is assumed to be in one stéady state
foliowed by another with different service ability for Class Il data packets.

An incoming packet is either allocated a buffef or biocked. If a buffer is
assigned to a packet, that buffer is called occupied; otherwise it is free. An occupied
buffer is freed after its assigned packet is processed, transmitied to the next node,
and given a positive acknowledgement. This whole period is called the life~time of the
buffer. If a packet can not be allocated a butfer, the switech behaves as if it has never
received that packet. No acknowledgement is sent back to the sender, and by the high
-levei control protocol, this packet Qill be sent by the sender again after a waiting
period. Although this data packet is not lost, it does suffer an extra delay. Because of
the above properties, the performance criterion used in this chapter is the probability
of packets being blocked. Another criterion, memory ulilization or buffer utiiization, is
also used in some sections.

Let us reviev;r the pérameters of the integrated switch, It is a communication
system for voice and data. It has very siyict real time constraints. Because the
system s;ent out a frame every frame period, say of 10 milliseconds, any memory
management which needs more than a frame period !0 complete is not acceptable,
Only si-mple memory managefnent schemes can be used. Secondary storage, say a disk,
will generally have access time in the order of tens of milliseconds, so a direct use of

disk for inpul and output will be inadequate. On the other hand, if the disk is not
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directly used in /O but used, instead, in storage of the excess data packets, than it
may well be effective. The access time for secondary storage may be less than the
extra de‘lay suffered by the blocked packets. According to the SENET implementataion,
no processes can be overlapped when the input trunk line is writing into the input
frame buffer or when the output trunk line is sending out information from the cutput
frame buffer. Thus the extra delay for blocked packets, which is at least a two-frame
period, will be in the order .oﬁ 30 to B0 milliseconds. Apparently, with good use of
secondary storage, fewer retransmissions will occur and the Class il data packels can
have a smoother flow and a shorler delay.

In the second section, several buffer management methods for-pr‘i‘mary‘ memories
are tried. Independent exponentially distributed random variables for tf;'e life time of
buffers are assumed. The effecliveness of these managements methods are compared.
In the third section, a network model is built for buffered packets flowing in tlhe
communication netfwork, Closed queueing netw.ork model of expanential server are
solved by using the algorithm of Buzen[Buze 73). In section four, secondary storage is
modeied. A forward and ba.ckward algorithm is developed to analyze the effect of the

secondary storage.
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3.2. Node Model

A finite memory of size M is assumed in lhe integrated switch. When a packet of
size r comes in, how should it be assigned a buffer? Because of the real time
requirements of the system, only several simple memory managements are relevant to
our atlempt {o answer this question. These inciude division of memory into maximum
size buffers, division of memory into several different fixed size buffers and dynamic
alicoation of first-fit memory are discussed. We will let D indicate‘the upper bound of
packet size; N=M/D, the number of buffers if all buffers are maximum size. First we
will discuss the system with N buffers of size D. In this system, an incoming packet,
regardless of its size, is assigned a buffer until all the buffers are occupied. Then a
system with N, buffers of size M), N, buffe_rs of size Mgy, .y.,., and Nk buffers of
size M, is discussed, where Mi<Mp< - <+ <- <My=D. There are two disciplines, stat_ic
and dynamic, for buffer assignment when a small packet comes in while all
corroquﬁding size buffers are occupied. We can either assign a larger buffer to the
packet or just block it. Finally, we explore a relatively complicated first-fit dynamic
memory. allocation scheme. The input stream of data packeis is assumed to be Poisson
and the buffer life-times are independent exponentially distributed random variables, 7

regardiess of their size, .

3.2.1. Maximum Size Buffers

All the buffers are of size D, the maximum size a packet can be. A buffer in the

memory is either free or occupied:
b 4 l.!:ith rate.

S
A B

h rat
input With rate o EE BUFFERS

Noo

OCCUPIED BUFFERS
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If a packet comes into a node and can not be allocated a free huffer, the packet
is blocked. The probability of this happening depends on the {otal humber of buffers,
N, and the life time of butfers, With asslumption of Poisson inpht and e)ﬁponen’rially
distributed buffer life time, a simple Markov Chain can be built to mode! the buffer
behavior.

Let the state of the system be the number of occupied buffers. X, is the rate of
incoming packets, and u; iﬁ the rate of freeing occupied buffers, The result of this
model will be used later, so a general X and y; are assumed. Both A; and y; can
depend on | in some complicated form. Let P; be the steady state probability that
system is ét state i. The set of balance equations is:

(tagd Pio= Ny Pioy + mjag Piyg for i=1,2, ., ,N-1
Ao Po = uy P ' ' 3.2.1
Ap-1 PN-1 = N Py

The above equations can be simplified as

A Py = divg Pigy for i=0,1,2, ., , N-1
N
Because P; is a probability, i.e., iz:o P, = 1, P; can be solved as:
i-1 =
Pj=Pq: }10 Ajluja) 3.2.2
and N -1 . _
Po =1+ Z I, Ojfujan) ] 3.2.3

This model looks quite simpie but the result is quite general. Complicated

queueing models in the next section can be solved in the above form 6nly if u; depends

on i in a complicaled way.

Non-priority System

If we assume p; =i g4, then
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P, = PYMUTRR Pq 3.2.4

where n

Po=[ X, /i
i=0 :
The Erlang 2 formula, Ex{nA,u), is the P, with input rate A, service rate p of a

M/M/n/n queueing system. Then from simple arithmetical manipulation we can get:

Ep(n+ 1A = {1 + (n+1)g/A / Eplnam) 17! . .325
The buffer utilization factor R is defined as:
T h
- Llop,
R J-l n PJ
= Xf(np) [1-Ex(n )] 3.2.6

Notice that R is the utilization factor of buffers not the real utilization of ‘the
memory. The real memory utilization factor will only be half of R if the packet size is

uniformly distributed between 0 and maximum size D.

Reserve Priority System

A simple reserve priority system is considered here. Suppose that there is a
probability o¢ that an incoming packet has highef priority, and that the life time of
buffers assigned to a high priority packet is the same as that of other bufters. When
thé number of buffers occupied is more than N, a packet will be allocated a buffer
only if.it has high priority. No preemptive of buffer is allowed. For low priority
packets the system has only N, buffers, but for high priority packets the system has N
buffers, Equation 3.2.2 can be used with the following defiﬁition of X; and p; ¢

- A  0sisN,

=] | | 3.2.7
oA N, <i<N
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If P; is the probabilily that the system is in slate i, then the blocking. probability

for high priority packets is Py, and the blocking probability for low priority packels is

N
,Iiu P;. Figure 3.2.1 shows the effect of this priority assignment. Under a heavily
=
loaded situation, \/u=80, N=30, a littie extra buffer reserved for higher priority

packets will decrease the blocking probability greatly, from 0.63 to 0.04 with N,=28.

3.2.2. Different Fixed Size Buffers

instead of dividing the whole memory into butfers of maximum size, the memory
is divided into fixed size buffers of more than one size. When a data packet comes in,
an attempt is made to allocate a buffer of corresponding size to that packet. If all the
buffers of corresponding size are occupied, there will be two disciplines, the packet
will either be blocked or assighed a Iaréer buffer. We call the first discipline, static -

assignment; the second, dynar'nic assignment,

Static Assignment

There is a corresponding set of buffers which can be assigned to every packet.
Suppose thei;e are d different buffer sizes, each of size M;, i=1,2, ., , K, and M{<Mg< -<
-<My. There are N; buffers of size M;. i‘:il M, - N; < M. Any packet of size in the range
{M;_;» Mj] is treated as a packet of size M; and is assigned to a buffer of size M.
Because of the simp!é discipline for buffer allocation, the blocking probability for
packets of size M, is independent of the allocation of buffers to packets of other sizes.
Let X; be the Poisson input rate of packets of size M, With the assumption that the
life time of a buffer is independent of its size, B, the blocking probabilily of packets of

size M;, is of Erlang 2 formula:

Bi = EZ(Ni' )\i, u) . 3.2.8
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The total blocking probability becomes:
k .k
B= i2=:1 (yf2) - B = El X EZ(N;.ki,u: /X : 3.2.9
where A is the total input rate and A = 'E]. ;.
'=
Then R;, the buffer utilization factor for size M;, becomes:
R = N - EpNyhun] / (Nyd 3.2.10
The numerator is the effective number of buffers allocated per unit time, and
the denominator is the effective number of buffers available per unit time. The total
buffer utilization factor, R, is:
k
R==i§'1 M; - N; - R, /M

k
= M AT - BN % ] 1 (M) 2211

From the above detinition, an optimum assignment of M;, X; and N; to minimize B
will in general differ from that required to maximize R. Instead of creating a larger
buffer, more small buffers wili be created. Although this may decrease the total
biocking probability, it also decreases the total buffer utilization. In addilion,
minimizing the total blocking probability may favor small packets. In some situations
the optimum assignment of .Ni will give a blocking probability of 1 to large packets.
Before a better criterion can be found, the blocking prabability and buffer utilization
tactor will be used for evalution. Afmost all buffer management schemes favor packets
of small size over packets of large size. Figures 3.2.2 and 3.2.3 show the optimum
assignment of N, _and N, for both minimizing B and maximizing R respectively. Two
size buffers are considered, one of size M, and one of size M,=D, the maximum size of
a packet. A uniform distribution of packet size is assumed, i.e. X;=AM,/D, and )\z.=>\->\,,
where X is the tota! input rate gf packets. The number in the bracket of the figure is

the corresponding number of Ny and N, for the optimization assignment, Figure 3.2.4
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and 3.2.5 show the blocking probabilities and utilization factor when we have M, equal
to D/2. Comparing the three figures, we see that the choice of the size of M, is not
very critical as. long as an oplimum combination of N; and N, can be faund. But for
fixed M,, the choice of N, and N, is rather critical. For a lightly loaded system, the
optimization assignment of N, and N, are the same for both minimizing B and

maximizing R.

Dynamic Assignment

Now we consider the system that allows large buffers .to be assigned to small
packets if no small buffers are available. The definitions of M;, N; and X used in static
assignment are also used here. A small packet is blocked only if ali the buffers are
occupied. A large packet is blocked if no large buffer is available. Apparently, the
system is heavily biased in favor of packets of small size. There are many reasons for
using such system, For example, as we shall see later, in addition to being relatively
simple, it giQes better throughbut, a lower lotal blocking prabability, and a higher
buffer utilization factor. As we will see later, in some situations this buffer
management scheme is betler than the static assignment scheme.

A two-dimensional Mar.kov Chain is built for a system with two buffer sizes,
large and. small. The state space of the Markov Chain.is S={(i,i) | i,j 20}, where i,
indicates the number of small and large buffers occupied, respectively. Notice tﬁai the
state is not defined by the number of packets of relative size, because some small
packets may occupy large buffers. No reassignment of buffers will be made if some
small buffer is freed after a small packet has already been assigned a large buffer.

Figure 3.2.6 shows the probability transition flow of the Markov chain. The horizontal
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transition rates, ie., transition between (i,j} and (i,j+1), are Xy and (j+1)p, except for

the last row, where i=N, and the large buffer will be assigned to the small packets too.

Az

. N & S&
A"‘L’\z&/@:’; ““‘iu
. |

FIGURE 3.2.6 STATIC SPACE OF DINAMIC ASSIGNMENT OF BUFTrERS
The balance muaii[;ns are ) o T coT I
DXy $Ag s iiu] P = APy * APy + (40P + G+1WP
| for O<i<N,, O<j<N, 3.2.12

for i=0, j=0, tive first and second term of the right hand side vanish,
respectively. '

[>\I+)L2+im] Pi,o b )\lpi__l’o + (i+1)ﬂpi+1’0 ﬂ‘pl,O
| for O<i<N,
and

Py#hgin] Py = AP iy + Py j + (+1uPg )y .
for O<j<N,

(A + A2 Pog = uPy g + WPy
for j = Ny, the: iast term vanishes,
P +i+N, 1] Pin, = MPi-, * APiny- + (+DmPgy g,

Note that for- t =N,, the transition flow is different. There is no smail buifer
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available, so any new small packets will be assigned a large buffer until all larger
buffers are also occupied. The transition rate from {Ny,j) to {N,j+l) is (A 425, instead
of A, And the balance equation beéomes:

[).l+>\2+(Nl+j)p]PNl'j_- klPNl-l,j + (MAZ)PNI,]‘—I + (j+1)pPijH

for O<j<N, 3.2.13
And for j=0 and j=N,, the balance equations become:

Dy NalPy, o = 2Py -10 * #PN

(Ny N2 Py N, = A1 PR =1 * Or#had Py N1

The above set of equations can be solved by the ctmsiraint that Pi,j afe
probabilities, i.e., Fj-' Pij =1 A st-raight-forward Gauss-Seidel aigoritﬁm [Ral69] is used
to solve the system, and some results are shown in figure 3.2.7 and 3.28. The
blocking probability for smail packels, By, is equal to the probability PNpNz and the
blocking probability for large packeis is equal to summation of Pi,Nz over all i.

The Gauss-Seidel algorithm needs a space of (N‘+1)X(N2+1), and its convergent
rate depends also on Ny and N, For Ny, N, less than 100, the algorithm wili converge
to an error of less than 10830 in less than several minutes of CPU time on a PDP-10.
But for large Ny, N, or of system with k different size but{er, there will be some
difficuity in taiculating the exact probability distribution. Two approximation formula
are suggested below.

Let us model the system as seen from the perspective of the large buffers.
During one period the stream of requests is Poisson input of rafe A +hg witile during
the other period the request stream has an input rate of oniy X, Figure 3.2.9 depicts

its input rate of the queueing system.
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DL-Iring the period indicated byrshaded area, the request rate for large buffers
increases to (A,+),); otherwise lhe rate remains Agy. The shaded area depicts the busy
period for the M/M/N, /N, queueing system of small buffers. In general this period will
not be exponentially distributed, which implies that the system has quite complicated
input states. We know, how.ever, that the ratio of the shaded period to the whole
period is x=Ex(Ny,A;u), the busy probabiiity for the M/M/N,/N, queueing system of
small buffers; If we keep this ratio x constant, but shrink or expand the duration of lhe
shaded period and the non-shaded period, two approximation formulas are derived:

(P1} Keep the ratio x constant and let the duration of the average shaded period go to
Zero, The system becomes an M/M/N,/N, queueing system with the same
service rate but an input rate of (\,+XA;x). Thus the biocking probability for
large packets becomes EZ(NZ,KZA,-X,;;).

(P2) Keep the ratio x constant and let the duration of the shaded period go to infinity.
The system will havé a negligible transience from one M/M/N, /N, queueing
system of input rate X, to another M/M/NZ.IN2 queueing system of input rate
(A y4X;) and back and forih. The blocking probability for targe buffers is the

average of these two : xEx(N,, A | +A ) + (1-x) Ex(Ny A om).

95



Figures 3.2.7 and 3.2.8 show lhe blocking probability for bath small packels and
large packets and the two approximation formulas. When the system is lightly loaded,
the values of the above two formulas will be quite far away from each other, as shown
in Figpure 3.2.8, and the exact value will lie somewhere between the exiremes. But for
a moderately loaded system, Le,, A=40, the values of the approximation formula are
quite close, and both are good approximations of the exact solution, as Figure 3.2.7
shows.

Comparing Figure 3.2.8 with Figures 3.2.2, 3.2.3 and 3.2.4, for lightly loaded
systems, we find that the dynamic assignment system becomes the superior scheme. In
the moderately loaded system, however, Figures 3.2.7 and 3.2.5 show the value of the
dynamic assignment is questionable. For a lightly loaded system, A = 20, the optimum
assignment of N;, N, for static assignment will get a blocking probability of 0.00187
for both large and small packets, For dynamic assignment, N,=14 and Ny=23 will give
a blocking probability about three times better for packets of both sizes. For a
moderately loaded system, A = 40, the dynamic assignment is strongly biased-in favor
of small packets. Large packets will always suffer a high blocking probability. For
dynamic assignment, B, blocking probability for large packets, can never be lower
than 0.21. For the static assignment, the blocking probability can be B,=82=O.16 for
both small and large packets. Thus if the system needs a relatively balance blocking
probability or has an upper limit blocking probability for all packets, then Adynamic

assignment may not be proper under some loading cendition.

3.2.3. Dynamic_Memory Allocation

There are many similarities between buffer management in communication
» .
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systems and memory management in multi-programming computer system. All buffer
management schemes discussed here are very simple, because of the strict real time
requirement _in the communicalion environment., Now we will consider a more
complicated memory management commonly used in the large computer system:
dynamic memory management. There are many well-known algorithms, such as first-tit,
best-fit, buddy, etc.[Knu68). Each has its own characteristics and fils best inic; a
specific environment. For the communication system in which simplicity and reliability.
are the most important requirements, a first-fit algorithm is tried and simulated for the
buffer management of the communication system.

The first-fit algorithm used here is very similar to that mentioned in Volumne 1
of Knuth[Knu68). The whole memory is divided into blocks dynamically. A block is a set
of contiguous memory locations which are either free or belong to the same packet.
There are two types of blocks, free or occupied, and every block is linked to another
to form a set of ring buffers. There are four fields for each block: block size or
starting address of nex! block, starling address of the next same type bloc.k, starting

address of last block, and starting address of the last same type biock.

free block accupied block
size pointer to next block
pointer to next free block pointer to next occupied block
pointer to last biock pointer to fast block
pointer 1o last free block pointer 1o last occupied block
buffer butfer

All the buffers, free or occupied, are linked together. Another pointer, ARQV,
points_to the currently free block, and from this place the next incoming packet will

begin to search for the first large enough free block on the free buffer ring. Because
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of the ring structure, two flags, FEMP and BEMP, are needed to point out whelher
there is‘any free block or occupied block in the sysiem. FEMP=1 if there is no free
block, and BEMP=1 if there is no occupied or bounded block,

The detailed algoirthm can be found in [Knu68] Only the blocking probabilities
are compared here to other buffer managements techniques. The sihuiation resulls,
Figure 3.2.10, shows the blocking probability for packets of different sizes. This
scheme also favors smailer size packets over larger ones. This complicated memory

management scheme offers a lower total blocking probability than all other schemes

we have discussed, but it is also the most complex one.
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3.3. Network Model

In the last section some buffer management techniques were tested. The life
time of buffers is assumed to have an Exponential distribution with mean j;=ip. This
assumptlion will be justified, and the conditions under which the assumption holds will

be also discussed in this section. First we will explain the model as follows:

A T
> 5K > —@
A
Y
Ba B3 Mz )
P
. pi
o] ' o] o] o] o o <€<——
p
k- <—————®- 4______(::93— -
Myt Bk-2 k-3

A closed queueing network is used to model the buffer behavior of the current
iﬁtegrated switeh. The number of customers in the gueueing network is the total
number of buffers, occupied.or free, in the integrated switch. Customers in service
center Sy are the free buffers of the switch; all other customers are buffered data
packets. Customers in service center S, are packets which have been assigned
buffers and are awaiting the processing in the current integrated switch. Those
buffered packets are then transmitted, with probability py, through transmission line

S, to the next integrated switch, S, with probability py, through Sk.g3: Sk-2» etc.

After the customers undergo the necessary processing in the next switch, Sa the
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corresponding positive acknowledgements are sent back, through S, to the current
switch. When the current switch receives an acknowledgement, thé buifer of the
packet begin acknowledged is released and a new free buffer is created in S. ‘When
the number of customers in Sy is also zero, ie., there is no free buffer in the currant
switch, the output rate of Sy is zero. This implies that all new incoming packets will be
blocked because there are no free buffers, so it looks as if there are no new incoming
.packets. The service discipline for ail service centers is FIFO (First In First Out).
There may be one or more servers in a service cenier, and each service center may
have diffen;ent service distribution.

First the exponential servers are assumed, then a nefwork mixing two kinds of
customers is modeled and simplified. Later in the section, the service centers, S, and

S, are modeled as delay lines rather than ordinary queues.

3.3.1. Exponential Queusing Network

Suppose there is a total of M customers in the closed gueueing network and K
service centers, S5y, S, -, -, Sy with ¢, ¢,, -, -, ¢ servers, respectively. One customer
can not be serviced by more than one server, and has no preference for; any server,
since all servers in the same service center are identical. The service time at service
center S; is an exponentially distributed random variable with mean 1/y;, i=1, 2, -, K.
All the customers are identical too, and the state of the system is the number of
customers in the service centers. The steady state of this kind of exponential
queueing nelwork was solved by Gordon and Newell {Gor67]. The probability that the
system is in a specific state has the product form. Let n; be the number of customers
at service center 5. Let the state of the system be {ny, ng +y oy ngd). Then the

equilibrium probabiiity that the system is at state (N, Ny, vy vy DK s
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K
n.
Pnying -+ k) = gy T, 00 1 Ayt | 33.1
K
where iz1 n; = M and
® K
uiXy = I, miXini i =123, K.

where Pij is the probability that a customer will proceed to the jth service center
after completing a service request at the ith service center, and 1/p; is the average
service request at service center 5. G(M) is lhe normalization constant so that the

summation of P[n,,n,;,,nik] over all feasible states is one, where the feasible states
K .
are defined such that _2:‘1 n; = M and n;20 for all i=1,2;,,K. That is
'B
K _
GM = £ X:) ! [ Adn, 3.3.2
M =gy tag KD/ Ai)]
K.
where SIMK) = {(n,ny -, -, My | 'El n; = M and n;20 for ail i}, and Ailny) is defined
i=

recursively as follows:

Ai(0)=l
A = j Afj-1) if j<c;
Ai(j) = Ai(j"l) If j2g; 3.3.3

where c; is the number of servers at service center S,
An algorithm was derived by Buzen [Buz73] to solve the above probiem. A
temporal variabie, g{mk), is defined as:

K .
gimk) = Hl (xi)n' [ Afdny) 3.3.4

p»
neS{mk)

Note that GIM) = g(MK), and in fact g{mK) = Glm) for m=0,1,2; M. From the
above equation: .
g{m,1) = X,™ [/ A (m) for m=0,1,2,,- M 3.35
and g(0k) = 1 for keO L2y K

with the recursive formula of g{mk):
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g(mk) = j?_gl (X)) 7 AN - glm=jk-1) | 3.3.6
g(mk) can be calculated, Only 2(M+1) memory space are needed to store g{mk-1) and
to calculate g{mxk) for m=0,1,23, M.

The marginal probability, Pi(j), is calculated

Pk(j) = j customers at service slation Si.

i . {M-j K-1)
= [ / A} - B

= {00 £ A] - ERELEE) 3.3.7

Define throughput T(m) as the rate of which customers pass through service
center Sy when there are m customers in the queueing network and the service time
at service cenfer Sy is reduced to zero. Then Ti(m) becomes:

Ty{m) = Xy - glm-1,K-1) / g{mK-1} 3.3.8
By Theorem 1 of [Cha75], th? effect on the queueing network with regard to service

center Sy is equivaient to the following load-dependent queueing network.
é—

i jobs Y

¥

AN

O_

T

T{i) is the load dependent input rate of a single queue.

i jobs

I
TiM-i) _@
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‘ where Ti(0)=0. The probability thal a service center Sy has i customers is:

i-1
PK(i) = PK(O) . }10 [TK(M-D / uK(j)] .3'3'9

where

M -1
P(©) = 11 + B T (Tl / i -

=1
which are exact in the same form of equation {3.2.2) and (3.2.3).

From the above derivation, we know that Ty{j) works as an interface between
service center Sy and the rest of the nelwork. If service center Sy is the free buffer
queue, then [1/Ti(1)] is the average life time of an occupied buffer, and the
assumption of last section can be simplified as

Tili) =i+ Tek1) 3.3.10

Now we consider the more complicaled network in which the integrated switch

Sy has other work to do besides processing the packets coming from integrated switch

S,. Here there are streams of jobs flowing into switch S5, requesting service, and

leaving the queueing network. The queueing network becomes:

»
)

Ha 1] sz

EHITE—O e COHIE

v
h'd

There are two hkinds of customers. One kind includes the buffers of the current

integrated switch and the corresponding packets; the other kind includes those
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requesting service to switch S5 other than the packets sent from switch §;. S, and Sy
are assumed to be the trunk lines between integrated switch §; and S5 Sk is the free
buffer queue of the current integrated switch §,. Let us représent the network as the
ieft network of the following figure, and prove thal the two networks are identical as

far as the first kind of customers is concerned.

A ] _ A
AFO—SIFO—  ST-6—3
N
'}
» (v-v)

52 < @__
\r

Let iy, i i3 be the number of customers of first kind in service centers 5, Sy,
S5 respectively. Let j, be the number of customers of second kind in service center
S, The service requests for both kinds of customers are the same exponentially
distributed random variables. The service discipline for both kinds of customers is the
same FIFQ. Then, by the technique of independent balance equation developed by
Baskett et al. [Bas73]), the equilibrium state probabilities are of product form:

Pliyy igs ig0 ip] = D hyfi ) hoiy, ju) hglig) _ 3.3.11
where (il+ié+i3)=M, the total number of customers of th(-t first kind in the gueueing
network. And

hy(i) = (1/p)

hai) = Gt -y (1 - ool 33.12

hgti) = (1/3)1
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where D is the normalization factor such that the summation of P[iy, ip, i j,] over all
feasible states is one.

oo

D= = Pli} in 3.
[|1+|2+|3.=M j2=0 iy '2 '3’111 | 3.3.13

The marginal distribution of hy(i,) is

o0
hy(i) = on hfi i)
] .m
- ami- z "*” (/o) 33.14
By the identily formula[Fel66],

H-j)" j z i+ }a(loy)itl
- = - .3.1
Yt 5 (Mj)y (1-y) 33.15
$0O
hofi) = (1= /o ~L - (1)
= (/0 - (1 - yfny7

where § = v - ¥, 50

Pliyy ip ig) = D (17w} (1702 (1703 3.3.16

where ._D’ = D~(1-7/v)'1. The above formula just presents the system state probability
of the queueing network at the right side.

Thus the external streams of requests to an exponential server of the closed
qu'eueing network will make lhe service rate decrease by the same amount. Then the

pure closed queueing network can be solved.

'3.3.2. Queueing Network with Time Lap

SENET is a special implementation for an integrated swilch. The most impeortant

character is the frame format. According to the implementation at Carnegie-Mellon
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University [Bar76), the switch will have frame buffers. There is a finite delay for the
packing of é frame, transmitting it, and unpacking it, The delay is at least two frame
periods, no mafter how much processing power is available. Also there is the time
required for transmitting a packet from one switch to another. Transmission line, 5,,
Sp. 7, + of the queueing network are actually mbre lihe a detay line. The gueueing

network is redrawn as follows:

A T
M
\'
delay T] M3 delay T

i p1

P;
od | ts) TO o} o 0O 0 0 €—}

elay delay T, P,

HK-2

Service centers §,,S;, -, *, Sk.p are defined as integrated switches. After a
service request is completed, a customer, which is a buffered packet, is put into the
output frame of the switch. After somé delay, the packet will appear in the input
frame of the next swilch, "The delay is defined as the period extending from the
moment the packetl is copied into the output frame to the moment the packet is copied
from the input frame of the next swilch. If the largest share of a buffer’s life time is
spent waiting for service at integrated swilches, then the input rate of service center
Sk will be limited by the service rate of the integrated switch. On the other hand, if

the delay is much longer than the waiting time and service lime in the integrated

switches, then Ty(i) will be proportional 1o i.
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The delay line can be modeled as an M/G/c queue, The customer encounters no
waiting time; service lime is the delay. Closed finite queueing nelworks with this kind
of delay was studied by Posner and Bernhoitz[Pos68] The derivation is very involved,
but the resuit is quite simple .and powerful. The resuit has the same product form as
the exponential queueing network, but the delay may not be exponentiaily distributed.
Only the average delay enters the formula.

PInyng =y skl = D hy(ny) hylng) - -+ - hydny) o aau7

If jth station is a delay line of average delay Tj, then

hytn) = (T / 33.18

Defiﬁe p; as the probability that a packet will go to the corresponding i switch
when it finishes the processing of the current integrated switch. The equation can be
more simplified.

hging = T'9 / ng! . 3.3.19
where ny is the total number of customers in delay lines rather than in the integrated
switch, and

r

T=X p,

jee]

T
is the average total delay. The state probability of n; customers in ith integrated
switch becomes
P[n;, for all i such that Si¢{switch}]
=D[ Es hi(ni)] hglng) : 3.3.20
where E:S N +ng = M, total number of customers in the network. S is the set of

service centers of the queueing network which are referred to the integrated switch

of the real communication system,
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3.3.3. Numerical Results

Figure 3.3.1 shows the throughput with respect to i. Here the delay line model
of the last section is used. The delay time is set to be 15 milliseconds. The curves
show the processing capability for the switching processors. When the swilching
processor can process four packets during each 10 millisecond frame period, the
throughput is almost linear. If the switching processor can only process one packet
for each frame period, the throughput reaches a maximum value very rapidly. The
throughput is now limited by the switching processor and mosi of the buffers are
queued in the system and Qaiﬁng for processing rather than being transmitted in the
communication links,

T(i) increases almost linearly with respect to i when i is small; it rapidly
approaches to a limit value when i is large. T{(i) can be approximated by the following
formula.

T{) = minimum of (ib, ) 3.3.21
where 1/b is the summation of average service time for a packet through the network.

There is a physical interpretation for this. When i is small, the packels are
widely scattered in the queueing network. The chance that a packet has to wait for
ancther packet is very small, so the throughput of the nelwork increases linearly with
respect to i. When i becomes large, the throughput is bounded by the processing
capability of the network, so the increase in the number of packels will not increase
the throughput. We will divide the curves into two regions: the customer-bounded
region, isf/b, and the processing-bounded region, i>¢ /b, respectively. |

The model we discussed in the last section is assumed in the customer bounded

region. In that region, the switch has enough processing power to process all the
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incoming packels. The blocking of packels is due to the insutficient buffer spaces. If
the integrated switch is in the processing-bounded region, the number of buffers is
not very critical. In an ordinary packet switching network, if the syslem is in the
processing-bounded region, the network is congested. For integrated swilch, this
condition is called the over-loaded state, i.e., A>{c-ic,). In the next section we will

discuss the use of a secondary storage in the processing-bounded region.
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3.4, Secondary Storape Model

In general, a communication processor will have a disk or a secondary strorage
device‘ if the processor has to manage a file system as well‘as perform its switching
function. For a 'pure switching processor, however, the speed of a dir;k is too slow to
meet the needs of a real time environment, so a disk is seldom used. For an ordinary
packet-switching network, like ARPANET, a disk is not necessary. Because the
expected waiting length of packets at the swifch is much less than the buffer space of
the switch, congestion will not occur frequently. Although the function of the
integrated switch is similar to that of an ordinary packet-switching network, we feel
that for the specific environment, a secondary storage device might be helptul. For
the integrated switch, the waiting time has a very large variance, and the expected
frequency of congestion is rather high. A congestion of an integrated switch occurs
when it enters the overloaded states, i.e, when the input rate isl higher than the
processing capacity for the Class 11 packets. This will happen whenever i, the number
of Class | customers, is above a certain level such that (c-ixc, Jup<hy. Once congestion
occurs, not only wiil packets passing the congested switch be slowed down, but ali the
adjac-ent swifches will be affected. All the packets destined for the congested swifch
_ cannot be sent out at ;'egular rate, and the adjacent switches will havé less buffe_r
space and processing power to process other packets, When the. cause of the
congestion disappears, some fime is required to release the congestion of the network.
becausé the expected frequency of the 'integra!ed switch being in the overloaded
states is rather high, a secondary storage device is suggested for the integrated

switch. Such a device will prevent the adjacent switches from being affected by

112



congestion and speed up the recovery process after congestion. When the integrated
switch is in the overloaded state, it can pump the excess packets iniﬁ the secondary
stdrage device rather than block them. Aithough the packets will still suffer extra
delay, time to transfer to the disk and back, an overioaded switch will not affect its
neighbors by blocking the packets transmitted to it.

Whether to block a packet and lel it be transmitted again or to accept it and put
it into disk is unclear. For both cases, the packet will suffer extra delay. A four-frame
period is usually required to make sure a packet is blocked and to transmit it again.
The transfer time to and from a disk is of the same order of magnitude, so once the
situation happens, it is going to suffer about the same amount of delay. There are
merits to blocking a packet rather than putting it on the disk, however. This is
especially true when the dynamic routing algorithm is used to determine the'faste§t
route for a packet. It is hard to determine the response time if the next switch gives
a quick positive acknowledgement but puts the packet in disk for a Ioné period. On the

other hand, the use of a disk will relieve the congestion once it occurs,

3.4.1. Modeling

A model similar to a waler contairer is used to model the secondary storage
device. The buffer space is modeled as the water container with input rate X and
output {service) rate u. If the container is full, no more water can come in; if the
container is empty, no water will flow out. Unlike an ordinary container with one input
pipe and one outpul pipe, tHis container is connected to an infinite reservoir through
two extra pipes at water levels Ny and N,. When the water level is below N, anather

water stream of rate o« will flow into the container. When the water level is above N,
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a water stream of rate 4 will be pumped out of the container, The purpose of these
two extra pipes is to decrease the probability of the container being full and to

increase the usage and the throughput of the container.

) i — S
_______ —>
N -2 i P \
to and from an infinite
L / reservoir
N 1 -~ — ol
—> K

Returning to the integrated switch, we can let the water container stand for the
buffer space and let the infinite reservoir stand for the disk, the secondary storage. A
and o« will represent the transfer rates to and from the disk. The secondary stotage
is used only o store the excessive data packets, and a full paraliei processing of the
switching processor and the disk controller is assumed. Whenever the number of
packets exceeds the limit Ny, the disk will be enabled to transfer a biock of data onto
the disk. When the number of packets in main memory is below N,, the reverse
process occurs, i.e., a block of data is brought back into the main memory. A block of
data moving to and from the disk may contain one or more data packets. This model
reflects the nature of a communication procssor. Unlike most 1/0 queueing models of
large multi-programming computer, the data (packets) are not designated to any
specific users. Like the water in our analogy, which makes no distinction between
users, this model does not require that the user’s space and the packets be monitared.

Every process is assumed to be memoryless, ie., Poisson input process,
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exponentially distributed service time and block transfer rates. A Markov chain model

is buiit as foliows:

Oi |
It

The state of the system is the number of packets or the number of occupied buffers in
the system, where X is input rate of packeis, 1/u, the average service time, 1/, the
average time to read a block of data from the disk, 1/4, the average time to write a
block of data on the disk, K, the number of data packets in a bloék, and N, the number
of buffers in the primary memory of the switch,

in the above model, a block transfer from the disk will be requested as long as

the number of occupied buffers is less than N|. The transfer request will be granted

P Y LA

R
i

only if there are still less than N; occupied buifers ai the time the block is completed.

Similarly, a block transfer to disk request will be granted only if there are still more
than N, occupied buffers after the transfer is compicted. This scheme can be bui into
the real system very easily, b;:cause the transfer to and from the disk is actually a
COpPY process foﬂowéd by a deletion process. Now we define :
P; = probability thal system is in state i
= probability there are i occupied buffers.
To simplify notation, we use the foilowing:
0 i<0 or i>N.

>\i had {
)\.i O<izN
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H; 0<igN

u=§
0 otherwise
3.4.1
o OsisN,
ol = {
c otherwise
A N,<i<N
A=
A 0 ofherwise
and P; = O for i<0 and i>N.
Then the balance equation becomes
N+ sy + ot % ) P = NPy * g Piay + o4oPiok + RiaPiak
for all O<i<N 3.4.2

P, can be solved with the normalization constraint, 2= P.=1. A special technique
is developed to solve this problem without inverting the (N+1}X(N+1) matrix. We will
call this technique forward and backward algorithm. This algorithm can also be used to

solve a much more complicated problem, as will demonstrate in the next section.

3.4.2. Forward and Backward Algorithm

The algorithm is similar to the recursive technique developed by Herzog et

al.[Her78). The recursive lechnigue introduces the substitution

K
r
P'sJ = rEl CJ,] PN,r

for some boundary states PN,r’ and, from some baundary conditions and the balance
equations, Cir,j are calFulaied. The algorithm has a serious drawback: When the '
transitions becomes complicated, as they do here, no single set of boundaries can be
found to solve the whole system. Here we suggest that two sets of boundary states

be chosen instead of one. From the balance equations, the boundary states will meet
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somewhere in the state space. By matching those probabilities, we will obtain the key
to solve the whole system.

The basic transitions to and from siate i are:

At most six of the eight transitions to and from state i will be nonzero.
it Bk = otisk - B =0
If the boundary chosen is Py, then ali the transitions from states i-1, i, and i~k
are known and can be used to caiculate slate (i+1), The process will stop at | when
Bi .k is nonzero. The same thing occurs if the boundary is chosen as Py and the
recursive process stops at i when «;_, #0. So, instead of one boundary state, there
are two, Pg and Py. This is the philosphy of the forward and backward algorithm.
Let . |
P; = a;Pg + biPy 3.43
then we will have
O wj ot ) 3 Po N g+ ot + BB Py
= N 1@iog * B+ oiodiog * Biakiag Po
HAjogbiay * g By + oDk + Biibisk) P
Setl the coefficient of Py on both side of the equation equal, and we will have:
O+ + oty + B 3 = Xyai g+ liag A * otiokBiok * Biakdivk
O+ ot + Bi) By = Aj_ybiy + wjaiBigy + ofiobiog * BiskPivk
3.44
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with the boundary conditions that ag=1, by=0, ay=0, byy=1.
The forward process is
Xiar = Hiwy DOGrupregi e )X = X Xicy = odioXiog = BiaXiak] 345
and the backwa.rd process is
Xioy = [ Ovraaproci# 80X, = iy Xinp = ogiiXio = BiaXiand/Aioy 3.4.6
The algorithm calls for using the forward process to calaulate X; from i=0, 1, 2,
-, , as far as possible untit &;,, is nonzero. The backward process is also used to
calculate Xj from j=N, N-1, N-2, - , -, . Where Xl- is either a; or bi' The two processes
will -meet. and we will have two different sets of e and bj representing the same P}-, or
we will have

PJ = ajPo + bjPN

= a}F’o ¥ b}F’N_ 3.4.7
Then we get .Po = (bj-bj,)PN/(aj’-aj) and
Py = [{bj-b; (aj -aj) - a; + bJPy 3.4.8
and
N L * 1
Pn = [EO {{bj-b; }(a; -2) At b;}] 3.4.9

There is one situation in which the above algorithm does not give a solution is
the one in which the following states exist in the system:

/A’Q\l»‘

U~

i.e,, Np-NysK. In this siluation, a block transfer coming from the disk will automaticaily

generate a block transfer request back to the disk. The data structure of the

algorithm are two array A[0:N] and B[O:N].
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Algorithm 3.1

[OXinitial) Read in values of o, 4, A, u, NI, N2, -N, K. Set A[1]=B[l]=small for
I«1,2,,,N, where small = 2100710 11=0, 122N, and A[0]=B[N]=l,
A[NJ=B[0]0 '

[1Xforward process) If 11+K2N2 and A[11+K]=small then go to [3); otherwise

X « right hand side of equation (3.4.5) replace X; by AlTl
Y + same as above equation except for B[ ] rather than A[]
leil41,
[2]if 11=12 then goto [G); otherwise A[I1]«X, B[I1]«Y and goto [1].
[3)backward process) If 12-K2N1 and B{12-K]=small then goto [L]; otherwise set
X « right hand side of equation (3.4.6) replace X; by A[l].
Y « same as above equation excepl for B[ ] rather than A[ ].
Set 12<12-1;

{4] If 11=]2 then goto [B); otherwise A[12)«X, B[12]«Y, goto {3]

[SXcalculate the ratio PO and PN) se+ (B[113-Y)/(X-A[Ii])

[6] Set

N
PIN) « {Z (ReA{11+B0I])"
(7] P{1] «(R+A[1}+B[I1]*P[N] for I=0,1,2,-,, N-1.
~ Let us review this algorithm i|l1 relation to the problem. First we will go to
. forward process and calculate 11=0,1,2,3, - - until 11=N2-K. Then we will switch to the
backward process. The bacl-c'ward process will calculate 12=NN-1,- - , until for some
value, either 11=12 or ALPHA[1}0. The latter case implies that 12<N1+K; then we go
back to the forward process. Because the A[l1] and B{I1], which are A[N2-K] and

B[N2-K], are already calculated at backward process, the forward process can go on
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until 11=]2. After I1=12, we can use equation (3.4.8) lo calculate the ratio of the two
boundaries, PO and PN. Then from the normalization constraint, the exact vaiue of the

boundary states can be calculated.

3.4.3. Numerical Results

The secondary storage device is suggested mainly for use with the integrated
switch often in overloaded states. So, unlike in Section 3.2, where pi=ip is assumed,
the service rate of occupied buffers, or the rate at which the occupied buffers are
released, is assumed to be:

iy _ i<e;
i3 ' 3.4.10

Cip f2¢;
where ¢ is the number of virtual servers of the system without the free buffer queue,
or equal to r/b of equation (3.3.21). c is also the breaking point of dotted lines of
Figure 3.3.1. From this definition, ¢ may not be an i.nteger and may not be equal to
any number of physical servers of the system. cu is the maximum throughput the
queueing network can handle. So, if the number of occupied buffers is less than c,

some of the processing power is wasled. Where the utilization tactor of the network

is defined as:

N ..
R= £ minicp 3.4.11
=0 ¢ i
the system is fully utilized if the number of occupied buffers is greater than c.
Here u is the b of equation (3.3.21), ie, 1/p is the average total service time
required for a buffer to pass through the netwark. Suppose a swi_tch will wait 2/p

time to determine that a packet is biocked and lo retransmit it. As we discussed

before, 2/u will be of the same order of magnitude as ihe transfer time of the disk.
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S0, «t=R=u/2 is assumed in most of the numerical resuits, i.e., the extra delay required
to retransmit the blocked packet is the same as that required to put the packet onto a
disk. | '

Blocking probability and the utilization factor are the two criteria used here.
Figure 3.4.1 shows a typical relationship between blocking probability and the
utilization factor when the system processing capability changes. It also shows the
advantage of the secondary storage device. Figure 3.4.2 shows the effect of ¢: The
number of virtual servers of the network, changes if the traffic intensity, k[u, i5 kept
constant. Figure 3.4.3 and 3.4.4 show the effect of the choice of N, and Ny In
overioaded states, A>cy, the choice is rather unimportant, while it is quite critical in
under-loaded states, A<cp. Figure 3.45 shows the effect of the disk transfer rate: The
blocking probability decreases linearly as the disk transfer rate increases. For A=cy,
the blocking probability almost vanishes when «=8=u. For overioaded states,
X=1.5=tcm the blocking probability becomes half for a disk with transfer rate ot=p,
where 1/p in general wili be in the order of 30 milliseconds or more. So even a
modcratg speed disk can improve the system behavior greatly. Figure 3.4.6 shows the
effect of using the Erlang{w,k) disk transfer time instead of the exponential transfer
time, where Eriang{ect,k) disiribution has a mean of 1/e and a variance of o(.,sz. In this
figure, Erlang distributions of the same mean, but with degree one and- 10, .are
- compared. Although the distribution looks a little different, the blocking probability

and utilization factor differ from each other very litile.
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3.5. Conclusion

Both first-fit algorithm and dynamic assignment ﬁf fixed-size bulfers sacrilice
the larger size packets. too much in a heavily loaded system. But both give a superior
memory management than other schemes in a lightly loaded system. The proper choice
of a management schemes depends on the real environment of the communication
network. Alsc the priority system discussed in section 3.2 is suggested. A small
sacrifice of the low priority job can decrease greatly the blocking probability, and
shorten the response time of high priority jobs. For uniformiy distributed packet size,
the choice of the buffer size is not critical, while the method of distributing the
memory among different size buffers is important. A secondary storage device might
well be-worth the trouble. Even a relatively slow disk can improve the network
performance, especially if there is a high probability that integrated switch will enter

the overloaded siates.
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CHAPTER 4 SENET Network Design

4.1. Introduction

The special frame structure of the SENCT network brings up the two special
‘problems: the channel capacity assignment problem(CA) and the frame skew assighment
problem (FA). The CA problem is solved once and for all for other communication
networks at the time of their design stage. However, the SENET network will
dynamically assign the channel capacity to data tratfic under different loading of voice
traffic, and therefore the CA problem’also has to be solved dynamically. The FA
probiem exists only for the special frame structure of the SENET network. As
mentinn.ed in Chapter 3, the information contained in a frame can only be processed
after the whole frame is received accurately, and no information in a frame can be
changed once the switch has begun transmitting the frame. Different frame skew
assignments may differ by from several milliseconds to one frame period at one
switching node. This delay is essential for the voice slots which have to pass several
nodes from source to destiﬁation.

In Section 2, general design variables, performénce measures and a formulation
of the probiem of dosigning a SENéT computer -communication network are stated. In
Section 3, the capacity assignment probiem is viewed with the small frame assumption.
It becomes the general assignment problem that [Ger73] among others has solved.
Then the coordinate descent method and Newton’s method are used to solve the
general case. A simple example is also given showing the capacity assignments of

different criteria and constraints. In Section 4, the skew assignment problem is solved
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as a MILP( Mixed Integer Linear Problem). In Section 5, a heuristic algorithm is given

for lhe skew assignment problem and the results are compared with those of Section

4,
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4.2. The Model

There will be three sub-sections: variables, performance criteria, and the

formulations of the problem.

4.2.1. Variables

Here we list the variabies that are to be considered in this chapter. The list is
by no meéns complete and a more sophisticated design lmight involve additional
varfable#( such as; reliability, priority for voice and data, etc.)

Topolopy: We consider a directed network [N:A], where N is the set of nodes( of
cardinality n), and A is the set of directed arcs( of cardinality m). We shall use
N; to indicate the ith node and Aij to indicate the directed arc from N; 1o Nj. For
convenience of notation, we also index the links as directed arcs with subscript
to refer to the jth. link as Aj, and index the node Nij as the nod.e at which the ith
link is connected to jth link. Sets [N:A] are the topology of the communication
network and are assumed to be fixed over the whole chapter.

Channels: To each link is assigned a capacity ¢; which is the bandwidth for data traffic;
such capacity will be only considered as a continuous variable. Also, for a given
link i there is a cost D, associated with value of capacity:

0; = dilc;) : 4.2.1

Which may be the real cost of the links or just a refiection of voice loading on

the link. For the linear clost situatir;n we will use d as the cost vector, in which

d-i, the ith element of d, is the capacity-cost of ith link.

Traffic Matrix: Let "ij {packets/sec] be the required average rate of transmission of ‘
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data packets from fink i to link j. If link i is not directly connected 1o link j then
"ij"c_" "o,j is the traffic generated by the node where link j begins. Ajg is the
traffic destined for the node where link i ends. The routing policy of the packet
iz not considered here.
The channel fiow )‘j is the traffic on link j,
. = E = E

Aj |.o)“'l |=0XJ' 4.2.2
Let 1/p [bits/packet] be the average packet size. Aj has to be less than Cju for
all. the links, otherwise the queue length of link j will be infinite.

The throughput A of the whole network is defined as the summation of all

channel flow.

m m

;\.,:x,zzx-- 4.2,
=11 imlj=0 ) . : 2:3

Frame Skew: Let 8 be the frame skew of link |. Ji is defined to be greater than or
equal to zero and less than F, the frame period. All the frafne skews are
relative to each other, so there is one degree of freedom of skew assignment.
Usually we set s;=0, which means the first fink is the standard link. The skew

: assugnment will only affect the delay of traftic being transferred it will not af!ect

the traffic when It is first generated and when it ends at the node.

Other variables: The storage available in the node could also be considered as a design

variable and associated with a cost. However, in this chapter no such

consideration is made.

Priority can be assigned o packels according 1o their nature {acknowledgement,
con.trol packet intrinsic priority, ete.) or weighed by their length. The possibility of
dividing the packet into priority classes{ wilh the number of classes and boundaries as
design variables) would probably afiect the design of the network; however, we do not

consider such a feature and assume that all queues are managed on a FIFO basis.
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4.2.2. Performance Measures

Several criteria can be adopled to measure the perfarmance of a communicalion

network. The lists here ara the performance measures most commonly used.

Average Message Delay T

Recall, from [Kle70], that the general expression of the message delay T is of
the following form:

jmom '
T = =% Z-‘k--[Tij(s;,s,-,p;,ni,')*Pi] 24

Ajml i=0 )
where A = the total throughput [packets/sec]
s; = frame skew of ith link. |
'p; = propagation delay in Jink i [sec/messg]
ny = processing time in {he node connecting link i o link j.
Tij = delay on the node connecting link i o link j [sec/packets].

Tij consists of the node processing fime, queueing time for link j and the wailing
for the frame to be transmitled. For the special frame structure of the system, Tij has
the following form:

Tij = sijrijlsihF | for i#0 425

where Sij is the mis-matched delay of link j from link i.

Sij = sj—-(si+pi+nij) mod F

is the time left for data packels to be transmitied after they have arrived at the
node and had the necessary processing.

Because the number of frames is a non-negative integer random number

depending on Sij Tij is the number of frames the data packet has te wait until it is

133



transmitted. For koj traffic, S is assumed to be uniformiy distributed in the intervat
[O,F) and i is half a frame period.
A queue for link j is formed. The input is a joint of streams )‘ij for all i, each of

the streams comes in af the discrete time -sij+k-F for all integers k. The average T;j

becomes

Ty = sij+§0Pr6b{(k-1}-F < W-s;; < k-FTKF 4.2.6

where W is the waiting time at the queue of link j. | .

In this chapter, we will make the following assumptions in different situation.

(i) Independent Assumptiom: We are using the assumption made by
Kleinrock[Kle72] that the independence between the arrival time and the length of a
data packet can be intel;preted as that the packet enters the network trom an external

source. With exponentially distributed packet length and no acknowledgement traffic

[Kie70], the queue is modeied as a M/M/1 system.

Prob[rij(sij) = k] = Prob{{k-1}F < W--si‘i <kF] _ 427
kF‘PSij .
= dF(W) 428
(k-1)F+s;;
where .
dF(W) = (ucj-kj)exp[-(ucj-kj)W] dW 429

‘So

r::

0.9
i = kEl k‘Pbe[“’\'l)‘F < W_sij < |'\F]

oo

=l£1 k‘exp{-[(k—l)F+sij](pcj—)\j)} - k-exp{-(kF+sij)(ncj-)\j)}
- .

=exp[-(ucj-kj}sij]"£1 exp[-k(ucj-kj)F]

eXP[‘( ”C]-Xj}sl]]

l-exp[-(pcj-Kj)F]

4.2.10
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for
roj = F/2 + F/(pcj-kj) - 84212
(i) Deterministic Assumption. The packet size and the traffic flow are
de'terministic. The voice slots can be considered as a deterministic packet flow in the
network. This is also the Iihiting case that the frame period is large compared to the
mean service time of a link for a data packet. By the law of large numbers, the
standard deviation of the summation of n independent random numbers is only 1/n of
each of the individuals. In the frame structure, all the packets corﬁing in a. frgn_we
period are packed and transmitted together. The variance of waiting' timtlzr ld-e.c.rela‘s.es _

as the frame size increases, and r;:>0 is negligble compared {o s::;. We have
i) i)

Tij = sij'

Mean-kth-Power Delay T(Kk)

in the paper [Mei72] it was observed that, in minimizing T, a wide variation was
allowed among the delays Tij‘ In order to take into account such variation, the

following alternative performance measure was proposed:

m m
k .
TR [ % ;EI Z T 1 /k | 4.2.13

where kzi. If k is large enough, the variation among packet delays is

considerably reduced at the expense of a higher average delay. [Mei72]
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Maximum Average Delay Tmax

Maximum average délay is the special case of mean-kth-power when k goes to
infinite, it becomes the so called "mini-max criterion”. This performance measure is
used when the guaranteed maximum del_ay can not exceed some prefixed value. In a
communication network, especially” for voice and interactive data, this performance
measure is often used at the expense of a higher average delay.

Tmax= max 3 { Tjji}
over all i,j

)
Q
L]
—-

The total cost of the communication is assumed to be:
D = i";:ldi(ci)
where the function d;( - ) may. be the real physical cost of the communication
links or just a reflection of the blocking probability of voice calls. di( - ) may be linear
or concave, depending on the characteristics of the link. |
There are other important criteria such as the throughput and the reliability of

the system, which we will not discuss here.

4.2.3. Design Problems

(IYOptimum Assignment of Capacity (CA problem)
given : topology, throughput, routing, frame skew
objective : minimize T
design variables : capacities.
const}aints D = i%ldi(ci) < Dpax _ 42.14

HCj 2 kj for all |
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(it}YOptimum Assignment of Frame Skew (SA probiem)
given : topology, throughput, routing, capacity
objective : minimize T
design variables : frame. skew.

constraints : K > kj for all j 4215
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4.3. Capacity Assignment Problem

given : topology, thruput, routing, frame skew

minimize T

design variables : capacities.

constraints : D = igldi(ci) 2 Dpax , 43.1
He; 2 )‘j

The independent assumption of [Kie72] is used. Tij is assumed as follows:

exp[-(ncj—kj)sij]

T. o= s + F 432
l—exp[-{pcj-kj)F]

where s;j = 5;-(s;+pj+n;;} mod F, and Oss;<F

4,3.1, Small Frame Capacity Assignment

Here the CA problem is solved for the smali frame assumption. At the en_d of
this section we will explain the physical meaning of this assumption. It will be clear
then that this assumplion may apply to some systems whose the frame sizes are not
small.

The small frame assumption is that the (pCj-?\.j)F is very small, ail the nonlinear '
term of the Taylor Series Expansion of equation (4.3.2) are neglected.

lﬂ[ytj-lj]sij
T.- - sii +

[ue;7 F
=
N 433
pe;=A;

This is a well-known formula for ordinary communication networks [Kle72). Each
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link is modeled as a M/M/1 queue with exponential service lime and Poisson input.
The service rate of a link_is i [bits/sec] and the input rale of data packels is kj .
[packets/sec]l. The average packet length is 1/ [bits/packets] and the average '
waiting time is “Tij [seconds per packet].
The problem becomes:

given : topology [\:A], data fraffic routing kij' and frame shew assignment 5ij-

m
inimi 1 1_qkaifk
minimize : T ={ =X 2. 43.4
ovr::zc {’\ j=1 "1 [Mﬂr%'] !

m .
subject to : I,Eldi(ci) S Dyax
pcjzkj for all j
This is the general mean-kth-power deiay criterion [Mei72]
For the monotonic property of function x'/k, to minimizing xk is equivalent to

minimizing x under the same set of constraints. So the probiem can be written as:

m

_ 1 1 .k

minimize : T == 2 A [— _ 435
over ¢ A j=1 J[Hcr’\s]

subject to : i%; di(ci} S Dhax
ucjzkj for all j

First the linear cost—capacity function is considered. The objective function is

convex because it is a sum of convex terms and the set of possible ¢ is also convex,

therefore a local minimum is also a giobal minimum [Had64] This problem can be

solved using the Lagrange Multiplier.

The Lagrangian L for the problem is

L = T+&D-D,,,) 4.3.6
Lz ]h/«g dic;-D_ ) 4.3.7
A j=l j.le"kj ’ j"l " ma)l( o

where 2 is the Lagrangian mulliplier.
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By differentiating the equation wilh respect to ¢j we obtain

3 Mot gen Y
—L= — o + A d; 4.3.8
6c A [ch-J\j (pcj-A)—jT A )

By setting the partial derivative to zero we abtain the optimum expression for <

ue; = A + o(.(kjldj)’/("‘*” | 4.3.9

where o is 2 parametér independent of j. Computing o by satisfying the cost
constraint obtain: |

o = (D

max ?5 dx)/[z CWERNA © 43.10

This expression of HC; is first derived by [Mei72] When k=1, the problem is to
minimize the average delay of the network, and the optimum assignment of ¢ is sO
called "square root" assignment [Kle72] For the min-max criterion, k-)oo,‘cj— evenly .
distributes the residue capacity (Dy,5,~& djip

"C(.co)

max

Concave Cost-Capacity Function

For the concave cost-capacity function, the aigorithm to find the local minimum
can be constructed similarly to the aigorithm developed by [Ger73] which solved the
' spe.cial base ‘of k=1. No algorithm to find the global minimum existed. The algorithm
follows, the detailed proof of existence and convergence is cited in [Fra72] and
[Ger73)

Let us assume that dilc;) is a concave, nondecreasing function of ¢;, for

i=1,2,3,.,.,N. (see Figure 4.3.1)
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4

> C
FIGURE 4.3.1 CONCAVE NONDECREASING COST FUNCTION
The inspection of the cost constraint of equation (4.3.1) shows that the set of
feasible ¢;’s is not convex. Therefore, there exist in general, several local minima. If
we assume that alt functions djl¢;) are continuous and ditferentiable for ¢;>f;, then the

local minimum is characterized by the following properties:

Property 4.1 -

If ¢ is a local minimum for the concave problem, then it is aiso a global minimum

for the probiem with cost-capacity curves linearized around ¢. (see Figure 4.3.2)

cosT

FIGURE 4,3.2 LOCAL MINIMUM
The above property is an immediate consequence of the fact that the set of

feasible moves dc around ¢ is the same for both concave and linearized problems.

Property 4.2

If <M is a feasible assignment, and c¢("*1) 5 the solution of the problem

tinearized around ¢{M then

TeM* 1)y < T(lnh 43.12
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Dconcave("(n+1)) s Dlinear(c(n+1)) % Dmayx 4.3.13

where Dcpncave(c(n+l)) is the cost compuied on the concave curves and
Dlinear("(n+l)) is the cost computed on the linearized curves of onl,

Plroperty (4.1) and {4.2) lead to the following algorithm for the detegminallon of
local minim‘a.
Algorithm 4.1 Let 9 be a starting feasible assignmént.

[0] (initial) Let n=0, Ty=00 |

[1] Compute P+ ogolution of the problem linearized around M and qompute

Tre =T 1),
[2] I T4y -Tal<¢, where ¢ is a proper positive tolerance, stop; £+ s a local
minimum within the tolerance, otherwise, let n=n+1 and go to [1]

There is an important case of the concave cost-capacity funtion in which the
{ocal minimum is unique and coincides with the global minimum'. Such a case is known
as the "power law cost function” [KIe70] and the cost function is given by:

dilc;) = dic;* + dig : 43.14

where Osotsl

The “power jaw cost” case has been discussed extensively by Kleinrock and a
proof of uniqueness of the. local minima can be found be in [Kle70].

Now we will discuss the physical meaning of the small frame assumption. The
-first order_faylor series expansion will be a good approximation if (I-Aj/pc})nch is
small for all j. There are two situalions for which this condition will hoid. One i§ when
ych is very small which is why we call it the small frame assumption. cijF1 which is the
number bf bits for data traffic during a frame period is small. This situation may occur

on a slow speed link sub-network or on a network with heavily loaded voice traffic
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that little capacity is left for data traffic. The other possibility is when (l-kj/ucj) is
small for all j. This_ is a heavily loaded network for data traffic. The average queue
length of links is relativéiy large and the nature of the frame structure loses its
property of discreterness,

If either of the above situations happens, the smail frame assumption applies and

the network becomes the ordinary packet switching communication network,

4,3.2. General Capacity Assignment

The small frame condition is dropped here. First the linear cost-capacity
condition is considerad., We have the problem

Aiis d;.

given : Sip Xijs

m m AIJ expl (uc )\Jsuj
minimize : T = X I .| yie 4.3.15

over ¢ j=1i=0 1-exp[-(uc;-\;)F]
subject to : cjzxj
E djcjst)max

The objeciwe T is also convex because it is a sum of convex terms and the s.et
of feasible c’s is convex, therefore a local minimum is aiso a global minimum [Had64}
We first ignore the constraint chZAJ and verify that the solution satisfies it a
posteriori. We also notice that the oplimum solution satisfies the cost constraints at

equality and therefore regard it as an equality constraint. Now the prablem becomes:

minimize T{c) 43.16
. Dbverc . -

m
subject to jEI dj¢j = Dpax

Instead of minimizing the above problem, the fallowing unconstrained problem is
minimized.

minimize f(c|3)= T(c)+/€(1: djc; Dmax) : 4.3.17
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Let {4}, h=1,2,---, be a sequence tending to infinity such that for each h, 2,>0
and fBn. 1”8 Then for each h solve the problem : minimizing fcl/,) and obtaining a
optimum solution M. By the theorem of section 12.1 of [Lue73) \lue know that any
limit poi;\t of {c(h)} is a solution of the origin problem, Because the local minimum is
also a global minimum there is only one limit point of {c(h)]. And for each h such that

m

3'?1 djcgh) = Dpax then Meuc(h+1) and therefore the optimum soiution has been

found. The algorithm is as followed:

Algorithm 4.2
[0] (initial) set n=0, soive for f{el3g) by some global convergence algorithm.
(1 jgl djcgh) =D gy S1OPS h) s the optimal solution, otherwise B, =etBh:
[2] Solve for f(c(h+1)|ﬂh+1) by some fast locaily convergent algorithm. go to [1})
If Qe choose too large a Ag to begin with, the initial solution will converge very
slowly, while too small a By will result in a lot of iterations. Here we propose two
different algorithms for [0] and [2}. For h=0 fhe plroperty of global convergence is
very important, we-have to find some thing to begin with. The Coordinate Descent
Method is chosen for its well-known global convergence property. But for h>Q, the
abproxima’te solution is kné)wn, <o the local convergence rate is the crite?ion with
which to choose the algorithm, Newton;s method f_ﬁr m-dimension is chosen. Newton’s
method has convergence rate 2 but has to inverse a matrix of dimension m. : In this

case, there exists a neat analytic' form so that the inverse is quickly obtained, and we

have a very fast algorithm.

' Coordinale Descent Methods

Instead of soiving the m dimension problom at once, we solve the probiem one

dimension at a time,
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minimize (¢ },c5,..Cp) 4.3.18

over CJ'

The cyclic coordinale descent algorithm minimizes f cyclically with respect to the
coordinate variables. Thus c, is changed first, then c,, and so forth through'cm. The
process is then repeated starting with c, again. Although no proof can be given for
the giobal convergence of Newtons method. Newton’s method of one dimension for
this problem can be proven to be globally converge. For coordinate Cjr fj(c:j) is the
object function. Because fj(cj) is convex, fj“(cj)<0, the tocal minimum is also the giobal
minimum and there is at most one local minimum point. f}-(cj) is continuous and ils first
derivative is also continuous for all pcj>Kj. fj(cj) is negative at pcj=>\j and positive at
¢j=0, $0 the stationary point, fj'(cj)=0, exists. B'ecause of its convex property, fj(cj)

has a local minimum. In the second derivalive of fj(cj) with respeact to ¢j every term is

positive and is a monotonic decreasing function of ¢,. It is easy to prove that

".
Newton's method is globally and locally convergent for such a function. The iterative
formula is as follows:

(n+1) _{m v (nyy e (n) '
; S 7l (> f. {c: : 4.3,

cJ e—c] j(cj )/J (cJ ) 3.19
By the theorem of the coordinalte descent method, if every coordinate is globally

convergent then the whole problem is also globally convergent.

Newton’s Method

L]
Newton’s method for m-dimension has a local convergent rale of 2, aithough it
may not be globally convergent. For this problem, it does diverge at points far away

from the optimum points. The order of convergence is defined as the supremum of the

non-negative numbers p satisfying
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__ Irper
0z limit ————— < 4,3.20
n-so  jr,-r¥P
for sequence {rn} converge to r*,

Before explaining the algorithm, lot us :ntroduce some notation; For a scalar
function f{e) of vector ¢, the gradient of f(c), Vi{c), is a vector whose ith element is the
partial derivative of f(¢} with respect to ¢ The Hessian matrix, Flc), is defined with
the (i,j) element as the secondary partial derivative of f{c} with respect to ¢; and cje
The iterative formula of Newton's method of m-dimension is

1) o ) [F(c("))}"lVf(c(“)) 4.3.21

f{c) is the f{c|B) cﬁ equation (4.3.17), it is easy to see that f(c} has second partial
der’ivativeé. If ¢ is near the minimum point, Flc) is positive definite and the method ’is
well defined. Now we will prove that Fic) is positive definite for every point. F(c) has
a very good property that it can be represented as a diagonal matrix Gle) plus 25 Bdd’.
Where G,(c), the (i,lth element of the diagonal matrix Glc), is equal to the second
derivative of T(c) with respect to ¢; and is greater than zero for all ¢;.

Flc) = Glc}+28,dd". 43.22
where d is the cost-capacity vector, and d' is its transpose. By definition of
- positive definite.
x'Fle)x = x'Glelx + 2,(¢h(x'd)2
='§_1 ijGj(c) + Zﬂk(){'(l)z
20 _ for all 4.3.23

The equality holds only for x=0, by the definition that Fic) is positive definite for

all ¢. Because Fic) can be represent by this form, F(c) can be inversed \)ery gasily.
[P = [Gl) + 2800 T

= G-I + mhd“‘(c)dd']"
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= GHeT - 28,67 (e)dd' /(1+28,d°C = (e} 4.3.24
Here we use the identity formula

-l . _xy' 3.

Concave cosl-capacity condition

m
The constraint is now ,Eldi(ci)stax, and the unconstrained optimum problem
i=
becomes:
- ,
mgn\;g;zg felB) = T(c)+[(h(j§1 dj(cj)"Dmax_) : 84.3.26

The Hessian matrix now has a more complicated second term. Let Dic) be the
second term of F{c). Then the (ij)th element of Dic), the second derivative of

. m
[jEl dj(cj)"Dmax}z with respect to ¢; and ¢, is as tollows:

d d
Dij(c) =2 {-—a-‘-:-—idi(ci)]' [-Jc-;—dj(cj)] 43.27

4.3.28

) . d2 m
Dii((:) = 2[——di(ci}]2+2-;c—_-2—di(ci)[£l dq(cq)-Dmax]
- I

d
dc;
D can be presented by a diagonai rﬁatrix VdVd’, where Vd is the gradient of d,
- with ith element di'(ci). The Hessian matrix Fc) of equation (4.3.21} becomes:

Flc) = Glc) + Dlc)

m
= Gle) + 28,VdVd" + 28, H[ X di(c))-D 43.29
Jﬂl A

max]
where the diagonal matrix Hic) has ith element din(ci}, the second derivative of di(ci)
with respect {o ¢;, Now the positive definite property of F(e) may not be valid. The

choice of &, must be made very carefully. In the begining, Ay, is chosen very small so

m
that Gi—Zﬂh[jgl dj(cj)—Dmax}Hi is always positive. Then the 4, can be larger but
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always keep ﬂh[z di(c;)~Dpyax] very smail so that the Hessian matrix is positive

definite around c(n), the nth iterative value.
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4.4, Frame Skew Assipnment Problem

In this section the problem of the skew assignment of SENET network is studied

in order to minimize the data packet delay through the network,
4.4.1. Formuiation

The capacity assignment:problem has the very good property that both the
objective and the constraints are separable functions( i.e. expressed by summations of
terms, eachr‘rerm representing 'the constitution of an individual link). Ur_\fortunately, the
frame skew assighment problems do not have such good properties. Another probiem
is that the skew time is a mod function which is neither linear nor concave. To solve
the FA probiem is very difficull, so only the deterministic model is tried (ie. the
deterministic assumption in section (4.2}, in which the service times of packets are not
random variables),

The probiem is

given : p;, Nijs )\ij

g:'rél’rnzze l?: klj{[s ~(s; +p]+n”)]mod F) 4.4.1

subject fo : Oss;<F for ail i

To simplify the terms without loss of genefality, we will use nj te present the

terms (pi+n i) mod F. The propagation delay p; on link i is absorbed in Nij the
processing time for transfer traffic from link i to link j. The problem becomes
minimize 2 Ajjilsj - (sy+nj;)Imod F} 342
over s

The non-linear mod function is replaced by the foilowing form.

ZG; = s - {s+n; )modF=s—(s+n)+k -F
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where kij is an integer. If we define ZijSj» and njj as being in the range [O,F) then kij

can only be one of three values 0, 1, 2. The above non-linear non-concave

optimization problem can be formulized as a mixed integer linear program as fallows:

minimize = Ki-z'-,- 4.43
overs ij YU _
subject to Oss;<F for all i

Oszij<F for all i,

Zij"Sj - (SI‘H'I”) + I’\UF

The above formulation can be simplified. Only the zij>0 constraints of z;; are

effective. Therefore the slack variables 2j can be eliminated and the problem becomes:

minimize &= Kij{SJ-(Si"'nij)*'kijF] . 4.4.4
over s |
subject to. Oss;<F for all i

sj-(si+nij)+kijF20
k;j=0,l,2 forl all i,j.
It seems that the constraint that kij be a non-negative integer no greater than-2
is also unﬁecess_ary. However in the state of the art, the algorithms to solve integér
programming are nol very well~developed and the upper limit constraints of k;j do

prevent the algorithm from drifting away.

4.4.2. Branch and Bound Algorithm

Branch and bound algorithm, an optimizalion technique that uses the basic tree
enumeration, is used to solve the above MILP( mixed integer linear program) [Gar72,

Lan73). A binary tree is formed with each edge impasing a constraint and each vertex
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j representing the set of constraines given by lhe edges along the unigque path Pj- from

Vo to Vi

| FIGURE 4.4.1 BRANCH AND BOUND TREE ENNUMERATION
If no further exploration from a vertex can be profitable, it is said to be
fathomed. More generally, if the problem is to find every x¢5, then vertex j restricts x
to Sj-, wher.e Sj is the intersection with the set of paints sat'isfying the constraints

given by the edge Pj. If Pj has k+1 vertices denoled by

VOTViOP Vi(Lp e Vitk-1) Vitk)™j 4.45
then '
$=5j(0) Sj(1)> 2. - (k)5 a.4.6

We call Vi(k-1) the predecessor of Vi which in turn is called a successor of iis
predecessor. Jf a vertex j does nol have any more integer constraints, it is called a
tail vertex, or just a tail, Le. all integer variables of the original problem are fixed by
the set of consiraints Pj. If the original problem is an all integer program, then the
value of the object function at the tails can be obtained by substituting all the
constraints. In the MILP cases, the tails, with all the integer' variables fixed, have to
solve a pure linear program to get the object function.

A veriex that is not fathomed and whose corresponding constraint sel can be

separated more is called a live vertex. Branching means choosing a live vertex to

consider next. The rule of branching considered here is to choose one of the
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successor vertices of the vertex currently being considered. If the current vertex j is
fathomed, one simply backiracks along Pj until a vertex having at least one live
successor is found. One of those successor vertices is chosen for branching. If there
are no live vertices, the enumeration is compiete.

In a pure enumeration method, every tail is calculated. In braﬁch and bound
algorithm, every vertex is estimated by an upper bound and the algorithm will go to its
successors only if it is not fathomed, ie. if lhere is any possible improvemcnf of the
object value. Let the problem be:

max z{x), *€S ‘ 4,4.7

Suppose the enumeration is at verlex j in the tree. The problem considered at

Vi is
max  z{x), xesj 448
Let ‘
2{(x*(}}) if x;* solves equation (4.4.8).
2f={ - if §; is an emply set. 449
0 if equation {4.4.8) is unbounded.

- An upper bound Ejzzj* may be calculated by considering the relaxation of

equation (4.4.8).

max z(x} xGTj_:_J_Sj _ 4.4.10
and letting |
w if equation (4.4.10) is unbounded
Ej = { - ' if Tj is empty, infeasible - | 4.4.11
2 02 i x0(j) solves equation (2.4.10)

The choice of Tj is one of the critical parts of any branch and bound algorithm,

It must be chosen such that equation (4.4.10) is relatively easy to solve, but at the
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same lime must yield an upper bound at a verlex which is valid for any of its
successors, since, if vy is a successor of vj then Tjgsjgsk. Here the choice of Tj is
made as follows:
Sj = {x,yIAljx+A2y-bj, x20 integer, y20} .5 44,12
T = {xyiAyIx+Ay=bl, xy20] 4.4.13
so thal Ej is calculated by solving the corresponding linear program. The algorithm to
solve the MILP is as follow:

Let us define BEST=best soiution discovered so far satisfying all the discrete

censtraints.

Algorithm 4.3

[0] (initiat) BEST=-c0.

[1] Set the new vertex as veriex j, Solve the linear program Tj. et
FUNC=value of the object function of this linear program.

[2] Check the position of vertx j. If it is a tail then go to {3]; otherwise go to
(4]

[3] (It is a tail vertex) If the value of the object function FUNC is greater than
BEST then substitute the best solution with vertex j, then go to [5]

[4] (It is not a tail vertex) If value of the object function is greater than BEST,
this vertex is live, then go to [6]; otherwise this vertex is fathomed, in which
case go to [5)

.[5] (back up) Current verlex is either a tail or fathomed. Backlracking along Pj-
. until a verlex having al least one live successor is enumerated. Set that live

veriex as the new vertex considered. If there are no live vertices, then
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stop, the enumeration is complete, output BEST and the corresponding
vertex; otherwise go to [11.
[6] (branching) It is probably profitable to go on further. Choose one of the

successor verlices of a current vertex as lhe new vertex considered, go to

{1}

4.4.3. Accelerating Alporithm

The above is the standard branch and bound algorithm for MILP. - Notice that if a
vertex is infeasible, i.e. ;.j=-oo. it takes solving a linear program to fiﬁd out. In the
problem of equation (4.4.4); there are other intrinsic constrainfs which make a iot of
vertices infeasible. Before we go furlher, some graph theory terminologies are
explained. Intuitivly speaking, a di-graph {(directed graph) is a set of poinis, and a set
of arrows, with each arrow joir;ning one point to another. The points are cailc%d the
nodes of the graph, and the arrows are called the arcs of the graph. An ;arc is

represented by an ordered pair (x,y), where x and y are vertices of the graph, node x

is called its initial endpeint, and node y is called its terminal endpoint. Node y is also

calied a successor of node x, while node x is predecessor of y. If the directions of the
" arrows in a graph .are not specified, the graph is called an undirected graph or just a
@h_. Ther arc without any specification. .of its direction in fhe undirected graph is
called an edpe. An undirected graph is callled a simple graph if:

(i) It has no edge of form (x,x).

(ii) No more than one edge joins any two nodes.

A-sUbgragh S of a graph G is a graph with the sﬁt of the nodes a subset of

nodes of G and the set of arcs a subsef of the arcs of G. A chain is a seguence
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QU s "y u,) of arcs of G such that each arc in the sequence has one endpoint in
common wilh ils predecessor in the sequence and its other endpoint in common wilh
its successor in the sequence. A cycle is a chain such that the two endpoints of the
chain are the same node. A graph is copnected if there exists a chain alxy)} for each
pair (x,y) of distinct nodes. The graph is called separated if it is not connected. A
tree is defined to be a connected graph without cycles. Edges in a tree is called,
branches.

Now look back at the constraints:

Sj'(si'*“ij)*kijF?-o' for all )\ij>0 ‘ 4.4.14
0ss; |

For convenience, a delay graph is constructed to show the traffic and the delays;.
of the real communication network. Let the node of the delay graph be the
communication links, an arc (i,j) on the deiay graph exists only if the traffic )‘-ij of the |
communication network is non-zero. Figure 4.4.2 shows an exampie. Then for the
summation of equation (4.4.14) over a cycle L of the delay graph, we will get:

(i};).(L njj < (iﬁL ki F for every cycle L | 4.4.15

We will prove that eguation (4.4.15}) is the necessary and sufficient condilion for '
equation (4.4,14) to have a feasible solution. Suppose a system of linear inequalities

fi(x)2e; (1=<isp) 4416

where fy, f3, .4 4 fb are given linear functionals on %, and ofy, vi9; 4 4 0lp @€
given real numbers. The system is said to be consistent, if there exists én x which
satisfies the above system; otherwise it is said to be inconsistent.
Theorem 4.1 (Consistence Theorem of [Fan56] )

A system f(x)2e for i=1,2, ., ,p, is consis;tent if and only if every set of positive

p P
numbers X; satisfies i‘Elxifi-o which in turn impties that ,Ellio(.fo.
= 1=
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Another way to state this theorem is that if a system fi(xi)aot.i, (i<isp) is
inconsistent then there exists a set of positive numbers {X;} such that igplkiffo and
Eplkio-:iéo.

Theorem 4.2
Equation (4.4.14) has a consisient solution for {s;} and {kij} if and only if

equation (4.4.15) is satisfied.

‘Proof : The necessary condition is easy if {s;} and {kij} are consistent then equation
(4.4.15) is just the positive linear combination of equation (4.4.14), so equation
(4.4._15) will. be consisient. |
The sufficient condition can be proven by aﬁsuming that there exists a set of
{kij} which satisfies equation (4.4.15) by not giving a consistent solution of {s;}
for equation (4.4.14). Now equation {4.4.14) is jusf a function of s;, and it is
inconsistent. |

sj-siznij-k;F - : for all X;;>0 | .' 4.4.17

Then by theory 4.1 there exists a positive linear combination of - equation

(4.4.17) which makes the left part equal to zero. Bult this linear positive

combination is over the incident matrix of a graph, so this set forms a cycle.

This is a contradiction because we just assumed that equation (4.4.15) is valid

for every cycle. This proves the theorem, o ' #

Algorithm 4.4 Check the feasibility of the vertex of MILP. | |
[O] (initial) BEST=-w, find all the simple cycles of the digraph.

[1a] Set all the nonfixed Kij equal to their upper bounds, i.e. kij=2- Check all the

simple cycles to see if {kij} is feasible for inequality equation (4.4.17).
[1b] K {"‘ij} is feasible then solve the linear program with {s;} and all the

nonfixed kij; otherwise set FUNC=-w, i.e. declare the vertex to be fathomed.
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By the above algorithm, the feasiblity of a simple cycle is always checked first
before solving the linear problem,

The k-tree algorithm for a simple cycle of a digraph is used in step [0] of
algorithm 4.4. [Ber73] The algorithm is based on k-formulas, which are a linear
notation for the specification of digraphs. The nofation was introduced by Krider
[Kri68). The trees of k-formula are cailed k-trees. Let N={1,2,3,.n} be the set of
nodes of the digraph. Collect the links for all k¢N from which links originale into a tree
with node k the root, and the lerminal nodes arranged in ascending order from left t§

right. This tree is called the atomic tree of node k and is denoted t,.

° : ‘fﬁ "f_o
4} ¢ £ ,/}.

First the atomic trees of all nodes of the digraph are merged into a single k-tree

Iy ?

5% |

FIGURE 4.4.2 ATOMIC TREE

O it O
a-—\“‘—o

3

or a set of k-trees, Tilow » v »Tp In One k-tree, any specific atomic tree can

appear at most once. Here is an example of forming of a k-tree.

()
> &
» &

FIGURE 4.4.3 K-TREE
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Note that a k-tree must merge as many atomic frees as it can, but for some k-
tree it n';ay not be able to merge every atomic tree of the digraph.

Then we can find all cycles of the digraph by traversing the k-lrees and
chacking the path from the root of the tree to the terminal node. If the path contains
a subpath (Cpronty) then one cycle is found. By carefully marking nodes, the duplicates

can be eliminated [Ber73].
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45, Heuristic Algorithm

Even with the accelerating algorithm of section 4.4.3, the mixed integer fine_ar
program stlll runs very slowly. For a communication network with 4 switching nodes
and a complete graph topoiogy with duplex links, there are 12 real variables and 24
integer variables, For a pure enumerating method, 324 { each integer has three
choices) linear program of 12 variables have to be solved. So inherently the integer
programmin;g costs a lot of computation time. Next .we will discuss some properties of

the optimum solution and develope a heuristic algorithm from that.

45.1. Cuts and Trees

Here a graph implies a simple connected graph. A maximum spanning tree T of a

connected graph G is a tree subgraph with a set of nodes containing every node of G.
Unless otherwise noticed, a tree implies a maximum spanning tree. ‘A cuf is a set of
arcs in a graph such that if the arcs in the cut are removed from the graph the graph
will be separated. The set of fundamental cut relative to a tree T is the set of
minimum cut such that éach cut contains one link in the cotree G-T of T. Where the
minimum cut is a cut such that any strict subset of it is not acut. A fundamental cut C,
of tree T is a fundarﬁental cut which has branch i of T in it. Arcs in the tree are called

branches while arcs in the cotree are called chords.

Lemma 4.3

Suppose a communication network which has links a, b, ¢ with non-zero transfer

traffic to link r, i.e. Ay App A Breater than zero. And suppose t,, ty,, t. are the

»
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times when the transfer traffic has finished being processed and they are ready to be
sent out. Then the optimum assignment of the frame skew of link r must be equal to
either of t_, f),, or t.. Whelre optimum 'assignment is defined as the assignment of the
least total wait.ing time. |

The general form of the total delay at this junction i-s the sum ‘of [(s,-
t;) mod Fl#x;, wherei=a, b, c.

Suppose that the oplimum s is.not equal to any of t, ty,, 1. lJ\.Iithout loss of

generality, suppose s, the skew assignment of link r, lies befween ta‘ and t,.
aQ
\\ . 5 o % '
b r 1 l
e — i é ‘ .
P | v, F

FIGURE 4.5.1 MERGING LINK CONFIGURATION

The deiay at the junction will be
(sp-t Jmod F + (s -t )mod F + (s -t )mod F
c= (spmty) Agp + (Fotyds ) App + (Fotersp) A,
= Ovpr A IF = A Hphprttehee) + Qgrthpetieelse
= otHA,, + Ap ) s, . 45.1
It is -obvious that decreasing s, a litlle will produce a smalier total delay. So it
is a contradiction that s is the optimum skew assignment. It can be prove.d similarly
for other cbnfiguratiorw of skew assignment. So for a single network like this the
optimum assignment of link r must be matched to one of the links.
That communication networks with more than three input links merge into one
link can be proved similarly, for the third term becomes
ié (F-tiss e = (F-tors M, ' 45.2
with
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R

Elxir = Acr

L3
and tc = Eltixir/)\cr. 453

Nex} we consider a similar network with a link r which has non-zero transfer

traffic to links a, b, ¢, i.€. Mg Appys Ape ¥ 0.

-

=T ; .
< 10T

*e

FIGURE 4.5.2 SPLIT LINK CONFIGURATION

Where t is the skew time of link a minus the necessary processing.ﬁme for the
transfer traffic A, and then mod F, or t, is the perfect matching time of link r to link
a. The total delay will be the summ;tion of A, times (t;-s,)mod F over i=a, b, c.

With the same argument, we will have the delay as

T= ot-(Xpq + Appy + ApclS, 45,4

for some constant parameter o which will remain constant until s, matches
either t,, ty,, or t.. It is obvious that increasing s, a little will always give a better
performance if s, is not equal to any of the times tg, t,,, t.. So in this case the optimum
of s, is also matched to one of the links.

Now_we \Qiﬂ consider a more complicated network.

+a i, 'llc

b ’
T

\a
N

t, o '*-e i-:{.

FIGURE 4.5.3 GENERAL LINK CONFIGURATION

Where t,, b, t. are the time ready lo transfer the traffic X\;., App Aep
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respectively. And 1y is the skew time of link d minus the necessary processing time
for traffic X,y tg, t; are defined similarly. In other words, those times t,, ty, to, 1y to,
and i; are the perfect matching times for link r to the specific links.

M,M The optimum skew assignment for link r can always be set {o match
one of the links. |

The proof is very simila‘r to lemma 4.3, Suppose there is an optimum assignment
of s, which is not equal to any of the matching points. By similar argument to that of
the proof of Lemma 4.3, the total delay of the network will be of the form

Tt A Php Ao )5 =g #h g +hrgls,

If Nz Appthce) is greater than (A 4+A o +A¢), then decreasing s, a little will
always produce a smaller delay for the network which is a contradiction of s, being
the optimum assignment. So s, must match one of the t;. Otherwise, the increase ot s,
will always decrease T by the same argumen. If (A . +Xg +2.,) isl equal to
(Arg+trretrrf) then we can shift s. without affecting the network performance. So we
can always shift s, until one link is matched. This completes the pr_oof.: | ) g

Now we ?onsider a general graph. For any subgraph L of graph N, we will
prove that if N is connected, then there is at least one arc which carries non-zero
transfer traffic between the communication links in L and the communication links in N-
L which is mlatched, i.e. its t'raﬁsfer delay will be zero. Here the graph is the delay
graph which has the briginal communication links as nodes and the non-zero transfer
traffic as arcs between nodes. Each arc on the delay graph has a corresponding

traffic and processing time of the communicalion network,
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FIGURE 4.5.4 GENERAL NETWORK CONFIGURATION

The argument is very similar to the argument for the aBove two lemma. 1If none
of the arcs is matched, then the tendency to decrease the skew time will be
proportional to all the transfer tratfic into L, otherwise, the tendency to increase thé
skew iime is proportional to the transfer traffic leaving L. If the amount of traffic
going into L is greater than the amount of traffic leaving L, then decrease the skew
time a little for al links of L until one arc is matched. This will always decrease the
total delay. The opposite is true when one increase the skew time a little. So in each
of these situations the optimum assignment of skew time for L must have‘ at least one

matched arc. Therefore the following theory is proven.

Theorem 4.5

For the optimal skew assignrﬁent in a delay graph, there exists a connected sub-
graph of the matched arcs.

'By this theorem, we will only consider the sef of skew assignments which 'has a
connected sub-graph of matched arcs. In graph theory, a maximum spaﬁning tree of a‘
connected graph can reach every node, so a maximum spanning tree of matched arcs

can determine all the skew of the nodes, or the communication links of the original
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network. We will call such a maximum spanning lree as malched tree in skew
assignment, |

By heuristic, it seems that the tree with maximum total transfer traffic will. be
the matched tree of the optimum skew assignment. But this is not true. The foliowing

example will show the reason and will also explore the complexity of the problem.

b

L 20(4) ? ”(4') - ) .
s o\ ¢ N / d_ 9 @

’ > o ° —— o ° 20(6) ? ——
ﬁ-\ / \Aﬂ £ c'/ITF(J

(]
FIGURE 455 AN EXAMPLE o(6)

The number on the arcs of the delay graph is the amount of transfe:r traffic
corresponding to the arc and the number in parenthesis is the necessary processing
time for the arc. The frame size is 10

Then the matched tree of maximum transfer traffic and the .corresporading skew

assignment is L

FIGURE 4.5.6 MAXIMUM TRANSFER TRAFFIC SKEW ASSIGNMENT
The total mis-matched delay is
Apgl12-4+8)] + Agg[11-(242)] = 107

But the matched tree of the optimum assignment is as follows:

FIGURE 4.5.7 OPTIMUM FRAME SKEW ASSIGNMENT
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The total mis-matched delay is
A gl18-(5+7)] + Agelll-(8+2)] = 93.

‘ Why is the first skew assignment not.optimurﬁ? There are two cycles (abdefa)
and (acdefa). The first skew assignment minimizes the cycle (acdefa), and the second
skew assignment minimizes the cycle (abdefa). The cycle (abdefa) has total processing
time 19, and the cycle (acdefa) has total processing time 23. For a network of frame
size 10,_ the cycle (abdéfa) is much more vulnerable than cycle {acdefa), Hence the
first skew assignment fails. |

To search all the possible trees is infeasible for a moderately complicated
network, the number is C;-l where m is the number of nodes and n is the numbe_r
pieces of non-zero transfer traffic. A heuristic algorithm which compares the skew
assignments with matched tr.ees differing by only one arc,i.s developed. It is well
known in graph theory that the set {x;Ju{T-i} is also a tree for any arc x; in Cj. Thus
we Acan replace branch i by any arc of C; and still make a tree. If we choose these
trees as matched trees in the skew assignment, then the difference between these
skew assignments will only occur at the arlcs in C. Therefore'the. algorithm must
choose. the arc in a fundamental cut such that the mis-matched delay in the cut will bé

minimum,.
45.2. The Algorithm

Now consider a matched tree T and its relative skew assignment and a
fundamental cut C; of T, First we mark the nodes on one side of the cul and assume
the skew assignment of these nodes to remain constant, because assigning of the skew

depends on the direction of the branch. Group all arcs in cut C; into two sets A and B.
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If an arc in the cut is from a marked node_ to an unmarked node then this arc is in A,
otherwise the arc is in B. If we replace branch i by an arc x in the cut as a malched
a.rc. Depending on the direction of the arc x, the change of skew in the unmarked
nodes will differ. Define x, the original mis-matched delay of arc x. If x is in B then
every shew assignment of the unmarked nodes should increase an amount x. ;
otherwise x is in A and the skew should decrease x, for all the unmarked nodes. For
an arc y in C; that is neither i nor x, there will be some change of mis-matched delay
during the change of the matched free. Now suppose the new skew iajcreases by x,
for all the unmarked nodes, then if y is in B the mis-matched de-tay should subtract x,
amount, otherwise the new mis-matched delay should add x, amount. The mod F
should apply to the arithematical operation after the results are found. A decrease of
skew by x, is equivalent to a increase of skew by F-x,.
Alporithm 4.4
[0] (initial) Read the frame size, the structure of the delay graph that a two
column vector LINE of L elements is set with arc 1 from node LINE{1,]] to
node LINE[2,I} Set the incident matrix which thg ith row has { only at node
LINE[1,]1] and LINE{2,]]. Set the processing time of arc j at vector DELAY[J].
'.{l] Find a tree and set TREE[J]= 1 if arc Jis in the h’ee, otherwse TREE[J]-O
'[2} (set the skew ass:gnment of the node by lhe iree Mark a node if the skew
: -. is assigned.) Set SKEW[1]=0, MARK[1]=1; If MARK[!] l and MARK[J]=0 and
- we will mark node J if there is a arc K between I and J.
| SKEW[J}=(SKEW[1]+DELAY[K]) mod FRAME if arc K is from :i'fo Jand -'
SKEW[J]=(SKEW[1]-DELAY{K]} mod FRAME il arc K is from J to I Set

MARK[J}=1;
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{3Xfind lhe fundamental cut) Inversing the (M-1)X{M-1} square submatrix of the
tree and labeling _the corresponding column of INCD, the incident matrix wil
becc;me the fundamental cut matrix. For each row i, the set of the column j

" such that INCD[l,J}=1 is a fundame'zntal cut with respect to the column which
is labeled i. Because one row of INCD is redundant, so INCD[M,K] is used as
labeling for all K. Set J=1! and continue [4].

{4)find a tree branch) While INCD[M,J]=0 increment J by 1, if J>L then the
algorithm complete, stop; otherwise we have found a tree branch J, Set
MINN=J, entinue [5] _

[BIPut the cut corresponding to branch Jinto vector COTREE, and the nrumber of
arcs in the cut is NB; if NB«=O, then J=J+! go to [4) if NB=1, then if
LEM[COTREE[1]]<LEM[J] and arc COTREE[1] is not matched, then there wilf be
profit to switch to the new arc. Set MINN=COTREE[l], go to [11]; if NB>1
then continue [6).

[GjThere is a cut corresponding to the branch J of the tree T, mark ail the node
in one side of the cut.

[7]Set MINwmis—matched delay with J as branch. Set R=1,

[8]Calculate the total mis-matched delay of the cul with COTREE[R] as the new
matched branch, and set the value as NCWMIN.

[9]If NEWMIN=MIN, then sel MIN=NEWMIN and MINN=COTREE[R].

[10]Set R=R+1. If R<NB, then we have more arcs to look at, go to [8]; otherwise
all the arcs in the cul have been tried, continue {11].

[1 l}Che;k if there is a better choice than J. If MINN=J, then Jis the best in this

cul go to [8); otherwise eliminate the column MINN of the matrix INCD, so
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that only 1 in the column is at row INCD[M,J] where ihe branch J is labeled.
- Set INCD[M,MINN] equal to this row, and unlabel the column J of INCD. The
elimination process is the same as in [3] where the set of fundamental cuts _

is found.

[12]We get a new branch, reassign the unmarked node by increase ing or

decreaseing the same amount XR such that it makes branch MINN matched.

Set J=1, go to [4]

The above is the main frame of the algorithm. Step [3]is to inverse soame of the

incident matrix and find the fundamental loop. Every iteration will find 2 new tree and
increase the performance. There is a finite number o.f trees, so the algorithuﬁ wiit
terminate. This algorithm will find a matched lree such that it is better than all its
immediate neighborhoods wHere one arc is different. Thus different initiai guesses of

matched trees may result in different sub-optimum configurations of matched trees.
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CHAPTER 5 Conclusion

This dissertalion describes the model, the analysis and the design of a.special
integrated voice/data computér communication system. The advantages and the
operation constrains of ihe integrated ‘switch aré thoroughly stﬁdied. This dissert.atio:n
gives guidances of the expected performance and the potentiél storage requiremeﬁt.
This chapter presents interpretations of results and indicates directions for fuiure

research.

5.1. Interpretation of Results

L]

In order.io meet cerfain grade of service for voice calls, the cdmmunication
system must have some redundant facility in addition to its traffic requiremeni. The
idea of the integrated switch SENET communication network is to use these rédundant
facilities fpr data packet communication. In Chapter 2, an integrated switch systemro‘f
ten-voice chanl;\eis and of job size ratio 10 and 10(5 is solved exactly. The exact
solutions are also comp-ared with various approximation methods and with results of
similar queueihg models. The ralionale of the very long data backet queue for the
integrated switch is thus concluded by ;he'queue occasionally entering the overloaded
states for a relati'\rety'[ong_ period. From the heavy load approximation of queueiné
theory, we believe that therdilfusion approximation should he a betterr approxi‘matio_n
-when the scale of the:integrated swilch increases and be relatively insens-ttive to the
dist_ribution o.f the serviée requirement. Though the qua'ntitaﬁve' results of a large

integrated switch with the realistic job siie ratio need turther investigation, the
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qualitative results do give a good meaningful estimation of the potential problems. The
~use of the redundant voice communication facilities for data communica!ion. will create
a long queue of data packels and will have slow response for inreractive data traffic. "
itis thos conceived thai to have real time responsr-.- for interactive data communication,
-some link capocilies shall be reserved for such traffic only. In -addition .to this, ther_
intégrated swifch needs a rrloch larger memory space to queue the data pachkets than
the conventional dara corr;munication processors such as ARPA IMP.

: Althoogh the data .packet gueue of integrated switch is rather long, the number-
of buffer needed for the switch to operate efficiently is Imuted The queueing neiwork
of Section 3.3 models the' buffer life-time and the relationship of throughput and
number of buffers, The concept of processing bound and buffer bound switching
processor is deveioped. Ir:: order to minimize the blocking probability for Class 11
packets by lacking of buffer and to maximize the memory utilization, a secondary
storage is suggested and modelled properly The use of a disk for éwitching processor
rs rather uncorwenhonal a speclai reservorr model and a .,pecmi forward and backward
' _algorlthm are developed. The block transfer time between disk and core is elther.
Exponent|a| distributed or Erlang distributed. 1t is shown that the performance of the
swﬂchmg processor with disk is msens;hve to the distribution of transfer time. Using
a disk for the switch will decrease the buffer requirement and isolate the overloaded .
swit_ch from infecting its .neighboring nodes. However the disk may create some
,reliabilit)r problems and also may compiicate the Operation.s of network. Several
schames to allocate memory into buffers are also discussed and their performance are
compared with each others. Both first-fit assignment scheme and dynamio assignment

of fixed-size buffer scheme -sacrifice the larger size packets too much in a heavy
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'
loaded system. However both give superior memory management schemes than other
schemes in a lightly Ioaded system. A reserve priority buffer assipnment scheme is
suggested for communication network With priority on its data packets. High priority
packets can be alloc.ated moré buffers than low priority packets can. A small sacrifice
on the low priority packets can decrease the blocking probability and thﬁs shorten the
response lime of high priority ;;ackeis a lot, |

In order to have real time response to the interactive data communication, some
communication link capacity shall be reserved for Class 11 traffic only. The |il-11-ﬁ
capacity assignment to interactive data is discussed as a grade of service trade-off
between Class 1 and Class 1l traffic. The SENET communication network with framé ‘
strt;.cture and the concave cost-capacity function is solved by the coordinate descent
- method aridr Newfon’s method. The capacily assignment problem for the SENET
netwérk is different form other communication net\Qorks and thé link capacities .%hall
be re-assigned when the traffic situation chanées. Another problem re!éted to the
frame struﬁture of SENET is the frame skew assignment problem. Because of the
frame period, the delay of packets is discretely incrémented by the frame period. The _
mis-matching of the frame skew between links will cause the longer buffer life~time,
thus require Iargér memory space as well as suftfer extra mis-match deiay.' The frame
skew assignment problem is formulated as a mixed integer linear program. A specialr '
speeding algorithm for the global optimal assignment as well as a heuristic algorithm
for local opﬁmal assignment is developed. This frame skew assignment alsé needs

dynamically re-assignment when the traffic flow on links changes.
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5.2. Directions for Future Research

VWith the changing c;::rt structure of processing power and communi.c.at_iOn powér,
many- mtegrated switch networks will be designed and used The nature of voice and
data communlcahons are still unclear, and the relatqonshlp between ihem are also leﬂ
unexplored. The flow control in an integrated switch network is especially 1mportant
fo fhe network performance, while it is totally unknown yet, Possible lerther studies

are putlined below:

 1.With a backbone _communicaiio; networkl using T1 carrier, a 10 millisecond
frame conta.ins 15,440 bits. If haif of the capacity can be used by Class 1
traffic and each volce slot contains SO bits, then the integrated s{viich has 57
" Class 1 channels. For a 2000 bits packet, a T1 carrier can transmit the whole -
packet in about 1.3 millisecond. . Comparing 1.3 millisecond with the average 3
minutes voice call, we find that the realistic Class [/Class II job size ratio is in -
the order of 100,000, An integrated switch of such order can be solved by
diffusion approximation, but 'the validation of such approximation either by

simulation or other methods stiil needs lots of efforts.,

-Z.The ;on’(rol protocol for the integrated switch corﬁmﬁnication network
‘.especially with disks needs a lot of work to find the impact of the p.resent '
protocol and the effectiveness of the disk. The feasibility of using CCD or
magnetic bubble as a secondary storage device and their corresponding models

will lead the communication processor into a better cost-performance region.
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3.The processing of data packels is assumed to be Exponential distributed. A
“simulation for general processing time will give a better understanding of
buffer life-time behavior and might suggest a better buffer management

scheme.

4.The cosl-capacity function discussed in Chapter 4 is assumed to be link
independent. However, there are some relationship between .the cost 6f
adjacent links especially in SENET the cost function is the gr.ade of service. of
"Class I traffic. A study of this will give a more clear picture of data flow in the

network and can provide design guidance of flow controi and network protocol.
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