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#### Abstract

In this work we study the generation of singularities (shock waves) of the solution of the Cauchy problem for HamiltonJacobi equations in several space variables, under no assumption on convexity or concavity of the hamiltonian. We study the problem in the class of viscosity solutions, which are the correct class of weak solutions. We first examine the way the characteristics cross by identifying the set of critical points of the characteristic manifold with the caustic set of the related lagrangian mapping. We construct the viscosity solution by selecting a single-valued branch of the multi-valued function given as a solution by the method of characteristics. We finally discuss how the shocks propagate and undergo catastrophe in the case of two space variables.
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## 1 Introduction

This paper considers the formation of singularities of the solution of the Cauchy problem for the Hamilton-Jacobi equation

$$
\begin{align*}
& u_{t}+f\left(u_{x}\right)=0,(x, t) \in \mathbb{R}^{n} \times \mathbb{R}, \quad t>0  \tag{1.1}\\
& u(x, 0)=\phi(x) \tag{P}
\end{align*}
$$

where $\phi, f \in C^{\infty}\left(\mathbb{R}^{n}\right)$. The initial value problem $(P)$ is well-posed in the sense of viscosity solutions introduced by Crandall and Lions [11]. For small time $t$ the viscosity solution is determined by using the classical method of characteristics. There is, in general, a critical time at which the characteristics start crossing and we can assign different values at the same point as a solution. Thus, the function given as the solution of $(P)$ via the method of characteristics is multi-valued. Therefore, we expect that the globally defined viscosity solution is not $C^{\infty}$. Indeed, singularities appear, i.e. discontinuities in the derivatives of the solution accross a set of surfaces (shock waves).

In the present work we continue the program started in [16] and we investigate how the shocks are generated in higher dimensions. The Hamiltonian function $f$ may be neither convex nor concave. We first study the way the characteristics cross. We present two alternative approaches. The first one is based on the theory of caustics developed by Arnold [1] (see also [5], [7], [3], [6], [4]); the second uses techniques of the theory of critical points of
smooth mappings presented in [19]. We then study the multi-valuedness of the function $v$ given as the solution of $(P)$ by means of the classical method of characteristics. We finally choose the proper single-valued branch as solution and prove that this is actually the viscosity solution. The theory of caustics describes the different ways the caustics may bifurcate in lower dimensions. The information can be used to study how the shocks propagate further and undergo catastrophe.

In the case where $f$ is convex, Fleming [13] has proved that, except for a set of lower dimension, the set of singularities lies on the union of $n$ dimensional manifolds. Assuming that the convex function $f$ is only continuous, Cannarsa and Soner [8] have proved some regularity properties of the Lipschitz continuous viscosity solution. The complete structure of the shock curves in the case $n=1$ has been investigated in [16] (see also references cited there). The method of constructing the solution by selecting a single-valued branch of the function given by the method of characteristics is originated in Tsuji [21], who has investigated the case of a semi-concave solution corresponding to a convex Hamiltonian $f$. In particular, [21] examines the two-dimensional problem using the theory of critical points of smooth mappings from a plane to a plane obtained by Whitney [22]. A rigorous proof for the case of a conservation law in higher dimensions has been obtained by Nakane [19]. The author uses the characterization of critical
points of smooth mappings from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ given by Morin [18].
In this work we study the propagation of shock waves for the correct class of generalized solutions of $(P)$, that is, the viscosity solutions. We also establish the proper setting for studying the way the characteristics cross, which is along the lines of the theory of caustics developed by Arnold [1].

The paper is organized as follows: In Section 2 we review the basic facts about the method of characteristics and viscosity solutions. We show that the viscosity criterion across a shock surface holds provided that the graph of the Hamiltonian $f$ lies below or above the line segment defined by the jump across the shock. In Section 3 we study the way the characteristics cross. In Section 4 we study the multi-valuedness of the function $v$. The viscosity solution is constructed in Section 5. Finally, in Section 6, we discuss how the shock waves propagate and interact, for $n=2$.

By the time this work was completed, the author has received Nakane [20], which uses the techniques presented in [19] to study the formation of shocks for the semi-concave solution of $(P)$ corresponding to a convex Hamiltonian $f$.

## 2 Preliminaries

### 2.1 Method of characteristics

The classical method of characteristics for the Cauchy problem (P) reduces the solution of the partial differential equation to solving the following ordinarydifferential initial value problem

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=f^{\prime}(p), \frac{d p}{d t}=0, \frac{d v}{d t}=-f(p)+p^{T} \cdot f^{\prime}(p), x, p \in \mathbb{R}^{n}  \tag{2.1}\\
x(0)=y, p(0)=\phi^{\prime}(y), v(0)=\phi(y), y \in \mathbb{R}^{n}
\end{array}\right.
$$

In the sequel a vector will be considered as a $(n, 1)$ matrix and its transpose will be denoted by a superscript $\left(.^{T}\right)$. The operation of multiplication is taken in the sense of matrices. The equations (2.1) are the characteristic equations related to ( P ) and their solutions are given explicitly by the equations

$$
\begin{gather*}
x(y, t)=y+t f^{\prime}\left(\phi^{\prime}(y)\right)  \tag{2.2}\\
p(y, t)=\phi^{\prime}(y), v(y, t)=t\left\{-f\left(\phi^{\prime}(y)\right)+\left(\phi^{\prime}(y)\right)^{T} \cdot f^{\prime}\left(\phi^{\prime}(y)\right)\right\}+\phi(y) \tag{2.3}
\end{gather*}
$$

Suppose that we want to find the value of the solution $u$ of $(P)$ at the point ( $x, t$ ) using the classical method of characteristics. Then for a fixed time $t, t$ sufficiently small, there exists a unique characteristic line (2.2) passing through the point $(x, t)$ originating from the point $(y, 0)$. Indeed consider the mapping

$$
x_{t}: y \rightarrow x=x_{t}(y) \equiv x(y, t)
$$

Then for $t$ near zero,

$$
\left|\frac{\partial x_{t}(y)}{\partial y}\right| \neq 0
$$

where $|\cdot|$ denotes the determinant of the matrix $\frac{\partial x_{t}}{\partial y}$ and $x_{t}$ is a $C^{\infty}{ }_{-}$ diffeomorphism. If

$$
x_{t}^{-1}: x \rightarrow y=x_{t}^{-1}(x) \quad, \quad x \in \mathbb{R}^{n}
$$

is the inverse of $x_{t}$, then the solution of $(P)$ is given by

$$
u(x, t)=v\left(x_{t}^{-1}(x), t\right)
$$

In general, there is a critical time $t_{0}$ beyond which

$$
\left|\frac{\partial x_{t}(y)}{\partial y}\right|=0, \quad y \in \Sigma_{t}^{y} \subset \mathbb{R}^{n}
$$

where $\Sigma_{t}^{y} \neq \emptyset$ is the set of critical points of $x_{t}$. We denote by $\Sigma_{t}^{x}$ the image of $\Sigma_{t}^{y}$ under the mapping $x_{t}$. For $t>t_{0}$ the characteristic lines (2.2) start crossing and $x_{t}^{-1}$ becomes multi-valued. Therefore, the map

$$
x \rightarrow v\left(x_{t}^{-1}(x), t\right)
$$

is also multi-valued. The folds of its graph, however, have a certain form due to the Hamiltonian structure of the characteristic equations.

### 2.2 The notion of viscosity solution

Since the characteristics cross, it is not possible, in general, to have a globally defined smooth solution. This difficulty has been overcome with the introduction of the correct class of generalized solutions, called viscosity solutions ([11]; see also [10]) for which $(P)$ is globally well-posed. In the present work, the viscosity solutions are taken to be continuous. Beyond the critical time they are no longer $C^{\infty}$, because discontinuities appear in the derivatives of the solution.

Let $\Gamma(x, t)$ be a smooth $n$-dimensional surface in $\mathbb{R}_{x}^{n} \times \mathbb{R}_{t}$. Let $\mathcal{O}$ be a bounded domain separated by $\Gamma(x, t)$ into two domains $\mathcal{O}^{+}$and $\mathcal{O}^{-}$such that $\mathcal{O}=\mathcal{O}^{+} \cup \mathcal{O}^{-} \cup \Gamma(x, t)$. Then we have the following.

Theorem 2.1. Let $u \in C(\mathcal{O})$ and $u=u^{+}$in $\mathcal{O}^{+} \cup \Gamma(x, t), u=u^{-}$in $\mathcal{O}^{-} \cup \Gamma(x, t)$ where $u^{ \pm} \in C^{1}\left(\mathcal{O}^{ \pm} \cup \Gamma(x, t)\right)$. Then $u$ is a viscosity solution of (1.1) in $\mathcal{O}$ if and only if the following conditions hold true:
(a) $u^{+}$and $u^{-}$are classical solutions of (1.1) in $\mathcal{O}^{+}$and $\mathcal{O}^{-}$, respectively.
(b) If the vector $\tilde{\eta}=\left(-\left(u_{x}^{+}-u_{x}^{-}\right), f\left(u_{x}^{+}\right)-f\left(u_{x}^{-}\right)\right)$points into $\mathcal{O}^{+}$, then

$$
f\left((1-\lambda) u_{x}^{+}+\lambda u_{x}^{-}\right) \leq(1-\lambda) f\left(u_{x}^{+}\right)+\lambda f\left(u_{x}^{-}\right) ;
$$

if $\tilde{\eta}$ points into $\mathcal{O}^{-}$, then

$$
f\left((1-\lambda) u_{x}^{-}+\lambda u_{x}^{+}\right) \geq(1-\lambda) f\left(u_{x}^{-}\right)+\lambda f\left(u_{x}^{+}\right),
$$

where $\lambda \in[0,1]$. In particular, the graph of $f$ lies, respectively, below or above the line segment joining the points $\left(u_{x}^{+}, f\left(u_{x}^{+}\right)\right)$and $\left(u_{x}^{-}, f\left(u_{x}^{-}\right)\right)$.

The proof of the theorem is given in [16]. The condition (b) will be referred in the sequel as the viscosity criterion. The surface $\Gamma(x, t)$ in the neighborhood of which $u$ has the properties specified in the above theorem is called a shock surface.

## 3 The caustic structure of the critical points of the characteristic manifold

As we have seen in the previous section, there is in general a critical time $t_{0}$ beyond which $x_{t}^{-1}$ becomes multi-valued. Due to the special form of the characteristic equations, the critical points of $x_{t}$ are generically of specific type. Indeed, the characteristic equations are given in Hamilton's canonical form, i.e.

$$
\begin{equation*}
\frac{d x_{i}}{d t}=\frac{\partial f(p)}{\partial p_{i}}, \quad \frac{d p_{i}}{d t}=-\frac{\partial f(p)}{\partial x_{i}}=0, \quad i=1, \cdots, n \tag{3.1}
\end{equation*}
$$

If we consider the mapping

$$
g_{t}:\left(x_{0}, p_{0}\right) \in \mathbb{R}_{(x, p)}^{2 n} \rightarrow(x, p)=\left(x_{0}+t f^{\prime}\left(p_{0}\right), p_{0}\right) \in \mathbb{R}_{(x, p)}^{2 n}
$$

then, since

$$
\left|\frac{\partial(x, p)}{\partial\left(x_{0}, p_{0}\right)}\right|=1
$$

$g_{t}$ defines an 1-parameter group of diffeomorphisms, i.e. a Hamiltonian phase flow with Hamiltonian function $f$ (see [2], p.204). In the sequel we shall use the notation $\mathbb{R}_{(x, p)}^{2 n}$ to denote that $\mathbb{R}^{2 n}$ is considered as the range set of the variable $(x, p)$.

For the sake of completeness, we next recall some elementary facts from symplectic geometry. The space $\mathbb{R}_{(x, p)}^{2 n}$ equipped with the standard symplectic structure

$$
\begin{equation*}
w^{2}=x_{1} \wedge p_{1}+\cdots+x_{n} \wedge p_{n} \tag{3.2}
\end{equation*}
$$

is a symplectic space; see [2, p.219].

Definition 3.1. An $n$-dimensional submanifold of the symplectic space $\mathbb{R}_{(x, p)}^{2 n}$ on which the symplectic form $w^{2}$ induces the null form is called a Lagrangian submanifold.

Consider the manifold

$$
W_{0}=\left(\left(x_{0}, p_{0}\right) \in \mathbb{R}_{(x, p)}^{2 n}, x_{0}=y, p_{0}=\phi^{\prime}(y), y \in \mathbb{R}_{y}^{n}\right)
$$

The following proposition was established in [2], p. 440.

Lemma 3.1. For any smooth function $\phi$ the graph $W_{0}$ of its gradient is a Lagrangian submanifold of $\mathbb{R}_{(x, p)}^{2 n}$.

We also have the following proposition (see [5], p.289).

Proposition 3.1. The Hamiltonian phase flow preserves the symplectic structure.

Lemma 3.1 and the Proposition 3.1 yield

Lemma 3.2. The image $W_{t}=g_{t}\left(W_{0}\right)$ of the manifold $W_{0}$ under the Hamiltonian phase flow $g_{t}$ is a Lagrangian submanifold of $\mathbb{R}_{(x, p)}^{2 n}$.

Let

$$
\sqcap: \mathbb{R}_{(x, p)}^{2 n} \rightarrow \mathbb{R}_{x}^{n}, \Pi(x, p)=x
$$

be the projection mapping and

$$
\Pi_{t}: W_{t} \subset \mathbb{R}_{(x, p)}^{2 n} \rightarrow \mathbb{R}_{x}^{n}, \Pi_{t}\left(W_{t}\right) \equiv \Pi\left(W_{t}\right)
$$

its restriction on $W_{t}$.

Definition 3.2. The mapping $\Pi_{t}: W_{t} \rightarrow \mathbb{R}_{x}^{n}$ is called a Lagrangian mapping. The set of critical values of the Lagrangian mapping is said to be a caustic. By representing the manifold $W_{t}$ in $y$-coordinates we easily obtain

Proposition 3.2. The caustic of the Lagrangian mapping $\Pi_{t}$ is the image $\Sigma_{t}^{x}$ of $\Sigma_{t}^{y}$ under the mapping $x_{t}$.

Our first goal is to study the multi-valuedness of the mapping $x_{t}^{-1}$. This is equivalent to studying the structure of the surface $\Sigma_{t}^{x}$; in particular, the form of the generated caustic and the way caustics undergo metamorphosis as $t$ evolves. By metamorphosis we mean how caustics interact and change from one type to another and the way that different branches of caustics cross. The question of the generation and bifurcation of caustics has been answered along the lines of the critical point theory of smooth mappings; (see e.g. [5], Section 22.3). The obtained results are generic, that is they hold for a residual subset of the set of Lagrangian mappings. A subset is called residual, if it is the intersection of a countable number of sets, each of which is both open and dense in the set of Lagrangian mappings. For $n \leq 4$ there
are only finitely many inequivalent types of metamorphoses of caustics (see [5], [1], [7], [4]). The exact pictures for $n=2$ are given in [7], [4 Fig. 36], [6] and for $n=3$ are given in [5, Fig. 64, 65], [4, Fig. 40,41], [7]; see also [3]. For $n>4$ the caustics may be unstable and may bifurcate in infinitely many ways. The propagation of shocks, however, is not affected by the crossing of the different branches of caustics. The generated shock remains attached to the branches by which it has been initially determined and does not follow the evolution of the others.

In this work we shall investigate the way the shocks are generated, except in Section 6 where we discuss how the shocks propagate further in the case $n=2$. To accomplish the goal above, we need to describe the multivaluedness of the mapping $x_{t}^{-1}$ just after the first time $t_{0}$ for which $\Sigma_{t}^{y} \neq \emptyset$. This can be done without the use of the results of the theory of caustics, by expressing the mapping $x_{t}$ in canonical coordinates, following the lines of [19]. This task is undertaken in the rest of this section.

Let $\lambda_{i}(y), y \in \mathbb{R}^{n}$ be the eigenvalues of the matrix $f^{\prime \prime}\left(\phi^{\prime}(y)\right) \cdot \phi^{\prime \prime}(y)$. We make the following generic assumptions (see [1], [6]):
(A1) $\lambda_{n}$ has a negative nondegenerate local minimum for $y=y_{0}$ and $\Sigma_{t}^{y}=\emptyset$ for $t<t_{0}, \Sigma_{t_{0}}^{y}=\left\{y_{0}\right\}$.
(A2) $\lambda_{n}(y)<\lambda_{n-1}(y) \leq \cdots \leq \lambda_{1}(y)$ in a neighborhood of the point $y_{0}$.
Then it is obvious that for $t>t_{0}, t$ near $t_{0}$,

$$
\Sigma_{t}^{y}=\left\{y \in \mathbb{R}_{y}^{n}: 1+t \lambda_{n}(y)=0\right\} .
$$

Moreover, $t_{0}=-1 / \lambda_{n}\left(y_{0}\right)$ and $\Sigma_{t}^{y}$ is an $n$-dimensional manifold in $\mathbb{R}_{y}^{n}$. We have the following:

Lemma 3.3. At least one of the principal minors of order $(n-1)$ of the matrix $\frac{\partial x_{t_{0}}\left(y_{0}\right)}{\partial y}$ is different from zero.
Proof: Let $\tilde{\lambda}_{i}=1, \cdots, n$, be the eigenvalues of the matrix $\frac{\partial x_{t}\left(y_{0}\right)}{\partial y}$ and $\sigma(\tilde{\lambda})$ its characteristic polynomial. Since $\tilde{\lambda}_{i}=1+t_{0} \lambda_{i}\left(y_{0}\right)$, using (A2) we get

$$
\frac{d \sigma\left(\tilde{\lambda}_{n}\right)}{d \tilde{\lambda}}=\prod_{\lambda=1}^{n-1}\left(\tilde{\lambda}_{n}-\tilde{\lambda}_{i}\right)=\Delta_{n-1} \neq 0
$$

where $\triangle_{n-1}$ is the sum of the principal minors of order $(n-1)$.

We next study the multi-valuedness of the mapping $x_{t}^{-1}$. Consider the mappings

$$
\tilde{Y}_{t}: \mathbb{R}_{y}^{n} \rightarrow \mathbb{R}_{Y}^{n}, \quad \tilde{X}_{t}: \mathbb{R}_{Y}^{n} \rightarrow \mathbb{R}_{x}^{n}
$$

defined by

$$
\left.\begin{array}{l}
Y_{i}=y_{i}+t f_{p_{i}}\left(\phi^{\prime}(y)\right), \quad i=1, \cdots, n-1 \\
Y_{n}=y_{n}
\end{array}\right\}\left(\tilde{Y}_{t}\right)
$$

and

$$
\left.\begin{array}{l}
x_{i}=Y_{i}, \quad i=1, \cdots, n-1 \\
x_{n}=Y_{n}+t f_{p_{n}}\left(\phi^{\prime}\left(\tilde{Y}_{t}^{-1}(Y)\right)\right)
\end{array}\right\}\left(\tilde{X}_{t}\right)
$$

In view of Lemma 3.3, without loss of generality, we can assume that $\tilde{Y}_{t}, t>$ $t_{0}, t$ near $t_{0}$, is a $C^{\infty}$-diffeomorphism. Moreover,

$$
\Sigma_{t}^{Y}=\tilde{Y}_{t}\left(\Sigma_{t}^{y}\right)=\left\{Y \in \mathbb{R}_{Y}^{n}: \frac{\partial x_{n}}{\partial Y_{n}}=0\right\}
$$

Next, we define the sets

$$
\begin{gathered}
\Sigma_{t}^{Y, 1}=\left\{Y \in \Sigma_{t}^{Y}: \frac{\partial^{2} x_{n}}{\partial Y_{n}^{2}}=0\right\}, \\
\Sigma^{Y}=\left\{(Y, t): Y \in \Sigma_{t}^{Y}\right\}, \quad \Sigma^{Y, 1}=\left\{(Y, t): Y \in \Sigma_{t}^{Y, 1}\right\}, \\
\Sigma^{x}=\left\{(x, t): x \in \tilde{X}_{t}\left(\Sigma_{t}^{Y}\right)\right\}, \Sigma^{x, 1}=\left\{(x, t): x \in \tilde{X}_{t}\left(\Sigma_{t}^{Y, 1}\right)\right\} .
\end{gathered}
$$

We, finally, denote by $\Omega_{t}^{Y}$ the domain bounded by $\Sigma_{t}^{y}$ and by $\Omega_{t}^{x}$ the domain $\tilde{X}_{t}^{-1}\left(\Omega_{t}^{Y}\right)$.

We now state the following definition.

Definition 3.3. A critical point $Y_{0}$ of the mapping $\tilde{X}_{t}: \mathbb{R}_{Y}^{n} \rightarrow \mathbb{R}_{x}^{n}$ is said to be a fold (respectively cusp), if in a neighborhood of $Y_{0}, \tilde{X}_{t}$ is differentiably equivalent (see [5, page 8]) to the mapping

$$
\begin{gathered}
x_{1}=Y_{1}, \cdots, x_{n-1}=Y_{n-1}, x_{n}=Y_{n}^{2} \\
\text { (respectively, } \left.x_{1}=Y_{1}, \cdots, x_{n-1}=Y_{n-1}, x_{n}=Y_{n}^{3}+Y_{n-1} Y_{n}\right)
\end{gathered}
$$

According to the characterization of cusp points given in [18] (see also [19]) a point of $\Sigma^{Y, 1}$ is a cusp if and only if

$$
\begin{equation*}
\frac{\partial^{3} x_{n}}{\partial Y_{n}^{3}} \neq 0, \quad \frac{\partial^{2} x_{n}}{\partial t \partial Y_{n}} \neq 0 \tag{3.3}
\end{equation*}
$$

We use the above relations to obtain

Proposition 3.3. For $t$ near $t_{0}$ the following hold:
i) The set $\Sigma^{x, 1}$ consists of cusps and the set $\Sigma^{x} \backslash \Sigma^{x, 1}$ consists of folds.
ii) The set $\Sigma^{Y, 1}$ is a $C^{\infty}$-submanifold of $\mathbb{R}_{(Y, t)}^{n+1}$ of codimension 2, parametrized by $\left(Y_{1}, \cdots, Y_{n-1}\right)$.
iii) The set $\Sigma^{x, 1}$ is a $C^{\infty}$-submanifold of $\mathbb{R}_{(x, t)}^{n+1}$ of codimension 2, parametrized by $\left(x_{1}, \cdots, x_{n-1}\right)$.

Proof: It is easy to see that

$$
\frac{\partial x_{n}}{\partial Y_{n}}=\left|\frac{\partial \tilde{X}_{t}}{\partial Y}\right|=\left|\frac{\partial x}{\partial y}\right| \cdot\left|\frac{\partial \tilde{Y}_{t}}{\partial y}\right|^{-1}=\left(1+t \lambda_{n}(y)\right) \cdot\left[\prod_{i=1}^{n-1}\left(1+t \lambda_{i}(y)\right)\right] \cdot\left|\frac{\partial \tilde{Y}_{t}}{\partial y}\right|^{-1}
$$

Therefore
$\Sigma_{t}^{Y}=\left\{Y \in \mathbb{R}_{Y}^{n}: 1+t \lambda_{n}\left(\tilde{Y}_{t}^{-1}(Y)\right)=0\right\}, \Sigma_{t}^{Y, 1}=\left\{Y \in \Sigma_{t}^{Y}: \frac{\partial}{\partial Y_{n}} \lambda_{n}\left(\tilde{Y}_{t}^{-1}(Y)\right)=0\right.$
and for $Y \in \sum_{t}^{Y, 1}$,

$$
\begin{aligned}
& \frac{\partial^{3} x_{n}}{\partial Y_{n}^{3}}=t \frac{\partial^{2}}{\partial Y_{n}^{2}} \lambda_{n}\left(\tilde{Y}_{t}^{-1}(Y)\right) \cdot\left[\prod_{i=1}^{n-1}\left(1+t \lambda_{i}\left(\tilde{Y}_{t}^{-1}(Y)\right)\right] \cdot\left|\frac{\partial \tilde{Y}_{t}}{\partial y}\right|^{-1}\right. \\
& \frac{\partial^{2} x_{n}}{\partial t \partial Y_{n}}=\lambda_{n}\left(\tilde{Y}_{t}^{-1}(Y)\right) \cdot\left[\prod_{i=1}^{n-1}\left(1+t \lambda_{i}\left(\tilde{Y}_{t}^{-1}(Y)\right)\right)\right] \cdot\left|\frac{\partial \tilde{Y}_{t}}{\partial y}\right|^{-1} \neq 0
\end{aligned}
$$

Therefore

$$
\frac{\partial^{2} \lambda_{n}\left(y_{0}\right)}{\partial Y_{n}^{2}}=\left(\frac{\partial \tilde{Y}_{t}^{-1}\left(Y_{0}\right)}{\partial Y_{n}}\right)^{T} \cdot \frac{\partial^{2} \lambda_{n}\left(y_{0}\right)}{\partial y^{2}} \cdot \frac{\partial \tilde{Y}_{t}^{-1}\left(Y_{0}\right)}{\partial Y_{n}}>0, Y_{0}=\tilde{Y}_{t}\left(y_{0}\right)
$$

and hence

$$
\frac{\partial^{2} \lambda_{n}\left(\tilde{Y}_{t}^{-1}(Y)\right)}{\partial Y_{n}^{2}} \neq 0, Y \in \Sigma_{t}^{Y, 1}
$$

According to (3.3), $\Sigma^{Y, 1}$ is the set of cusp points. Since, for $t=t_{0}, y=y_{0}$,

$$
\left|\frac{\partial\left(1+t \lambda_{n}(y), \partial \lambda_{n} / \partial Y_{n}\right)}{\partial\left(t, Y_{n}\right)}\right|=\lambda_{1}\left(y_{0}\right) \cdot \frac{\partial^{2} \lambda_{1}\left(y_{0}\right)}{\partial Y_{n}^{2}} \neq 0
$$

(ii) is easily deduced from the implicit function theorem.

The geometry of $\Sigma_{t}^{x}$ described by Proposition 3.3 and the theory of caustics is the same. According to the theory of caustics, $\Sigma_{t}^{x}, t$ near $t_{0}$, has the form of a "pancake"; see Figure 1 , where $x^{\prime}=\left(x_{1}, \ldots, x_{n-1}\right), Y^{\prime}=$ $\left(Y_{1}, \ldots, Y_{n-1}\right)$. The set $\Sigma_{t}^{x, 1}$ of the cusps consists of the "points" $X_{A}, X_{B},\left(Y_{A}=\right.$ $\left.\tilde{X}_{t}^{-1}\left(X_{A}\right), Y_{B}=\tilde{X}_{t}^{-1}\left(X_{B}\right)\right)$, which represent a manifold of codimension 2 in $\mathbb{R}_{x}^{n}$. See e.g. Figure 2, for the case $n=3$, where the caustic looks like a "flying saucer" whose circular edge is the set $\Sigma_{t}^{x, 1}$. A mapping is three-valued around a cusp point; see e.g. [22]. Therefore, the image of a level curve $\ell: \mathbb{R} \rightarrow \mathbb{R}_{Y}^{n}, \ell(s)=\left(Y^{\prime}=\right.$ const., $\left.Y_{n}=s\right)$, in the domain $\Omega_{t}^{x}$ is triply-folded. See Figure 1, where the three folds have been drawn separated to show the change of the orientation of $\tilde{X}_{t}^{-1}(\ell(s))$ as $s$ increases. Hence, the inverse mapping $\tilde{X}_{t}^{-1}$ is three-valued on $\Omega_{t}^{x}$.

We conclude this section by introducing several notations which will be used in the sequel. In particular, we denote by $Y=\Phi^{i}(x ; t), \Phi^{i}=$ $\left(\Phi_{1}^{i}, \ldots, \Phi_{n}^{i}\right) \in \mathbb{R}_{Y}^{n}$, the three branches of $\tilde{X}_{t}^{-1}$ defined on $\Omega_{t}^{x}$. Let also $\Omega_{t, i}^{Y}$ be the image of $\Omega_{t}^{x}$ under the mapping $\Phi^{i}$. We name $\Omega_{t, i}^{Y}$ in such a way that $\Omega_{t, 1}^{Y}$ is met first by a point moving on $\ell$, along the positive direction, and $\Omega_{t, 2}^{Y}=\Omega_{t}^{Y}$. The sets $\Sigma^{Y}$ and $\Sigma^{x}$ described by Proposition 3.3 are depicted in Figure 3. The level surfaces $t=$ const. are the previously described caustics $\Sigma_{t}^{Y}$ and $\Sigma_{t}^{x}$.

## 4 Formation of shocks

Here, we study the way the graph of $v\left(x_{t}^{-1}(x), t\right)$ folds for $t>t_{0}$. We accomplish that by examining the relative position of the different branches of $v$ on a properly chosen level surface, that is $Y^{\prime}=$ const., in the $\mathbb{R}_{(Y, v)}^{2 n+1}$ space. Throughout this section we shall assume that $t$ is sufficiently close to $t_{0}$. We shall also introduce the notation $A^{\tau}$ to denote the matrix $\left(A^{T}\right)^{-1}$, where $A$ is a nonsingular matrix. We have the following

Lemma 4.1. Let $s \rightarrow y(s), s \in(a, \beta) \subset \mathbb{R}$, be a smooth simple curve in the $y$-space, then

$$
\frac{d}{d s} v(y(s), t)=\left(\phi^{\prime}(y)\right)^{T} \frac{d}{d s} x_{t}(y(s)) .
$$

Proof: We have

$$
\begin{gathered}
\frac{d}{d s} v(y(s), t)=\left(\frac{\partial v}{\partial y}\right)^{T} \cdot \frac{d y}{d s}=\left[\left(\frac{\partial}{\partial y}\left(\tilde{X}_{t} \circ \tilde{Y}_{t}\right)(y)\right)^{T} \cdot \phi^{\prime}(y(s))\right]^{T} \cdot \frac{d y}{d s} \\
=\left(\phi^{\prime}(y(s))\right)^{T}\left[\left(\frac{\partial x}{\partial y}\right) \cdot \frac{d y}{d s}\right]=\left(\phi^{\prime}(y(s))\right)^{T} \cdot \frac{d x_{t}(y(s))}{d s}
\end{gathered}
$$

Lemma 4.2. Consider the mapping $\tilde{Y}_{t}^{\prime}: R_{y^{\prime}}^{n-1} \rightarrow R_{Y^{\prime}}^{n-1}$, where $\left(Y^{\prime}, Y_{n}\right)=$ $\tilde{Y}_{t}\left(y^{\prime}, y_{n}\right)$ and $y^{\prime}=\left(y_{1}, \ldots, y_{n-1}\right)$. The following identities hold:

$$
\begin{equation*}
\frac{\partial}{\partial Y^{\prime}}=\left(\frac{\partial \tilde{Y}_{t}^{\prime}}{\partial y^{\prime}}\right)^{\tau} \cdot \frac{\partial}{\partial y^{\prime}} \tag{4.1}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial}{\partial Y_{n}}=-\left(\frac{\partial \tilde{Y}_{t}^{\prime}}{\partial y_{n}}\right)^{T} \cdot\left[\left(\frac{\partial \tilde{Y}_{t}^{\prime}}{\partial y^{\prime}}\right)^{T} \cdot \frac{\partial}{\partial y^{\prime}}\right]+\frac{\partial}{\partial y_{n}},  \tag{4.2}\\
\frac{\partial}{\partial x_{n}}=\left|\frac{\partial \tilde{X}_{t}}{\partial \tilde{Y}_{t}}\right|^{-1} \cdot \frac{\partial}{\partial Y_{n}},  \tag{4.3}\\
\frac{\partial}{\partial x_{i}}=\frac{\partial}{\partial Y_{i}}-t\left|\frac{\partial \tilde{X}_{t}}{\partial \tilde{Y}_{t}}\right|^{-1} \frac{\partial}{\partial Y_{i}}\left(f_{p_{n}}\left(\phi_{y}^{\prime}\left(\tilde{Y}_{t}^{-1}(Y)\right)\right) \frac{\partial}{\partial Y_{n}}, i \neq n,\right. \tag{4.4}
\end{gather*}
$$

provided that $\left|\frac{\partial \tilde{X}_{t}}{\partial \tilde{Y}_{t}}\right| \neq 0$.
Proof: The chain rule yields

$$
\frac{\partial}{\partial y}=\left(\frac{\partial \tilde{Y}_{t}}{\partial y}\right)^{T} \frac{\partial}{\partial Y}
$$

Thereby,

$$
\frac{\partial}{\partial y^{\prime}}=\left(\frac{\partial \tilde{Y}_{t}^{\prime}}{\partial y^{\prime}}\right)^{T} \frac{\partial}{\partial Y^{\prime}}, \frac{\partial}{\partial y_{n}}=\left(\frac{\partial \tilde{Y}_{t}^{\prime}}{\partial y_{n}}\right)^{T} \frac{\partial}{\partial Y^{\prime}}+\frac{\partial}{\partial Y_{n}} .
$$

Using these equalities, (4.2) is easily obtained.
Equalities (4.3) and (4.4) are obtained from the relation

$$
\frac{\partial}{\partial Y}=\left(\frac{\partial \tilde{X}_{t}}{\partial \tilde{Y}_{t}}\right)^{T} \frac{\partial}{\partial x}
$$

We can study the geometry of the graph of $v$ more easily if the level curves $Y^{\prime}=$ const. are chosen in such a way that the matrix $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$ is diagonal. The following lemma is helpful in this direction.

Lemma 4.3. By an affine transformation of coordinates we may assume that the matrix $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$ is diagonal. The corresponding mapping $x_{t}$ of the transformed problem has the same eigenvalues.

Proof: Let $B=\left(b_{i j}\right), i, j=1, \ldots, n$, be a nonsingular matrix. If

$$
\begin{equation*}
\tilde{x}_{j}=y_{0 j}+\sum_{i=1}^{n} b_{j i}\left(x_{i}-y_{0 i}\right) \tag{4.5}
\end{equation*}
$$

then

$$
u_{x}=B^{T} \cdot \tilde{u}_{\bar{x}}
$$

where

$$
\tilde{u}(\tilde{x}, t)=u\left(y_{0}+B^{-1}\left(\tilde{x}-y_{0}\right), t\right)
$$

Let

$$
\tilde{\phi}(\tilde{x})=\tilde{u}(\tilde{x}, 0)=\phi\left(y_{0}+B^{-1}\left(\tilde{x}-y_{0}\right)\right)
$$

The problem $(P)$ is transformed to the equivalent

$$
\left\{\begin{array}{l}
\tilde{u}_{t}+\tilde{f}\left(\tilde{u}_{\tilde{x}}\right)=0  \tag{P}\\
\tilde{u}(\tilde{x}, 0)=\tilde{\phi}(\tilde{x})
\end{array}\right.
$$

where $\tilde{f}(\tilde{p})=f\left(B^{T} \cdot \tilde{p}\right)$. Moreover,

$$
\tilde{f}^{\prime \prime}(\tilde{p})=B \cdot f^{\prime \prime}(P) \cdot B^{T}
$$

We choose as $B$ the orthonormal matrix which diagonalizes $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$. It is also easily seen that

$$
\begin{equation*}
\left.\frac{\partial \tilde{x}_{t}(\tilde{y})}{\partial \tilde{y}}=B \cdot\left(I+t f^{\prime \prime}\left(\phi^{\prime}(y)\right)\right) \cdot \phi^{\prime \prime}(y)\right) \cdot B^{-1} \tag{4.6}
\end{equation*}
$$

where

$$
\tilde{y}_{j}=y_{0 j}+\sum_{i=1}^{n} b_{j i}\left(y_{i}-y_{0 i}\right) .
$$

Therefore $\frac{\partial \tilde{x}_{t}}{\partial \tilde{y}}$ and $\frac{\partial x_{t}}{\partial y}$ have the same eigenvalues.
From now on we shall assume that the matrix $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$ is diagonal.

## Lemma 4.4. The following inequality holds:

$$
\frac{\partial}{\partial Y_{n}}\left(\frac{\partial \phi}{\partial y_{n}}\right) \neq 0, Y=\tilde{Y}_{t_{0}}\left(y_{0}\right) .
$$

Proof: Since $\left|\frac{\partial \tilde{X}_{t}}{\partial \tilde{Y}_{t}}\right|=0$ for $\quad Y=\tilde{Y}_{t_{0}}\left(y_{0}\right)$,

$$
1+t_{0} \frac{\partial}{\partial Y_{n}}\left(f_{p_{n}}\left(\phi^{\prime}(y)\right)\right)=0, y=y_{0} .
$$

Using the fact that $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$ is diagonal, we get

$$
1+t_{0} f_{p_{n} p_{n}}\left(\phi^{\prime}(y)\right) \frac{\partial}{\partial Y_{n}}\left(\frac{\partial \phi(y)}{\partial y_{n}}\right)=0, y=y_{0} .
$$

Let $u^{i}(x, t)=v\left(\tilde{Y}_{t}^{-1}\left(\Phi_{i}(x ; t)\right), t\right), i=1,2,3$, be the three branches of $v\left(x_{t}^{-1}(x), t\right), x \in \Omega_{t}^{x}$.

Proposition 4.1. For any $x \in \Omega_{t}^{x}, t>t_{0}$,

$$
\left(u^{2}(x, t)-u^{1}(x, t)\right)\left(u^{2}(x, t)-u^{3}(x, t)\right)>0 .
$$

Proof: Let $s \rightarrow x(s), s \in \mathbb{R}$, be the level curve in the $\mathbb{R}_{x}^{n}$ space, given by

$$
x^{\prime}(s)=x_{0}^{\prime}, x_{n}=s, x_{0}^{\prime} \in \mathbb{R}_{x^{\prime}}^{n-1}
$$

and assume that it intersects $\Omega_{t}^{x}$. If $y^{i}(s)=\tilde{Y}_{t}^{-1}\left(\Phi^{i}(x(s) ; t)\right)$, then Lemma 4.1 yields

$$
\begin{equation*}
\frac{\partial u^{1}}{\partial x_{n}}(x(s), t)-\frac{\partial u^{2}}{\partial x_{n}}(x(s), t)=\frac{\partial \phi}{\partial y_{n}}\left(y^{1}(s)\right)-\frac{\partial \phi}{\partial y_{n}}\left(y^{2}(s)\right) \tag{4.7}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial u^{3}}{\partial x_{n}}(x(s), t)-\frac{\partial u^{2}}{\partial x_{n}}(x(s), t)=\frac{\partial \phi}{\partial y_{n}}\left(y^{3}(s)\right)-\frac{\partial \phi}{\partial y_{n}}\left(y^{2}(s)\right), \tag{4.8}
\end{equation*}
$$

for $x$ in $\Omega_{t}^{x}$. In view of (4.2)

$$
\begin{align*}
& \frac{\partial x_{n}}{\partial Y_{n}}=-t\left(\frac{\partial \tilde{Y}_{t}^{\prime}}{\partial y_{n}}\right)^{T} \cdot\left[\left(\frac{\partial \tilde{Y}^{\prime}}{\partial y^{\prime}}\right)^{\tau} \cdot \frac{\partial}{\partial y^{\prime}}\left(f_{p_{n}}\left(\phi^{\prime}(y)\right)\right)\right] \\
&+1+t \frac{\partial}{\partial y_{n}}\left(f_{p_{n}}\left(\phi^{\prime}(y)\right)\right), y=y_{0}, t=t_{0} \tag{4.9}
\end{align*}
$$

The right-hand side of the above equation is the Schur complement of the matrix $\left(\frac{\partial \tilde{Y}_{t_{0}}^{\prime}}{\partial y^{\prime}}\right)^{T}$ in $\left(\frac{\partial x_{t_{0}}\left(y_{0}\right)}{\partial y}\right)^{T}$ (see [15] p. 22),
therefore

$$
\frac{\partial x_{n}\left(y_{0}\right)}{\partial Y_{n}}=\left|\frac{\partial x_{t_{0}}\left(y_{0}\right)}{\partial y}\right|\left|\frac{\partial \tilde{Y}_{t_{0}}^{\prime}}{\partial y^{\prime}}\right|^{-1}
$$

In view of Lemma 3.3, we may assume that

$$
\begin{equation*}
\left|\frac{\partial \tilde{Y}_{t_{0}}^{\prime}}{\partial y^{\prime}}\right|>0, \quad y=y_{0} \tag{4.10}
\end{equation*}
$$

Since $\left|\frac{\partial x_{t}(y)}{\partial y}\right|$ is less than zero in $\Omega_{t}^{y}, t>t_{0}$, and it changes sign outside $\Omega_{t}^{y}$, we have that

$$
\frac{\partial x_{n}\left(y^{i}(s)\right)}{\partial Y_{n}}>0, i=1,3, \quad \frac{\partial x_{n}\left(y^{2}(s)\right)}{\partial Y_{n}}<0
$$

away from the caustic $\Sigma_{t}^{y}$. Therefore

$$
\begin{equation*}
Y_{n}\left(y^{1}(s) ; t\right)<Y_{n}\left(y^{2}(s) ; t\right)<Y_{n}\left(y^{3}(s) ; t\right) \tag{4.11}
\end{equation*}
$$

In view of Lemma 4.4, we may also assume that

$$
\begin{equation*}
\frac{\partial}{\partial Y_{n}}\left(\frac{\partial \phi}{\partial y_{n}}\right)<0, \quad Y=\tilde{Y}_{t_{0}}\left(y_{0}\right) \tag{4.12}
\end{equation*}
$$

By means of (4.7), (4.8), (4.11), (4.12) we conclude that

$$
\begin{align*}
& \frac{\partial}{\partial x_{n}}\left[u^{1}(x(s), t)-u^{2}(x(s), t)\right]>0 \\
& \frac{\partial}{\partial x_{n}}\left[u^{3}(x(s), t)-u^{2}(x(s), t)\right]<0 \tag{4.13}
\end{align*}
$$

for $x(s) \in \Omega_{t}^{x}, t>t_{0}$. Finally, if $s_{1}, s_{2}$ correspond to the points $x\left(s_{1}\right), x\left(s_{2}\right) \in$ $\Sigma_{t}^{x}$ and $x_{n}\left(s_{2}\right)>x_{n}\left(s_{1}\right)$, then

$$
u^{1}\left(x\left(s_{2}\right), t\right)=u^{2}\left(x\left(s_{2}\right), t\right), u^{3}\left(x\left(s_{1}\right), t\right)=u^{2}\left(x\left(s_{1}\right), t\right)
$$

Therefore, in view of (4.13), we obtain

$$
\begin{equation*}
u^{3}(x(s), t)<u^{2}(x(s), t), \quad u^{1}(x(s), t)<u^{2}(x(s), t), \quad x \in \Omega_{t}^{x} \tag{4.14}
\end{equation*}
$$

The graph of the function $u\left(x_{t}^{-1}(x), t\right)$ with respect to $x$ is depicted in Figure 4. If the opposite inequality holds in (4.12), inequalities (4.14) are reversed. The cusp points of $\Sigma_{t}^{x}$ correspond to the swallowtail singularities of the graph of $v\left(x_{t}^{-1}(x), t\right)$. This is in accordance with the results obtained for the one-dimensional problem (see [16]).

## 5 Construction of the shock surface

In this section we shall construct the viscosity solution of the problem (P) up to the time $t_{0}+\varepsilon, \varepsilon$ sufficiently small. This is accomplished by selecting a single-valued branch of $v\left(x_{t}^{-1}(x), t\right)$ and proving that it is a viscosity solution. In the case of the one-dimensional problem, i.e. $n=1$, we have that

$$
\left.f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right) \phi^{\prime \prime}\left(y_{0}\right)\right)=-\frac{1}{t_{0}}
$$

where $\left(y_{0}, t_{0}\right)$ corresponds to the point of generation of the shock. In particular, the function $f$ is convex or concave in a neighborhood of the point $\phi^{\prime}\left(y_{0}\right)$ and the viscosity criterion is automatically satisfied (see [16]). For $n \neq 1$ we expect an analogous situation, i. e. a property related to convexity or concavity must hold but only in a specific direction. Along this direction the viscosity criterion must be satisfied. This direction is along the level curves $Y^{\prime}=$ const. of the space $\mathbb{R}_{Y}^{n}$.

In order that we simplify the calculations we have to make a proper transformation of coordinates. Thus, we study the solution $\tilde{u}(\tilde{x}, t)$ of the transformed problem $(\tilde{P})$, where $\tilde{B}$ substitutes for $B$ in (4.5). The matrix $\tilde{B}$ will be chosen properly in the sequel. The viscosity solution of $(P)$ is obtained by virtue of

$$
u(x, t)=\tilde{u}\left(y_{0}+\tilde{B} \cdot\left(x-y_{0}\right), t\right)
$$

see e.g. [11]. The solution $\tilde{u}$ is classically defined outside $\Omega_{t}^{\tilde{x}}$. We construct the solution in $\Omega_{t}^{\bar{x}}$ by choosing a single-valued branch of the corresponding $v$
function, which we denote by $\tilde{v}$. In order to prove that the so chosen function is the viscosity solution, we shall make the following assumption

$$
\lambda_{n}=\lambda_{n}\left(y_{0}\right)<\lambda_{n-1}=\lambda_{n-1}\left(y_{0}\right)<\ldots<\lambda_{1}=\lambda_{1}\left(y_{0}\right)
$$

which is stronger than (A2). According to (4.6), let $\tilde{B}$ be the matrix which diagonalizes $H=\left(f^{\prime \prime} \cdot \phi^{\prime \prime}\right)\left(y_{0}\right)$ with diagonal elements $H_{i i}=\lambda_{i}\left(y_{0}\right), i=$ $1, \ldots, n$. Since an affine transformation does not alter the type of multivaluedness of a function, the graph of $\tilde{v}$ folds in the way described in the previous section. In the sequel, for convenience, we omit writing the tildes. Let $u^{i}(x, t)$ be the branches of $v\left(x_{t}^{-1}(x), t\right)$ defined along the lines of the previous section. Let $\Gamma(x, t)$ be the smooth surface along which the two branches $u^{1}(x, t)$ and $u^{3}(x, t)$ intersect and $\Gamma_{t}(x)$ be its projection in the $x$ space (see Figure 4). We denote by $\Omega_{t, 1}^{x}$ and $\Omega_{t, 2}^{x}$ the two parts of $\Omega_{t}^{x}$ into which $\Omega_{t}^{x}$ is separated by $\Gamma(x, t)$ and we assume that $\Omega_{t, 1}^{x}$ is the domain which is met first by a point moving along the positive direction of the level curve $Y^{\prime}=$ const. of the space $\mathbb{R}_{Y}^{n}$. Let $u$ be the function defined by

$$
u(x, t)= \begin{cases}v\left(x_{t}^{-1}(x), t\right), & x \notin \Omega_{t}^{x}  \tag{5.1}\\ u^{1}(x, t), & x \in \Omega_{t, 1}^{x} \\ u^{3}(x, t), & x \in \Omega_{t, 2}^{x}\end{cases}
$$

We want to prove that $u$ is the viscosity solution of $(\tilde{P})$. Since $u$ is a classical solution away from $\Gamma(x, t)$, the viscosity criterion must be satisfied across
$\Gamma(x, t)$. That is, the following conditions must hold across the surface $\Gamma_{t}(x)$ :

$$
\left\{\begin{array}{l}
\text { if } \frac{\partial u^{1}}{\partial x_{n}}>\frac{\partial u^{3}}{\partial x_{n}}, \text { then } \\
f\left((1-\lambda) \frac{\partial u^{3}}{\partial x}+\lambda \frac{\partial u^{1}}{\partial x}\right) \leq(1-\lambda) f\left(\frac{\partial u^{3}}{\partial x}\right)+\lambda f\left(\frac{\partial u^{1}}{\partial x}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\text { if } \frac{\partial u^{1}}{\partial x_{n}}<\frac{\partial u^{3}}{\partial x_{n}}, \text { then } \\
f\left((1-\lambda) \frac{\partial u^{1}}{\partial x}+\lambda \frac{\partial u^{3}}{\partial x}\right) \geq(1-\lambda) f\left(\frac{\partial u^{1}}{\partial x}\right)+\lambda f\left(\frac{\partial u^{3}}{\partial x}\right), \lambda \in[0,1]
\end{array}\right.
$$

But for $t$ near $t_{0}$,

$$
\begin{equation*}
\frac{\partial u^{3}}{\partial x}-\frac{\partial u^{1}}{\partial x}=\left[\Phi_{n}^{3}(x, t)-\Phi_{n}^{1}(x, t)\right] \frac{\partial}{\partial Y_{n}}\left[\frac{\partial \phi}{\partial y}(y)\right], y=y_{0}+\theta\left(t, y_{0}\right) \tag{5.2}
\end{equation*}
$$

where $\theta\left(t, y_{0}\right) \rightarrow 0$ uniformly as $t \rightarrow t_{0}$. In view of (4.2),

$$
\frac{\partial}{\partial Y_{n}}\left(\frac{\partial \phi(y)}{\partial y}\right)=\frac{\partial}{\partial y_{n}}\left(\frac{\partial \phi}{\partial y}\right), y=y_{0} .
$$

It is easily seen that

$$
\begin{array}{r}
{\left[\frac{\partial}{\partial y}\left(\frac{\partial \phi(y)}{\partial y_{n}}\right)\right]^{T} \cdot f^{\prime \prime}\left(\phi^{\prime}(y)\right) \cdot \frac{\partial}{\partial y}\left(\frac{\partial \phi(y)}{\partial y_{n}}\right)=} \\
=\frac{\partial^{2} \phi(y)}{\partial y_{n}^{2}}\left(\sum_{i=1}^{n} \frac{\partial^{2} f\left(\phi^{\prime}(y)\right)}{\partial p_{i} \partial p_{n}} \frac{\partial^{2} \phi(y)}{\partial y_{i} \partial y_{n}}\right)=-\frac{1}{t_{0}} \frac{\partial^{2} \phi(y)}{\partial y_{n}^{2}}, y=y_{0} . \tag{5.3}
\end{array}
$$

In view of (5.2) and (5.3), the viscosity criterion is satisfied provided that

$$
\frac{\partial^{2} \phi\left(y_{0}\right)}{\partial y_{n}^{2}} \neq 0
$$

In the sequel we shall prove that $\frac{\partial^{2} \phi\left(y_{0}\right)}{\partial y_{n}^{2}}=0$ contradicts the assumption $(A 1)$. To this end, we write

$$
f_{i j}=\frac{\partial^{2} f\left(\phi^{\prime}\left(y_{0}\right)\right)}{\partial p_{i} \partial p_{j}}, \phi_{i j}=\frac{\partial^{2} \phi\left(y_{0}\right)}{\partial y_{i} \partial y_{j}}, 1 \leq i, j \leq n
$$

and we assume that $\phi_{n n}=0$. Then

$$
\sum_{j=1}^{n-1} f_{i j} \phi_{j n}=0, i=1, \ldots, n-1
$$

Let $M(n-1, n-1)$ be the matrix which is obtained from $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$ by deleting the $n^{\text {th }}$ row and column and let $|M|(n-1, n-1)$ denote its determinant. Then

$$
|M|(n-1, n-1)=0
$$

otherwise $\phi_{\text {in }}=0, i=1, \cdots, n-1$ and $\lambda_{n}=0$. We next assume that the rank of $M(n-1, n-1)$ is $k, 1 \leq k \leq n-2$ and that $M(k, k)$ is the matrix resulting from $f^{\prime \prime}\left(\phi^{\prime}\left(y_{0}\right)\right)$ by deleting the rows and the columns of order greater than $k$. For convenience we assume that $|M|(k, k) \neq 0$. Consider the system

$$
\sum_{j=1}^{k} f_{i j} \phi_{j n}=-\sum_{j=k+1}^{n-1} f_{i j} \phi_{j n}, \quad i=1, \ldots, k
$$

Solving the above system we obtain

$$
\begin{equation*}
\phi_{j n}=-\frac{|D|_{j}}{|M|(k, k)}, \quad j=1, \cdots, k \tag{5.4}
\end{equation*}
$$

where $D_{j}$ is obtained by replacing the $j^{\text {th }}$ column of $M(k, k)$ with the vector

$$
\left(\sum_{j=k+1}^{n-1} f_{1 j} \phi_{j n}, \cdots, \sum_{j=k+1}^{n-1} f_{k j} \phi_{j n}\right)^{T}
$$

We note that

$$
\begin{equation*}
|D|_{j}=\sum_{i=k+1}^{n-1}|D|_{j i} \phi_{i n} \tag{5.5}
\end{equation*}
$$

where $D_{j i}$ is obtained by replacing the $j^{\text {th }}$ column of $M(k, k)$ with the vector $\left(f_{1 i}, \ldots, f_{k i}\right)^{T}$. Using (5.4), (5.5) we obtain

$$
\begin{equation*}
\lambda_{n}=\sum_{i=k+1}^{n-1}\left\{-\left(\sum_{j=1}^{k} \frac{f_{n j}|D|_{j i}}{|M|(k, k)}\right)+f_{n i}\right\} \phi_{i n} \tag{5.6}
\end{equation*}
$$

We now define the quantity

$$
A_{i}=-\sum_{j=1}^{k} \frac{f_{n j}|D|_{j i}}{|M|(k, k)}+f_{n i}, \quad k+1 \leq i \leq n-1
$$

Since

$$
|M|(k, k) \cdot A_{i}=\left|\begin{array}{cc} 
& f_{1 i} \\
M(k, k) & \vdots \\
& f_{k i} \\
f_{n 1} \cdots f_{n k} & f_{n i}
\end{array}\right|=0
$$

the right hand-side of (5.6) equals to zero, which contradicts (A1). Therefore we have the following

Lemma 5.1. Under the assumptions ( $A 1$ ), ( $A 2^{\prime}$ ), we have that

$$
\frac{\partial^{2} \phi\left(y_{0}\right)}{\partial y_{n}^{2}} \neq 0
$$

The above lemma and (5.3) yield

Theorem 5.1. Under the assumptions $(A 1),\left(A 2^{\prime}\right)$ the function $u$ given by (5.1) is the viscosity solution of $(\tilde{P})$, up to a time $t$ near $t_{0}$.

## 6 Discussion

The multivaluedness of $v\left(x_{t}^{-1}(x), t\right)$, under the assumption (A2), is depicted in Figure 4. Under the stronger assumption ( $A 2^{\prime}$ ), we have shown that $u$ defined by (5.1) is the desired viscosity solution. Since only $\lambda_{n}(y)$ participates in the generation of $\Sigma_{t}^{y}$, the formation of the shock should not depend on the presence of multiple eigenvalues $\lambda_{i}(y), i \neq n$. Thus the assumption $\left(A 2^{\prime}\right)$ is more technical than essential.

As we have seen in [16], in order to continue the solution further we have to solve all the possible local Riemann problems at a time level $t_{\alpha}>t_{0}$. We may accomplish that in two steps. The first one is to study how the characteristics are crossing and the initial shock surface is transformed for $t>t_{\alpha}$. This is related to the way the caustics undergo metamorphosis and it can be understood using the theory of caustics. Using this information, we need to study the multivaluedness of $v\left(x_{t}^{-1}(x), t\right)$. The second step is to construct the solution by selecting a single-valued branch of $v$. Thus, we have to prove that the proper branches of the graph of $v$, corresponding to the different domains into which the initial plane is divided by the initial shock surface, intersect. We then have to show that the viscosity criterion is satisfied across the intersection. Intersection usually occurs at least in the one-dimensional case, as a consequence of convexity or concavity of $f$ in the direction of the jump. Thus the viscosity criterion is automatically satisfied. For an arbitrary $f$ the change of the sign of curvature (the analogue
of inflection points for the one-dimensional problem) can force the branches of the graph of $v$ to be detached. In this case we have to fill up the gap with a rarefaction-wave type solution such that the viscosity criterion is satisfied. Since locally the viscosity criterion is actually one-dimensional, we can follow the construction presented in [16]. To accomplish that, we have to study the geometry of the domain covered by the constructed rarefaction waves and the way they fit with the existing characteristics. Valuable insight in this direction can be obtained by the related work for conservation laws. See [9] and references cited there.

As $t \rightarrow \infty$, the surface $\Sigma_{t}^{y}$ tends to the level surfaces $\left\{y \in \mathbb{R}_{y}^{n}: \lambda_{i}(y)=\right.$ $0, i=1, \ldots, n\}$. We can use this fact to study the asymptotic profile of the shock surfaces and the asymptotic behavior of the viscosity solution $u(x, t)$ as $t \rightarrow \infty$. See [14] for a result in the two-dimensional conservation law (cf. [12], [17], for the one-dimensional problem).

In the sequel we discuss how we can use the results on the bifurcation of caustics to get insight on how the shocks propagate further and undergo catastrophe. We only consider the case where $n=2$ and $f$ is convex or concave, so that the viscosity criterion is automatically satisfied. We primarily use the results presented in [6]. The five types of bifurcation of causics are presented in Figures 5a-5e. The "birth of a pancake" (type $A_{3}$, "lips") has been discussed in Section 3 and corresponds to the case where $\lambda_{2}(y)$ has a negative local minimum. Figure 5 b represents the type $A_{3}$, "beak-to-beak", which occurs when $\lambda_{2}(y)$ has a saddle point. There are two versions of this
type. The geometric conditions under which the two versions take place are given in [6]. In the first one, the two corresponding pancakes $\Sigma_{t, a}^{x}, \Sigma_{t, b}^{x}$ meet at their edges for $t=t_{\alpha}$. The different pictures of $\Sigma_{t}^{x}$ for $t<t_{\alpha}, t=t_{\alpha}$ and $t>t_{\alpha}$ are given in Figures 6a-6c. The corresponding shocks $\Gamma_{t, a}, \Gamma_{t, b}$ also meet at their ends and they are depicted by a full line. In the second version the junction takes place through the boundary points of the pancakes, see Figures 7a-7d. The shocks initially meet at a middle point and then undergo catastrophe. They interact giving one branched shock (cf. [21]). The Figure 5 c represents the type $A_{4}$, "swallowtail", where $x_{t}$ is locally equivalent to the swallowtail

$$
\left\{\begin{array}{l}
x_{1}=y_{1}^{4}-y_{2} y_{1}-\left(t-t_{\alpha}\right) y_{1}^{2} \\
x_{2}=y_{2}
\end{array}\right.
$$

In Figures 8a-8d we see how the appearance of the swallowtail changes the shape of the pancake. In Figure 8b the swallowtail touches the shock for the first time. The shock undergoes catastrophe, it bends and another branch springs out (Figure 8c). This branch can move out of the region of the pancake and interact with another shock (Figure 8d). Figures 5d, 5e depict the types $D_{4}^{ \pm}$which correspond to the case where $\lambda_{1}\left(y_{\alpha}\right)=\lambda_{2}\left(y_{\alpha}\right)$. The two types are the "purse" $D_{4}^{+}$and the "pyramid" $D_{4}^{-}$. In a neighborhood of $y_{\alpha}$ the two surfaces $\lambda_{1}(y), \lambda_{2}(y)$ look like a cone. The local graph of the eigenvalues corresponding to the two cases is depicted in the Figures 9a and 9 b respectively. In the $D_{4}^{+}$case, the mapping $x_{t}$ is locally equivalent to the
hyperbolic umbilic

$$
\begin{aligned}
& x_{1}=y_{2}^{3}+3 y_{1}^{2}+2\left(t-t_{\alpha}\right) y_{2} \\
& x_{2}=y_{1}^{3}+3 y_{2}^{2}+2\left(t-t_{\alpha}\right) y_{1}
\end{aligned}
$$

The Figures 10a-10c depict the caustics corresponding to the two eigenvalues for $t<t_{\alpha}, t=t_{\alpha}$ and $t>t_{\alpha}$. The metamorphosis of the graph of $v\left(x_{t}^{-1}(x), t\right)$ is given in Figures 11a-11c, respectively. The type $D_{4}^{-}$, "pyramid", involves the interaction of three shocks and we are not going to discuss it further. It is worth-while to notice that the metamorphosis of a caustic does not always cause the catastrophe of a shock, unless it affects directly the branches defining the shock surface.

## ACKNOWLEDGMENTS

The author is grateful to C. M. Dafermos, W. H. Fleming, P. E. Souganidis for their enthousiastic support and valuable suggestions and G. Nakamura for the helpful discussions. He also wishes to thank S. Nakane for his correspondence.

## References

[1] V.I. ARNOLD, Wave front evolution and equivariant Morse lemma, Comm. Pure Appl. Math. 29 (1976), 557-582.
[2] V.I. ARNOLD, Mathematical Methods of Classical Mechanics, SpringerVerlag 1980.
[3] V.I. ARNOLD, Potential flows of incompressible particles, Lagrangian singularities and metamorphosis of caustics in $\mathbb{R}^{3}$. Proc. Sem. I.G. Petrovskii 8 (1982), 5-53.
[4] V.I. ARNOLD, Catastrophe Theory, Springer-Verlag 1984.
[5] V.I. ARNOLD, S.M. GUSEIN-ZADE \& A.N. VARCHENKO, Singularities of Differentiable Maps, Volume I, Monographs in Mathematics Vol. 82, Birkhäuser, 1985.
[6] V.I. ARNOLD, S.F. SHANDARIN \& YA. B. ZELDOVICH, The large scale structure of the universe I. General properties. One and twodimensional models, Geophys. Astrophys. Fluid Dynamics, 20 (1982) 111-130.
[7] V.I. ARNOLD, A.N. VARCHENKO, A.B. GIVENTAL \& A.G. KHOVANSKII, Singularities of functions, wave fronts, caustics and multidimensional integrals, Mathemtical Physics Reviews, 4 (1984), 1-92.
[8] P. CANNARSA \& H.M. SONER, On the singularities of the viscosity solutions to Hamilton-Jacobi-Bellman equations, Indiana U. Math. J. 36 (1987), 501-523.
[9] T. CHANG \& L. HSIAO, The Riemann problem and interaction of waves in gas dynamics, Pitman Monographs and Surveys in Pure and Applied Mathematics 41, Longman Scientific \& Technical 1989.
[10] M.G. CRANDALL, L.C. EVANS \& P.L. LIONS, Some properties of viscosity solutions of Hamilton-Jacobi equations, in Trans. Amer. Math. Soc. 282 (1984), 487-502.
[11] M.G. CRANDALL \& P.L. LIONS, Viscosity solutions of HamiltonJacobi equations, Trans. Amer. Math. Soc. 277 (1983), 1-42.
[12] C. M. DAFERMOS, Regularity and large time behaviour of solutions of a conservation law without convexity, Proc. Royal Soc. Edinb. 99A (1985), 201-239.
[13] W. H. FLEMING, The Cauchy problem for a nonlinear first order differential equation, J. Diff. Eqns 5 (1969), 515-530.
[14] B. GAVEAU, Evolution of a shock for a single conservation law in $2+1$ dimensions, Bull. Sc. math, $2^{e}$ série, 113 (1989), 407-442.
[15] R.A. HORN \& C.A. JOHNSON, Matrix Analysis, Cambridge University Press, 1985
[16] G.T. KOSSIORIS, Propagation of singularities for viscosity solutions of Hamilton-Jacobi equations in one space variable, Department of Mathematics, Carnegie Mellon University, Research Report No. 91-119, March 1991.
[17] T. P. LIU, Invariants and asymptotic behaviour of solutions of a conservation law, Proc. Amer. Math. Soc., 71 (1978), 227-231.
[18] B. MORIN, Formes Canoniques de singularités d' une application différentiable, C.R. Acad. Sci. Paris, 260 (1965), 5662-5665.
[19] S. NAKANE, Formation of shocks for a single conservation law, SIAM J. Math. Anal. 19 (1988), 1391-1408.
[20] S. NAKANE, Formation of singularities for Hamilton-Jacobi equation in several space dimensions 1989, to appear.
[21] M. TSUJI, Formation of singularities for Hamilton-Jacobi equation II, J. Math. Kyoto Univ. 26 (1986) 299-308.
[22] H. WHITNEY, On singularities of mappings of Euclidean space I, Ann. of Math., 62 (1955), 374-410.


Figure 1


Figure 2


Figure3


Figure 4


Figures $5 \mathrm{a}-5 \mathrm{e}$
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Figures 10a - 10c

(a), $t<t_{\alpha}$

(b), $t=t_{\alpha}$

(c), $t>t_{\alpha}$

Figures 11a-11c


JUL 222004


