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#### Abstract

Regularity properties for (local) minimizers of elastic energies have been challenging mathematical techniques for many years. Recently the interest has resurfaced due in part to the fact that existing partial regularity results do not suffice to ensure existence of (classical) solutions to problems involving free discontinuity sets. The analysis of such questions was started with the fundamental work of De Giorgi in the early 80's in connection with the Mumford-Shah model for image segmentation in computer vision, and later applied to some models for fracture mechanics, thin films, and membranes ([1], [18], [20]). In this paper it is shown that local minimizers in $W^{1.2}\left(\Omega ; \mathbb{R}^{d}\right)$ of the functional


$$
\mathcal{F}_{0}(u . \Omega):=\int_{\Omega}\left[\frac{1}{2}|D u|^{2}+f(|\nu(u)|)\right] d x
$$

are Hölder continuous of any exponent $\gamma \in(0.1)$. where $\Omega \subset \mathbb{R}^{2}$ is an open, bounded set, $f$ is a (not necessarily convex) function growing linearly at infinity and $\nu(u)$ stands for the vector of all $2 \times 2$ minors of $D u$. As a consequence, it is possible to obtain existence of "classical" minimizers in $S B V\left(\Omega: \mathbb{R}^{d}\right)$ of

$$
\mathcal{F}(u . \Omega):=\int_{\Omega}\left[\frac{1}{2}|\nabla u|^{2}+f(|\nu(u)|)\right] d x+\beta \int_{\Omega}|u-g|^{q} d x+\gamma H^{N-1}\left(S_{u} \cap \Omega\right)
$$

where $g \in L^{\infty}\left(\Omega: \mathbb{R}^{d}\right) . q>1$. $\beta . \gamma>0$. These minimizers are "classical minimizers" in the sense that $H^{1}\left(\left(\overline{S_{u}} \backslash S_{u}\right) \cap \Omega\right)=0$ and $u \in W^{1.2}\left(\Omega \backslash \overline{S_{u}}\right)$.
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[^0]It is not restrictive to assume that

$$
0<\alpha<1
$$

and in what follows we will work under this assumption. Also, in order to simplify the notation the value of the constant $C$ may change from one line to the next, and $B_{R}, R>0$, will denote a generic open ball of radius $R$, centered at $x \in \Omega$, and such that $B_{R} \subset \Omega$.

Given $u \in S B V\left(\Omega ; \mathbb{R}^{d}\right)$ we define

$$
\nu(u):=\frac{\partial u}{\partial x_{1}} \wedge \frac{\partial u}{\partial x_{2}}
$$

the 2 -covector whose components are the $2 \times 2$ subdeterminants of $\nabla u$.
Consider the energies

$$
\begin{aligned}
\mathcal{G}(K, u) & :=\int_{\Omega \backslash K}\left[\frac{1}{2}|\nabla u|^{2}+f(|\nu(u)|)\right] d x+\beta \int_{\Omega \backslash K}|u-g|^{q} d x+\gamma H^{1}(\Omega \cap K), \\
\mathcal{F}(u, \Omega) & :=\int_{\Omega}\left[\frac{1}{2}|\nabla u|^{2}+f(|\nu(u)|)\right] d x+\beta \int_{\Omega}|u-g|^{q} d x+\gamma H^{1}\left(S_{u} \cap \Omega\right),
\end{aligned}
$$

and

$$
\mathcal{F}_{0}(u, \Omega):=\int_{\Omega}\left[\frac{1}{2}|D u|^{2}+f(|\nu(u)|)\right] d x
$$

Definition 2.1. We say that $u \in W^{1.2}\left(\Omega ; \mathbb{R}^{d}\right)$ is a $W^{1.2}$-local minimizer of

$$
I(v, \Omega):=\int_{\Omega} F(\nabla v) d x, \quad v \in W^{1.2}\left(\Omega ; \mathbb{R}^{d}\right)
$$

if

$$
I\left(u, B_{R}\left(x_{0}\right)\right)=\min \left\{I\left(v, B_{R}\left(x_{0}\right)\right): v \in u+W_{0}^{1.2}\left(B_{R}\left(x_{0}\right) ; \mathbb{R}^{d}\right)\right\}
$$

for all balls $B_{R}\left(x_{0}\right) \subset \Omega$.
The main result of this paper is the following theorem.
Theorem 2.2. If $u \in W^{1.2}\left(\Omega, \mathbb{R}^{d}\right)$ is a $W^{1,2}$-local minimizer of $\mathcal{F}_{0}$ then $u \in$ $C_{\text {loc }}^{0, \gamma}$ for all $\gamma \in(0,1)$.

In the proof of Theorem 2.2 we will use classical arguments of regularity theory within the framework of the Morrey spaces $L^{p . \lambda}$; for a detailed study of these methods we refer the reader to [21], [24].

Definition 2.3. Given $\lambda \geq 0$ we say that $f \in L^{p, \lambda}(\Omega ; \mathbb{R})$ if there exists a constant $C>0$ such that

$$
\int_{B_{\rho}(x) \cap \Omega}|f|^{p} d x \leq C \rho^{\lambda}
$$

for all $x \in \Omega$ and $0<\rho<\operatorname{diam} \Omega$. The function $f$ is said to be in $L_{\mathrm{loc}}^{p . \lambda}(\Omega)$ if $f \in L^{p, \lambda}\left(\Omega^{\prime}\right)$ for all $\Omega^{\prime} \subset \subset \Omega$.

It can be shown that, with $\Omega \subset \mathbb{R}^{2}$,

$$
L^{p, 0}(\Omega)=L^{p}(\Omega), L^{p, 2}(\Omega)=L^{\infty}(\Omega), L^{p, \lambda}(\Omega)=\{0\} \quad \text { if } \lambda>2
$$

and that $L^{p, \lambda}(\Omega)$ is a Banach space endowed with the norm

$$
\|f\|_{L^{p, \lambda}(\Omega)}:=\left\{\sup _{x \in \Omega, 0<\rho<\operatorname{diam} \Omega} \rho^{-\lambda} \int_{B_{\rho}(x) \cap \Omega}|f|^{p} d x\right\}^{\frac{1}{p}}
$$

Morrey proved that (see Theorem 3.5.2, [24])
Lemma 2.4. If $u \in W_{\text {loc }}^{1,2}(\Omega)$ and $D u \in L_{\text {loc }}^{2, \lambda}(\Omega)$ for some $0<\lambda<2$ then $u \in C_{\mathrm{loc}}^{0 . \lambda / 2}(\Omega)$.

In light of Lemma 2.4, we will prove Theorem 2.2 by showing that if $u$ is a $W^{1,2}$-local minimizer of $\mathcal{F}_{0}$ then for all $0 \leq \lambda<2$

$$
\begin{equation*}
\int_{B_{f}}|D u|^{2} d x \leq C\left(\frac{\rho}{R}\right)^{\lambda} \int_{B_{R}}|D u|^{2} d x+C \rho^{\lambda} \tag{2.1}
\end{equation*}
$$

for all $0<\rho<R$ with $B_{R} \subset \subset \Omega$.
As a corollary we obtain,
Corollary 2.5. Let $u \in \operatorname{SBV}\left(\Omega ; \mathbb{R}^{d}\right)$ be a minimizer for $\mathcal{F}$. Then $\left(\overline{S_{u}} \cdot u\right)$ is a minimizer for $\mathcal{G}$ among all pairs $(K . v)$ with $K \subset \Omega$ closed and $v \in W^{-1.2}(\Omega \backslash$ $\left.K: \mathbb{R}^{d}\right)$. Moreover,

$$
H^{1}\left(\left(\overline{S_{u}} \backslash S_{u}\right) \cap \Omega\right)=0
$$

Following the argument introduced by De Giorgi. Carriero and Leaci [16], and outlined in [1], the corollary holds provided we can show that $W^{1.2}$-local minimizers of

$$
v \in W^{1.2}\left(B_{1} ; \mathbb{R}^{d}\right) \mapsto \int_{B_{1}}\left[\frac{1}{2}|D v|^{2}+M|\nu(v)|\right] d x
$$

satisfy an estimate of the type

$$
\int_{B_{\rho}}\left[\frac{1}{2}|D u|^{2}+M|\nu(u)|\right] d x \leq C \rho^{\lambda} \int_{B_{1}}\left[\frac{1}{2}|D u|^{2}+M|\nu(u)|\right] d x+C \rho^{\lambda},
$$

for some $0<\lambda<2$ and $0<\rho \leq 1$ or, equivalently,

$$
\int_{B_{\rho}}|D u|^{2} d x \leq C \rho^{\lambda} \int_{B_{1}}|D u|^{2} d x+C \rho^{\lambda}
$$

We conclude that the assertion of the corollary holds true provided we prove (2.1).

The following two lemmas may be found in [21] (see Chapter 3, Theorem 3.1, page 87, and Lemma 2.1, respectively).

Lemma 2.6. Let $\lambda<2$, let $f \in L^{2, \lambda}\left(B_{R} ; \mathbb{R}^{2}\right)$, and let $v \in W^{1.2}\left(B_{R} ; \mathbb{R}\right)$ satisfy

$$
\Delta v=\operatorname{div} f \text { in } B_{R}
$$

Then $D v \in L_{\mathrm{loc}}^{2, \lambda}\left(B_{R} ; \mathbb{R}^{2}\right)$, and for every $\rho \leq R$

$$
\int_{B_{\rho}}|D v|^{2} d x \leq C\left(\frac{\rho}{R}\right)^{\lambda} \int_{B_{R}}|D v|^{2} d x+C \rho^{\lambda}\|f\|_{L^{2 . \lambda}\left(B_{R}\right)}^{2}
$$

Lemma 2.7. Let $\phi:[0,+\infty) \rightarrow[0,+\infty)$ be a nonnegative, nondecreasing function, such that

$$
\phi(\rho) \leq H\left[\left(\frac{\rho}{R}\right)^{\gamma}+\varepsilon\right] \phi(R)+K R^{\beta}
$$

for all $0<\rho<R \leq R_{0}$ and for some constants $H, K \geq 0$ and $0<\beta<\gamma$. Then there exist constants $\varepsilon_{0}=\varepsilon_{0}(H, \gamma, \beta), C=C(H, \gamma, \beta)$ such that

$$
\phi(\rho) \leq C\left[\left(\frac{\rho}{R}\right)^{\beta} \phi(R)+K \rho^{\beta}\right]
$$

for all $0<\rho<R \leq R_{0}$.
Lemma 2.8. Let $p>1$ and $0 \leq \lambda<2$. If $f_{i j} \in L_{\text {loc }}^{p, \lambda}(\Omega)$ for $i, j \in\{1,2\}$ and $u \in L_{\mathrm{loc}}^{1}(\Omega)$ is a distributional solution of

$$
\Delta u=\sum D_{i j} f_{i j}
$$

then $u \in L_{\mathrm{loc}}^{p . \lambda}(\Omega)$.
Proof. Let $B_{R} \subset \subset \Omega$ and for every $i, j$ let $v_{i j}$ be the solution of (see Theorem 9.15 and Lemma 9.17, [22])

$$
\left\{\begin{array}{l}
\Delta v_{i j}=f_{i j} \\
v_{i j} \in W_{0}^{1, p}\left(B_{R}\right) \cap W^{2, p}\left(B_{R}\right)
\end{array}\right.
$$

and we set

$$
w:=\sum D_{i j} v_{i j}
$$

Then $w \in L^{p}\left(B_{R}\right)$ and $\|w\|_{L^{p}\left(B_{R}\right)} \leq C \sum\left\|f_{i j}\right\|_{L^{p}\left(B_{R}\right)}$. In addition, $\Delta w=$ $\sum D_{i j} f_{i j}$ in $\mathcal{D}^{\prime}$, so that the function

$$
v:=u-w
$$

is harmonic, i.e. $\Delta v=0$. Hence

$$
\sup _{B_{R / 2}}|v| \leq C(p)\left(\frac{1}{\left|B_{R}\right|} \int_{B_{R}}|v|^{p} d x\right)^{1 / p}
$$

from which we deduce that for every $\rho \leq R / 2$ (thus, for all $0<\rho \leq R$ )

$$
\int_{B_{\rho}}|v|^{p} d x \leq C\left(\frac{\rho}{R}\right)^{2} \int_{B_{R}}|v|^{p} d x
$$

We have

$$
\begin{aligned}
\int_{B_{\rho}}|u|^{p} d x & \leq C \int_{B_{\rho}}\left(|v|^{p}+|w|^{p}\right) d x \\
& \leq C\left(\frac{\rho}{R}\right)^{2} \int_{B_{R}}|v|^{p} d x+C \int_{B_{R}}|w|^{p} d x \\
& \leq C\left(\frac{\rho}{R}\right)^{2} \int_{B_{R}}|u|^{p} d x+C \int_{B_{R}}|w|^{p} d x \\
& \leq C\left(\frac{\rho}{R}\right)^{2} \int_{B_{R}}|u|^{p} d x+C R^{\lambda} .
\end{aligned}
$$

By Lemma 2.7 we deduce that for all $0<\rho \leq R$

$$
\begin{aligned}
\int_{B_{\rho}}|u|^{p} d x & \leq C\left(\frac{\rho}{R}\right)^{\lambda} \int_{B_{R}}|u|^{p} d x+C \rho^{\lambda} \\
& \leq \rho^{\lambda}\left[\frac{C}{R^{\lambda}} \int_{B_{R}}|u|^{p} d x+C\right]
\end{aligned}
$$

and so $u \in L_{\mathrm{loc}}^{p . \lambda}(\Omega)$.
We end this section with a list of algebraic inequalities, following an argument introduced in [8] (see also [17]).

Let $P . Q \in \mathbb{R}^{d}$ and set

$$
A:=\frac{|P|^{2}-|Q|^{2}}{2}, \quad B:=P \cdot Q, \quad \nu:=P \wedge Q
$$

Lemma 2.9. We have
i) $2 \sqrt{A^{2}+B^{2}} \leq|P|^{2}+|Q|^{2}$;
ii) $0 \leq|P|^{2}+|Q|^{2}-2|\nu| \leq 2 \sqrt{A^{2}+B^{2}}$;
iii) if $\nu=0$ then $|P|^{2}+|Q|^{2}=2 \sqrt{A^{2}+B^{2}}$;
iv) if $\alpha, \beta \in \mathbb{R}^{d}$ and $\nu \neq 0$ then

$$
\left|\frac{1}{|\nu|} \nu \cdot(P \wedge \beta+\alpha \wedge Q)-(P \cdot \alpha+Q \cdot \beta)\right|^{2} \leq 4 \sqrt{A^{2}+B^{2}}\left(|\alpha|^{2}+|\beta|^{2}\right)
$$

Proof. Since

$$
|\nu|^{2}=\sum_{i<j}\left|P_{i} Q_{j}-P_{j} Q_{i}\right|^{2}=\frac{1}{2} \sum_{i, j}\left|P_{i} Q_{j}-P_{j} Q_{i}\right|^{2}=|P|^{2}|Q|^{2}-(P \cdot Q)^{2}
$$

we have

$$
|P|^{2}|Q|^{2}=B^{2}+|\nu|^{2}
$$

and so

$$
4 A^{2}=\left(|P|^{2}+|Q|^{2}\right)^{2}-4|P|^{2}|Q|^{2}=\left(|P|^{2}+|Q|^{2}\right)^{2}-4\left(B^{2}+|\nu|^{2}\right)
$$

and

$$
4\left(A^{2}+B^{2}\right)=\left(|P|^{2}+|Q|^{2}\right)^{2}-4|\nu|^{2}
$$

Clearly i) and iii) follow. In addition, we have that

$$
\left(|P|^{2}+|Q|^{2}\right)^{2}-4|\nu|^{2} \geq 0
$$

hence

$$
0 \leq|P|^{2}+|Q|^{2}-2|\nu| \leq \sqrt{\left(|P|^{2}+|Q|^{2}\right)^{2}-4|\nu|^{2}}=2 \sqrt{A^{2}+B^{2}}
$$

which yields assertion ii).
Now remark that if $\nu \neq 0$ then $P \neq 0$ and, setting

$$
Q^{\prime}:=Q-\frac{P \cdot Q}{|P|^{2}} P
$$

then also $Q^{\prime} \neq 0$. Define the orthonormal vectors

$$
P_{1}:=\frac{P}{|P|}, \quad Q_{1}:=\frac{Q^{\prime}}{\left|Q^{\prime}\right|}
$$

We write

$$
P=p P_{1}, \quad Q=s P_{1}+q Q_{1}
$$

with

$$
p:=|P|, \quad q:=\left|Q^{\prime}\right|, \quad s:=\frac{P \cdot Q}{|P|}
$$

Note that

$$
\nu=p q P_{1} \wedge Q_{1}, \quad|\nu|=p q
$$

and that if $v \in \mathbb{R}^{d}$ then

$$
\left(P_{1} \wedge Q_{1}\right) \cdot\left(P_{1} \wedge v\right)=v \cdot Q_{1}, \quad\left(P_{1} \wedge Q_{1}\right) \cdot\left(v \wedge Q_{1}\right)=v \cdot P_{1}
$$

We have

$$
\begin{aligned}
& \frac{1}{|\nu|} \nu \cdot(P \wedge \beta+\alpha \wedge Q)-(P \cdot \alpha+Q \cdot \beta) \\
& =\left(P_{1} \wedge Q_{1}\right) \cdot\left(p P_{1} \wedge \beta-s P_{1} \wedge \alpha+q \alpha \wedge Q_{1}\right)-\left(p P_{1} \cdot \alpha+s P_{1} \cdot \beta+q Q_{1} \cdot \beta\right) \\
& =\left[(q-p) P_{1}-s Q_{1}\right] \cdot \alpha+\left[-s P_{1}+(p-q) Q_{1}\right] \cdot \beta \\
& =v_{1} \cdot \alpha+v_{2} \cdot \beta
\end{aligned}
$$

with

$$
v_{1}:=(q-p) P_{1}-s Q_{1} \quad \text { and } \quad v_{2}:=-s P_{1}+(p-q) Q_{1}
$$

We have
$\left|v_{1} \cdot \alpha+v_{2} \cdot \beta\right|^{2} \leq\left(\left|v_{1}\right|^{2}+\left|v_{2}\right|^{2}\right)\left(|\alpha|^{2}+|\beta|^{2}\right)=2\left(|P|^{2}+|Q|^{2}-2|\nu|\right)\left(|\alpha|^{2}+|\beta|^{2}\right)$,
which, together with ii), concludes the proof of iv).

## 3. Proof of the Regularity Theorem

In this section we assume that $u \in W^{1,2}\left(\Omega ; \mathbb{R}^{d}\right)$ is a local minimizer of $\mathcal{F}_{0}$.
Proposition 3.1. If $D u \in L_{\text {loc }}^{2, \lambda}\left(\Omega ; \mathbb{R}^{d}\right)$ for some $0 \leq \lambda<2$ then $D u \in$ $L_{\mathrm{loc}}^{2, q_{0}(\lambda)}\left(\Omega ; \mathbb{R}^{d}\right)$, where $q_{0}(\lambda):=\alpha+\lambda(1-\alpha / 2)$.

Before proceeding with the proof of this result, we remark that using an iterative scheme where

$$
\lambda_{0}:=0, \quad \lambda_{k+1}:=q_{0}\left(\lambda_{k}\right),
$$

then

$$
\lim _{k \rightarrow+\infty} \lambda_{k}=\lim _{k \rightarrow+\infty} \alpha \sum_{i=0}^{k}\left(1-\frac{\alpha}{2}\right)^{i}=2
$$

hence (2.1) will follow for all $0 \leq \lambda<2$ and, as justified in Section 2, this suffices to assert Theorem 2.2.

The proof of Proposition 3.1 uses higher integrability properties of the functions

$$
A:=\frac{\left|D_{1} u\right|^{2}-\left|D_{2} u\right|^{2}}{2}, \quad B:=\left(D_{1} u\right) \cdot\left(D_{2} u\right) .
$$

where $D_{1} u$ and $D_{2} u$ stand for the column vectors in $\mathbb{R}^{d}$ of the derivatives of $u$ with respect to $x_{1}$ and to $x_{2}$, respectively.

Proposition 3.2. The functions $A$ and $B$ solve the system

$$
\left\{\begin{array}{l}
\Delta A=D_{11}^{2} g-D_{22}^{2} g \\
\Delta B=2 D_{12}^{2} g .
\end{array}\right.
$$

where

$$
g:=f(|\nu(u)|)-|\nu(u)| f^{\prime}(|\nu(u)|) .
$$

In addition, if $D u \in L_{\mathrm{loc}}^{2 . \lambda}\left(\Omega ; \mathbb{R}^{2 d}\right)$ for some $0 \leq \lambda<2$ then $\sqrt{|A|+|B|} \epsilon$ $L_{\text {loc }}^{2.2 \alpha+\lambda(1-\alpha)}(\Omega ; \mathbb{R})$.

Proof. Consider $\Phi:=(\varphi, \psi) \in C_{0}^{1}\left(\Omega ; \mathbb{R}^{2}\right)$, and let $\varepsilon>0$ be small enough so that with $\Phi_{\varepsilon}(x):=x+\varepsilon \Phi(x)$, then $\Phi_{\varepsilon}: \Omega \rightarrow \Omega$ is a smooth diffeomorphism satisfying

$$
\begin{aligned}
\operatorname{det} D \Phi_{\varepsilon}(x) & =1+\varepsilon \operatorname{div} \Phi(x)+\omega_{1}(x, \varepsilon) \\
\operatorname{det} D \Phi_{\varepsilon}^{-1}(y) & =1-\varepsilon \operatorname{div} \Phi\left(\Phi_{\varepsilon}^{-1}(y)\right)+\omega_{2}(y, \varepsilon)
\end{aligned}
$$

where $\omega_{i}(\cdot, \varepsilon) / \varepsilon \rightarrow 0$, as $\varepsilon \rightarrow 0$, uniformly in $\Omega$. Set

$$
u_{\varepsilon}(y):=u\left(\Phi_{\varepsilon}^{-1}(y)\right), \quad y \in \Omega .
$$

We have

$$
\begin{aligned}
\int_{\Omega}\left|D u_{\varepsilon}(y)\right|^{2} d y & =\int_{\Omega}|D u(\mathbb{I}-\varepsilon D \Phi)|^{2}\left(\Phi_{\varepsilon}^{-1}(y)\right) d y+o(\varepsilon) \\
& =\int_{\Omega}|D u(\mathbb{I}-\varepsilon D \Phi)|^{2}(1+\varepsilon \operatorname{div} \Phi) d x+o(\varepsilon) \\
& =\int_{\Omega}|D u|^{2} d x+\varepsilon \int_{\Omega}\left[|D u|^{2} \operatorname{div} \Phi-2 D u D \Phi \cdot D u\right] d x+o(\varepsilon),
\end{aligned}
$$

where the inner product of two $d \times 2$ matrices $\xi$ and $\eta$ is defined as $\xi \cdot \eta:=$ $\operatorname{trace}\left(\xi^{T} \eta\right)$.

On the other hand, since

$$
\nu\left(u_{\varepsilon}(y)\right)=\left[\operatorname{det} D \Phi_{\varepsilon}^{-1}(y)\right] \nu(u)\left(\Phi_{\varepsilon}^{-1}(y)\right),
$$

we also have that, setting $\Omega_{\varepsilon}:=\left\{x \in \Omega:\left|\varepsilon \operatorname{div} \Phi-\omega_{2}\right| \nu \nu(u) \mid \neq 0\right\}$,

$$
\begin{aligned}
& \int_{\Omega} f\left(\left|\nu\left(u_{\varepsilon}(y)\right)\right|\right) d y=\int_{\Omega} f\left(\left(1-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)|\right) \operatorname{det} D \Phi_{\varepsilon} d x \\
& =\int_{\Omega_{\varepsilon}}\left[f(|\nu(u)|)+\left(-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)| f^{\prime}(|\nu(u)|)\right] \operatorname{det} D \Phi_{\varepsilon} d x \\
& \quad+\int_{\Omega_{\varepsilon}}\left[\frac{f\left(\left(1-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)|\right)-f(|\nu(u)|)}{\left(-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)|}-f^{\prime}(|\nu(u)|)\right] \\
& \left.\quad+\int_{\Omega \backslash \Omega_{\varepsilon}} f(|\nu(u)|) \operatorname{det} D \Phi_{\varepsilon} d x \quad\left(-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)|\right) \operatorname{det} D \Phi_{\varepsilon} d x \\
& =\int_{\Omega} f(|\nu(u)|) \operatorname{det} D \Phi_{\varepsilon} d x \\
& \quad+\int_{\Omega}\left(-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)| f^{\prime}(|\nu(u)|) \operatorname{det} D \Phi_{\varepsilon} d x+o(\varepsilon), \\
& =\int_{\Omega} f(|\nu(u)|) d x+\varepsilon \int_{\Omega}\left[f(|\nu(u)|)-|\nu(u)| f^{\prime}(|\nu(u)|)\right] \operatorname{div} \Phi d x+o(\varepsilon),
\end{aligned}
$$

because by Lebesgue's dominated convergence, by (H1), and due to the boundedness of $f^{\prime}$,

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} \int_{\Omega_{\varepsilon}}\left|\frac{f\left(\left(1-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)|\right)-f(|\nu(u)|)}{\left(-\varepsilon \operatorname{div} \Phi+\omega_{2}\right)|\nu(u)|}-f^{\prime}(|\nu(u)|)\right| \\
& |\nu(u)|\left|\operatorname{div} \Phi-\frac{\omega_{2}}{\varepsilon}\right|\left|1+\varepsilon \operatorname{div} \Phi+\omega_{1}\right| d x=0 .
\end{aligned}
$$

By the local minimality of $u$ we have $\mathcal{F}_{0}\left(u_{\varepsilon}\right)-\mathcal{F}_{0}(u) \geq 0$, from which the Euler-Lagrange equation can be easily obtained,
$\int_{\Omega}\left[\frac{1}{2}|D u|^{2} \operatorname{div} \Phi-D u D \Phi \cdot D u\right] d x=\int_{\Omega}\left[|\nu(u)| f^{\prime}(|\nu(u)|)-f(|\nu(u)|)\right] \operatorname{div} \Phi d x$ for every $\Phi=(\varphi, \psi) \in C_{0}^{1}\left(\Omega ; \mathbb{R}^{2}\right)$. This equation may be rewritten as

$$
\int_{\Omega}\left[A\left(D_{2} \psi-D_{1} \psi\right)-B\left(D_{1} \psi+D_{2} \varphi\right)\right] d x=\int_{\Omega}-g\left(D_{1} \varphi+D_{2} \psi\right) d x
$$

that is,

$$
\left\{\begin{array}{l}
D_{1} A+D_{2} B=D_{1} g \\
D_{2} A-D_{1} B=-D_{2} g
\end{array}\right.
$$

and the first assertion follows. By (H3)

$$
|g| \leq C\left(1+|\nu(u)|^{1-\alpha}\right)
$$

and so, assuming that $D u \in L_{\mathrm{loc}}^{2, \lambda}\left(\Omega ; \mathbb{R}^{2 d}\right)$ we have that $|\nu(u)| \in L_{\mathrm{loc}}^{1 . \lambda}(\Omega ; \mathbb{R})$ and

$$
g \in L_{\mathrm{loc}}^{\frac{1}{1-a}, \lambda}(\Omega)
$$

We may now use Lemma 2.8 to obtain that

$$
A, B \in L_{\mathrm{loc}}^{\frac{1}{1-\alpha}, \lambda}(\Omega)
$$

and by Hölder inequality we conclude that

$$
\sqrt{|A|+|B|} \in L_{\mathrm{loc}}^{2.2 \alpha+\lambda(1-\alpha)}(\Omega)
$$

Finally, in order to prove Proposition 3.1 we introduce the following notation:

$$
\begin{aligned}
& q(\lambda):=2 \alpha+\lambda(1-\alpha) \\
& \Omega_{0}:=\{x \in \Omega:|\nu(u)|=0\} \\
& \Omega_{0}^{\prime}:=\{x \in \Omega:|\nu(u)|>0\} \\
& \Omega_{K}:=\{x \in \Omega: 0<|\nu(u)| \leq K\} \\
& \Omega_{K}^{\prime}:=\{x \in \Omega:|\nu(u)|>K\}
\end{aligned}
$$

Proof of Proposition 3.1. Fix $\phi \in W_{0}^{1.2}\left(\Omega ; \mathbb{R}^{d}\right)$ and assume that $D u \in$ $L_{\text {loc }}^{2 . \lambda}\left(\Omega ; \mathbb{R}^{2 d}\right)$ for some $0 \leq \lambda<2$. For $\varepsilon \in \mathbb{R}$ set $u_{\varepsilon}(x):=u(x)+\varepsilon \phi(x)$. Define

$$
P:=D_{1} u, \quad Q:=D_{2} u, \quad \alpha:=D_{1} \phi, \quad \beta=D_{2} \phi, \quad \nu:=\nu(u)
$$

Since

$$
\nu\left(u_{\varepsilon}\right)=\nu(u)+\varepsilon P \wedge \beta+\varepsilon \alpha \wedge Q+\varepsilon^{2} \alpha \wedge \beta
$$

we have

$$
\begin{aligned}
\int_{\Omega} f\left(\left|\nu\left(u_{\varepsilon}\right)\right|\right) d x-\int_{\Omega} f(|\nu|) d x & =\varepsilon \int_{\Omega_{0}^{\prime}} f^{\prime}(|\nu|) \frac{\nu}{|\nu|} \cdot(P \wedge \beta+\alpha \wedge Q) d x \\
& +|\varepsilon| \int_{\Omega_{0}} f^{\prime}(0)|P \wedge \beta+\alpha \wedge Q| d x+o(\varepsilon)
\end{aligned}
$$

Local minimality of $u$ entails

$$
\limsup _{\varepsilon \rightarrow 0^{-}} \frac{\mathcal{F}_{0}\left(u_{\varepsilon}, \Omega\right)-\mathcal{F}_{0}(u, \Omega)}{\varepsilon} \leq 0
$$

and so
$\int_{\Omega} D u \cdot D \phi d x+\int_{\Omega_{0}^{\prime}} f^{\prime}(|\nu|) \frac{\nu}{|\nu|} \cdot(P \wedge \beta+\alpha \wedge Q) d x \leq \int_{\Omega_{0}} f^{\prime}(0)|P \wedge \beta+\alpha \wedge Q| d x$.
We have

$$
\begin{aligned}
(M+1) & \int_{\Omega} D u \cdot D \phi d x+M \int_{\Omega_{0}^{\prime}}\left[\frac{\nu}{|\nu|} \cdot(P \wedge \beta+\alpha \wedge Q)-(P \cdot \alpha+Q \cdot \beta)\right] d x \\
& +\int_{\Omega_{0}^{\prime} \cap \Omega_{K}}\left(f^{\prime}(|\nu|)-M\right) \frac{\nu}{|\nu|} \cdot(P \wedge \beta+\alpha \wedge Q) d x \\
& \leq C \int_{\Omega_{0}}|D u||D \phi| d x+\omega_{K} \int_{\Omega_{K}^{\prime}}|D u||D \phi| d x
\end{aligned}
$$

where

$$
\omega_{K}:=\sup _{t \geq K}\left|M-f^{\prime}(t)\right|
$$

We recall that by (H2)

$$
\omega_{K} \rightarrow 0 \quad \text { as } K \rightarrow+\infty
$$

By Lemma 2.9 iii). iv), we deduce that

$$
\begin{align*}
(M+1) \int_{\Omega} D u \cdot D \phi d x & +\int_{\Omega} G \cdot D \phi d x \\
& \leq C \int_{\Omega} \sqrt{|A|+|B||D \phi| d x+\omega_{K} \int_{\Omega}|D u||D \phi| d x} \tag{3.1}
\end{align*}
$$

with $G=\left(G_{1}, G_{2}\right)$ and

$$
\begin{aligned}
& G_{1}:=\chi_{\Omega_{0}^{\prime} \cap \Omega_{K}}\left(M-f^{\prime}(|\nu|)\right) \frac{\nu}{|\nu|} \wedge Q \\
& G_{2}:=\chi_{\Omega_{0}^{\prime} \cap \Omega_{K}}\left(f^{\prime}(|\nu|)-M\right) \frac{\nu}{|\nu|} \wedge P
\end{aligned}
$$

and where $\chi_{A}$ stands for the characteristic function of the set $A$. By Lemma 2.9 ii), iii), and recalling that on $\Omega_{K}$ we have $|\nu| \leq K$, we have

$$
|G| \leq C(K)(1+\sqrt{|A|+|B|}), \quad \text { a.e. in } \Omega
$$

and by Proposition 3.2 we deduce that $G \in L^{2, q(\lambda)}\left(\Omega ; \mathbb{R}^{d}\right)$. Next, for a fixed ball $B_{R} \subset \subset \Omega$ we compare $u$ with the solution of the Dirichlet problem

$$
\left\{\begin{array}{l}
(M+1) \Delta v=\operatorname{div} G \quad \text { in } B_{R}  \tag{3.2}\\
v-u \in W_{0}^{1,2}\left(B_{R} ; \mathbb{R}\right)
\end{array}\right.
$$

By Lemma 2.6 $D v \in L_{\text {loc }}^{2, q(\lambda)}\left(B_{R} ; \mathbb{R}^{2}\right)$ and for all $0<\rho \leq R$

$$
\begin{equation*}
\int_{B_{\rho}}|D v|^{2} d x \leq C\left(\frac{\rho}{R}\right)^{q(\lambda)} \int_{B_{R}}|D v|^{2} d x+C(K) \rho^{q(\lambda)} \tag{3.3}
\end{equation*}
$$

From (3.1) and (3.2) we have for all $\phi \in W_{0}^{1.2}\left(B_{R} ; \mathbb{R}^{d}\right)$

Therefore, taking $\phi:=u-v$, and using the fact that by the definition of $G$ and by (3.2)

$$
|G| \leq C|D u|, \quad \int_{B_{R}}|D v|^{2} \leq C \int_{B_{R}}|D u|^{2}
$$

we have

$$
\int_{B_{R}}|D u-D v|^{2} d x \leq C \int_{B_{R}}(|A|+|B|) d x+C \omega_{K} \int_{B_{R}}|D u|^{2} d x
$$

Using (3.3) we now obtain

$$
\int_{B_{\rho}}|D u|^{2} d x \leq C\left[\left(\frac{\rho}{R}\right)^{q(\lambda)}+\omega_{K}\right] \int_{B_{R}}|D u|^{2} d x+C(K) R^{q(\lambda)}
$$

and if $K$ is large enough, so that $\omega_{K}$ is small, from Lemma 2.7 we conclude that for all $0<\lambda^{\prime}<q(\lambda)$

$$
\begin{equation*}
\int_{B_{\rho}}|D u|^{2} d x \leq C\left(\frac{\rho}{R}\right)^{\lambda^{\prime}} \int_{B_{R}}|D u|^{2} d x+C \rho^{\lambda^{\prime}} \tag{3.4}
\end{equation*}
$$

and thus (3.4) holds true for $\lambda^{\prime}=q_{0}(\lambda)$.
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