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A PRIMER OF SIMPLE THEORIES

RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

ABSTRACT. We present a self-contained exposition of the basic aspects of simple theories
while developing the fundamentals of forking calculus. We expound most of the deeper
aspects of S. Shelah's 1980 paper Simple unstable theories. The concept of weak dividing
has been replaced with that of forking. The exposition is from a contemporary perspective
and takes into account contributions due to E. Hrushovski, B. Kim, and A. Pillay.

INTRODUCTION

The question of how many models a complete theory can have has been at the heart
of some of the most fundamental developments in the history of model theory. The most
basic question that one may ask in this direction is whether a given first order theory has
only one model up to isomorphism. Erwin Engeler, Cestaw Ryll-Nardzewski, and Lars
Svenonius (all three independently) published in 1959 a complete characterization of the
countable theories that have a unique countable model (see Theorem 2.3.13 of [CK]). The
next landmark development occurred in 1962, when Michael Morley proved in his Ph.D.
thesis that if a countable theory has a unique model in some uncountable cardinality, then it
has a unique model in every uncountable cardinality. (See [Mo].) This answered positively
a question of Jerzy Los [Lo] for countable theories. The conjecture of Los in full generality
(including uncountable theories) was proved by Saharon Shelah in 1970. (See [Sh31].)

The problem of counting the number of uncountable models of a first order theory
led Shelah to develop an awesome body of mathematics which he called classification
theory. A fundamental distinction that emerges in this context is that between two classes
of theories: stable and unstable theories. For a cardinal A, a theory T is called stable in X
if whenever M is a model of T of cardinality X, the number of complete types over M is
also X. A theory is called stable if it is stable in some cardinal.

The stability spectrum of T is the class of cardinals X such that T is stable in X. In
his ground-breaking paper [Sh3], Shelah gave the first description to the stability spectrum
of T. He characterized the class of cardinalities X > 2 j r | such that T is stable in X. For
the combinatorial analysis of models involved, he devised an intricate tool which he called
strong splitting. Later, in order to describe the full stability spectrum (i.e., include the
cardinals X < 2 | r | such that T is stable in X), he refined the concept of strong splitting, and
developed the fundamental notion offorking.

Between the early 1970's and 1978, Shelah concentrated his efforts in model theory to
the completion of his monumental treatise [Sha]. The complete description of the stability
spectrum of T is given in Section III-5. Shelah, however, realized quickly that the range
of applicability of the concept of forking extends well beyond the realm of the spectrum
problem.

Intuitively, if p is a type over a set A, an extension q 2 p is called nonforking \i q
imposes no more dependency relations between its realizations and the elements of A than
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those already present in p. This yields a general concept of independence in model theory,
of which the concepts of linear independence in linear algebra and algebraic independence
in field theory are particular examples.

Shelah's original presentation of the basics of forking appeared to be complicated and
required time for the reader to digest. This fact, combined with the rather unique exposition
style of the author, made [Sha] difficult to read, even by experts.

In 1977, Daniel Lascar and Bruno Poizat published [LaPo] an alternative approach to
forking which appeared more understandable than Shelah's. They replaced the original
"combinatorial" definition with one closely related to Shelah's notion of semidefinability
in Chapter VII of [Sha]. The approach of Lascar and Poizat had a remarkable impact on
the dissemination of the concept of forking in the logical community. Several influential
publications, such as the books of Anand Pillay [Pi] and Daniel Lascar [La3] and the
papers of Victor Harnik and Leo Harrington [HH] and Michael Makkai [Ma], adopted the
French approach and avoided Shelah's definition of forking. Both of these approaches
were presented in John Baldwin's book [Ba].

Parallel to these events, Shelah isolated an important class of theories which extends
that of stable theories, the class of simple theories. This concept originated in the study of
yet another combinatorial property of theories, namely,

(A, K) e SP(J): Every model of T of cardinality X has a K -saturated
extension of cardinality X.

For stable T, the class of pairs X, K such that (A, K) e SP(7) had been completely identi-
fied in Chapter VIII-4 of [Sha] (using the stability spectrum theorem and some combina-
torial set theory).

Shelah wondered whether there is a natural class of theories extending the class of stable
theories where a characterization of the class of pairs X, K such that (A, K) e SP(7) holds
is still possible. In order to prove a consistency result in this direction, he introduced
in [Sh93] the class of simple theories, and showed that a large part of the apparatus of
forking from stability theory could be developed in this weaker framework.

Some of the complexity of the paper is due to the fact that he did not realize that, for
simple theories, the notion of forking is equivalent to the simpler notion of dividing. (He
was aware in 1979, however, that these two concepts are equivalent when the underlying
theory is stable.)

It should be remarked that Shelah's main goal in [Sh93] was not to extend the apparatus
of forking from stable to simple theories, but rather to prove the aforementioned consis-
tency result (Theorem 4.10 in [Sh93]). In fact, after the proof of the theorem, he adds

This theorem shows in some sense the distinction between simple and
not simple theories is significant.

In the early 1990's, Ehud Hrushovski noticed that the fact that the first order theory
of an ultraproduct of finite fields is simple (and unstable) has far reaching consequences.
(See [Hr].) Hrushovski's spectacular applications to Diophantine geometry, as well as his
collaboration with Anand Pillay [HP1], [HP2] and Zoe Chatzidakis [CH] attracted much
attention to the general theory of simple theories.

Anand Pillay consequently prompted his Ph.D. student Byunghan Kim to study in the
general context of simple theories a property that he and Hrushovski (see [HP1]) isolated
and called the Independence Property.

In a clever two-page argument, Kim proved that, for simple theories, the notions of
forking and dividing are equivalent. See [Ki]. From this equivalence, Kim and Pillay
derived easily the properties of Symmetry and Transitivity of forking for simple theories.
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For this work, Kim shared with Itay Neeman the 1997 Sacks Prize, which honors the best
dissertation in logic of the year.

The purpose of this paper is to present a self contained introduction to the basic proper-
ties of simple theories and forking, including the recent elegant contributions due to Kim,
some results of [KP1], as well as two recent unpublished simplifications due to Shelah.
The presentation should be accessible to a reader who has had a basic course in model
theory, for example, little more than the first three chapters of [CK] will suffice. We also
assume that the reader is accustomed to using the concept of monster model.

The first author would like to seize this opportunity to announce that much more is
included in [Gr].

At the end of the paper we have included historical notes.
The notation is standard. Throughout the paper, T denotes a complete first order theory,

without finite models. The language of T is denoted L{T). The monster model is denoted
by <£. If A is a set and a is a (finite) tuple, Aa denotes the union of A with the terms of a.

The paper is organized as follows:

Section 1: We introduce dividing, forking and Morley sequences, and present the
main properties that hold when there is no assumption on the underlying theory:
Finite Character, Extension, Invariance, and Monotonicity.

Section 2: We introduce the main rank and define simple theories. We also present
several equivalent characterizations of simple theories. Among other things, it is
shown that the rank is bounded if and only if it is finite. We also study Shelah's
original rank, which includes a fourth parameter.

Section 3: We continue the treatment of forking, but now under the assumption that
the underlying theory is simple. We prove the property of Existence and the char-
acterization that he theory T is simple if and only if K(T) < \T\. We then prove
Symmetry, Transitivity, and the Independence Theorem.

Section 4: We introduce a distance between sequences of indiscernibles which yields
a notion of equivalence among them. The main result is that in any theory, a Mor-
ley sequence over a set A has a bounded number of nonequivalent ^-automorphic
images.

Section 5: We show that for simple theories, it is consistent to have a "nice" descrip-
tion of the class SP(T), namely, There is a model of set theory where there are
cardinalities X > K such that X<K > X and X | r | = X. (Hence, it is not possible
to use cardinal arithmetic to show that (A, K) e SP(T).) It is shown that for some
X and K as above. (X, K) e SP(T). The model theoretic content of this section is
the fact that the set of nonforking extensions of a type (up to logical equivalence)
forms a semi-upper lattice, satisfying the (2 | r |)+-chain condition. This partial order
is embedded into a natural complete boolean algebra. We then use a set-theoretic
property of boolean algebras, namely, satisfying a chain condition, to construct /c-
saturated extensions of cardinality X.

Appendix A: We present an improvement of Theorem 1.11. The theorem is a is a
revision of a Theorem of Morley within the more modern setting of Hanf numbers
(following Barwise and Kunen). The result has been included here because we
could not find the precise statement needed in the literature.

Appendix B: Here we have included several historical remarks, as well as a list of
credits.

In the last week of 1997 we sent a final draft of this paper to John Baldwin and Saharon
Shelah. We are grateful for several comments we received and incorporated in the text.
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1. FORKING

In this section we make no particular assumptions on the theory T (besides complete-
ness).

Recall that a sequence / in € is indiscernible over a set A if any two finite subsequences
of / of the same length have the same type over A. We always assume that the index set
does not have a last element.

For k < co, we will say that a set of formulas q(x) is k-contradictory if every subset of
q of k elements is inconsistent. Note that if (at \i < co > is an indiscernible sequence and
the set {(p(x, a,) \ i < co} is inconsistent, then it is ^-contradictory for some k < co.

We begin by introducing the fundamental notion of dividing.

Definition 1.1.

(1) A formula <p(x,b) divides over A if there exist {bx• \ i < co} and k < co such that
(a) tp(bt/A) = tp(b/A) for every / < co;
(b) The set [<p(x, bi) \ i < to] is ^-contradictory.

(2) A type p divides over A if there exists a formula (p(xyb) such that p h- <p(x,b) and
<p(x,b) divides over A.

Lemma 1.2. A formula cp(x,b) divides over A if and only if there exist k < co and an
sequence (6/ \ i < co) indiscernible over A such that bo = b and {(p(xyt>i) \ i < co} is
k-con tradictory.

Proof Necessity is clear. We prove sufficiency. Assume that cp(xyb) divides over A and
take k < co and / = {hi \ i < co} such that tp(bi/A) = tp(b/A) for every / < co and
{<p(x, bx) | / < co} is ^-contradictory. Expand the language with names for the elements
of A and let {cn \ n < co} be constants not in the language of T. Consider the union of the
following sets of sentences:

• T\
• -«3JC [<p(x, di0) A • • • A (p(xy Cik_{)], whenever /"o < • • • < h-\ < co;

• \j/(co, ...ycn,d) «> ils(ciQ,...,Cin,d), whenever /o < • • • < in < co, d e A, and
\/r is in the language of T;

• if (do, d), for every \//(xy d) e tp(bo/A).

An application of Ramsey's Theorem shows that our set of sentences is consistent.
Let N be a model for it and let dn be the interpretation of cn in the model N. Then, (dn \

n < co) is a sequence indiscernible over A and {(p(x, bn) \ n < co} is ^-contradictory.
Furthermore, there exists an ^-automorphism / such that f(do) = b. Therefore, the
sequence (f(dn) \ n < co) satisfies the requirements of the lemma. H

The next lemma is crucial to analyze forking and dividing. It will be used in the proof
of the Concatenation Lemma 1.13, in the characterization of forking through the rank
(Theorem 3.11), and the Independence Theorem (Theorem 3.12).

Lemma 1.3. The following conditions are equivalent.

(1) tp(a/Ab) does not divide over A;
(2) For every infinite sequence I indiscernible over A with b € / there exists a! realiz-

ing tp(a/Ab) such that I is indiscernible over Aa!;
(3) For every infinite sequence I indiscernible over A with b e I there exists an A-

automorphism f such that / ( / ) is indiscernible over Aa.

Proof. The equivalence between (2) and (3) is a consequence of the homogeneity of <£.
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(2) => (1): By contradiction, suppose tp(d/Ab) divides over A and take (p(x, c, b) e
tp(d/Ab) with c e A such that (p(x, c, b) divides over A. Lemma 1.2 provides a sequence
/ = (bi | i < co) indiscernible over A such that bo = b and [<p(x, c, bi) \ i < co} is
^-contradictory. By (2) there exists a' realizing tp(d/Ab) such that / is indiscernible over
Ad'. But then \= cp[d\ c, bo], and t= (f[df, c, bi] for every / < co by indiscernibility. This
contradicts the fact that {(p(x, c, £,) | / < co} is ^-contradictory.

(1) => (2): Suppose that (2) fails, and choose an indiscernible sequence / = (bt \ i <
co) and Bel which witness this failure, i.e.,

(*) / is not indiscernible over Aa , for every a! realizing tp(d/Ab).

Denote p(x, b) := tp(d/Ab) and let q := (J^ € / p(x, bi). We claim that q is consistent.
If q is inconsistent, there exist a finite /* c / and a formula <p(x, c, b) e tp(d/Ab)

such that_{(p(x,c,bi) \ bi e /*} is inconsistent. By the indiscernibility of/ over A,
{(p(x,c,bi) | bi 6 / } is 17*|-inconsistent, so tp(d/Ab) divides over A. But this is a
contradiction.

Now let F(x) be the union of the following formulas:

• \l/(x, t>o,.-.,bn-ud) ^> \lr(x, bio,..., bin_x, </), whenever i0 < • • • < in-\ < co,
n < co,i\r G L and d e A.

We show that T(x) is consistent, which contradicts (*). The proof is by induction on the
cardinality of the finite subsets of T(x). For the induction step, it is sufficient to show that
for any d e A, io < • • • < in and <p(x, bo, b\,..., £/„_,, d) e q(x) we have

(**)

Fix a! realizing q. By Ramsey's Theorem there is an infinite subsequence / ' of 7 which is
(^-indiscernibleover Aa'. Take b'o,...b

t
n_vb'i , . . .b f

t € V. Then,

Therefore,

h3*[?(* .6o.6i . . . . .&L 1^
which implies (**) by the indiscernibility of 7 over A. H

Lemma 1.4. Iftp(ao/Ab) does not divide over A and tp(d\ /Abdo) does not divide over
Ado, then tp(dod\/Ab) does not divide over A.

Proof. Let 7 be a sequence indiscernible over A such that b e 7. By Lemma 1.3, showing
that tp(dod\/Ab) does not divide over A is equivalent to finding coc\ realizing tp{dod\/Ab)
such that 7 is indiscernible over Acoc\. By Lemma 1.3, since tp(do/Ab) does not divide
over A, we can find co realizing tp(ao/^£) such that 7 is indiscernible over Aco- Take an
^-automorphism / s u c h that f{do) = co- Since tp (a i /^^o) does not divide over Ado,
the type tp(f(d\)/Abco) does not divide over Ado- Since 7 is indiscernible over Ac~o, By
Lemma 1.3 we can choose c\ realizing \p{f{d\)/Abco) such that 7 is indiscernible over
Ac~oc\. We have tp{coc\/Ab) = tp(f(do)f(d\)/Ab) — tp(dod\/Ab), so we are done. H

We now introduce one of the main concepts of this paper.

Definition 1.5.
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(1) A formula <p(x, b) forks over A if there exist n < co and {(pt{x, bl) \ i < n }, such
that
(a) <pi(x, bl) divides over A for every i < n\
(b) ip(x9b)\-\Ji<Hipi(x,b%

(2) A type p forks over A if there exists a formula <p(x,b) such that p h <p(x,b) and
(p(x,b) forks over A.

Remark 1.6.

(1) If (p{x, b) divides over A, then <p(x,b) forks over A;
(2) If cp(x,b) h \Ji<n(pi(x,bl), and (pi(x,bl) forks over A for every i < n, then

(p(x,b) forks over A;
(3) (Finite Character of Forking) If p e S(B) forks over A, then there exists (p(x,b) e

p such that (p(x, b) forks over A.

The following is also a fundamental property of forking. The proof is immediate.

Remark 1.7 (Invariance). Let p be a type and .4 a set. The following conditions are equiv-
alent:

(1) The type p does not divide (fork) over A;
(2) For every ^-automorphism / , the type /(/?) does not divide (respectively, fork)

over A;
(3) There exists an ^-automorphism / such that the type /(/?) does not divide (respec-

tively, fork) over A.

The reader can observe that the advantage of forking over dividing is exactly that argu-
ment below can be carried out.

Theorem 1.8 (Extension). If p does not fork over A and dom(/?) c B, then there exists
q € S(B) extending p such that q does not fork over A.

Proof Consider

T := {-*f(x, B)\beB, 1r(x, b) forks over A }.

Let us show that pL) F is consistent. If p\J F is inconsistent, then there exists {—>̂/ (*, hi) \
i < n] c F such that p U {-I^I(JC,6,-) | / < n} is inconsistent. But then, p h
V/<« ifiiX'hi) and every iri{x,bi) forks over A. Hence, p forks over A, which is a
contradiction.

Choose a complete extension q e S(B) of p U F. If ^ forks over A, there exists
\/f(x,b) e q such that \jf{x,b) forks over A By the definition of F, we have ->ir(xy b) e
F c q, which is a contradiction. Hence, # does not fork over A. H

Definition 1.9. Let A c. B and /? be a type over B. Then, («„ | AZ < co) is a Morley
sequence for p over A if

(1) For every n < co,an realizes p\
(2) For every n < co, the type tp(an/B U {am \ m < n }) does not fork over ,4;
(3) (£„ | n < co) is indiscernible over B.

Remark 1.10.

(1) Any subsequence of a Morley sequence is a Morley sequence (for the same type).
(2) An ^-automorphic image of a Morley sequence for p is a Morley sequence for the

image of/? under the automorphism.
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(3) If (anbn \ n < co) is a Morley sequence for tp(ao&o/B) over A, then (an \ n < co)
is a Morley sequence for tp(ao/B) over A and (bn \ n < co) is a Morley sequence
for tp(bo/B) over A

The following theorem is used to produce Morley sequences much in the same way that
Ramsey's Theorem is used to produce indiscernibles. A better upper bound for the length
the initial sequence is given in Appendix A.

Theorem 1.11. For every sequence (5,- | / < 3(2iri)+ ) there exists an indiscernible
sequence (bn \ n < co) with the following property: for every n < co there exist
*0 < * * * < in-\ sucn

tp(60, • • • > K-\/0) = tp(5/0 , . . . , */„_, /0) .

Proof Fix (5/ | i < 3(2iri)+ ) in order to find an indiscernible sequence as in the statement
of the theorem. Consider

Vn = {p e S(0) | There exist u < • • • < / „ < (2 | r | ) + such that \= p(ail,..., aift)}.

Let {cn \ n < co} be constants not in the language of T. We will find a sequence of
types

(*) ( /?„(xi , . . . ,xn) | n <co), pnern

such that the union of the following sets of sentences is consistent:

• T\
- pn(ch,..., cin)9 whenever I'I < • • • < in < co.

This will clearly prove the proposition.
To prove the consistency of above sentences, we will construct, by induction on«, a

sequence of cofinal subsets of ( 2 | r | ) + ,

(Fn | n <co),

a family of subsets of 3(2iri)+,

and a sequence of types (*) such that the following conditions hold:

(1) Fn+X c Fn;
(2) \X^n\ > Hx(2 | r |), where £ is the A.th element of Fn\
(3) N Pn{aix,..., din), whenever i"i < < in are in X^n.

We let Fo = (2 | r | ) + , and X^o = 3(2m) for every § e Fo. Then, ( l H 3 ) are obvious.
Assume, then, that Fn and the X^n's have been defined, and let us define Fn+\ and the

Let a be the order type of Fn, and let g: a -> Fn be the unique order isomorphism.
Define

Then Gn is also cofinal in (2 | r |)+ . Furthermore, if ̂  = g(X + n),

(*•) l^,nl>3x+ w(2 | r |) .

The map

(5,- , , . . . , din) \-> tp(aix 5/w/0)
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is a partition of[X$%n\
n into 2 | r |-many classes. Hence, by (**) and the Erdos-Rado theorem

(see, for example, [CK] Theorem 7.2.1), there exist X^n+\ c X^n with

and a type p$,n+\ € Vn+\ such that (3) holds with p$tn+\ in place of pn+\- Now the
pigeonhole principle allows us to find a cofinal Fn+\ c Gn and a type /?n+i such that
p$tn+\ = pn+\ for every £ e /Vi+i- Renumbering the A ^ + i ' s with respect to the ordering

preserves (2). This concludes the construction. H

Theorem 1.12. Z,e/ A c. B. Suppose that p is over B and does not fork over A. Then there
exists a Morley sequence for p over A. Moreover, if p = tp(b/B), the Morley sequence
can be chosen with b as its first element.

Proof Let us first expand the language with constants for the elements of B and call T*
the resulting expansion T. Now we use Theorem 1.8 to construct by induction a sequence
{Q{ | / < 3(2ir*i)+ ) such that at \= p and tp(5//2? U {aj \ j < i}) does not fork over A.

By Theorem 1.11, there exists a sequence I = (bn \ n < co) indiscernible over B (since
L(T*) has names for the elements of B) such that for every n < co there are /o < • • • <
/„_! < 3(2ir*i)+ satisfying

tp(6o,. . . , bn-i/B) = tp(5 / 0 > . . . , at^/B).

We claim that / is a Morley sequence for p over A. First, / is a indiscernible over B,
and every bn realizes p. Now suppose, by contradiction, that tp(bn/B U {bm \ m <_n })
forks over A for some n < co. Then there is (p(x, c, bo,..., bn-\) e tp(bn/B U {bm \
m < n }), such that <p(x, c, £o , . . . , ft/i-i) forks over ^ . Choose /o < • • < //i such that
tp(bo,...,bn/B) =tp(ai0,...,aiH/B). Then, ̂ p(if c,5/0,. ..,5,^,) € tpfaJBUlaj \
j < in }), and <p(i, c, a,-0,..., £/„_,) forks over ^ . Thus, tp(ain/B U{aj \ j < in }) forks
over A, which is a contradiction.

The last sentence follows by taking a B -automorphism mapping £>o to b. H

The following lemma will be used in the characterization of dividing in terms of Morley
sequences (Theorem 3.7, which in turn will be the main tool to prove the equivalence
between forking and dividing in simple theories) and in the proof of the main result of
Section 4 (Theorem 4.11).

Lemma 1.13 (Concatenation). Let (bn \ n < co) be a Morley sequence for tp(bo/A).
Suppose that

is indiscernible over A and every term of (*) realizes tp(£o, b\,..., bj/A). Then there
exists a sequence (cn \ n < co) indiscernible over A with l(cn) = £(Z>o) such that for
every k < co, the following equalities hold:

, •• - /A)

Proof Let I = (bn \ n < co). For each m < cowe construct cm by induction on m such
that:
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(1) For every A: < co,

tp(flo,flp . . . , fly, co, c\, . . . ,cm-\/A) = tp(bo, b\,..., bj, bj+\,..., bj+m/A);

(2) For every k < co, the sequence

(f) («o • • • ^j^ •. • ~cm-\ | k < co) is indiscernible over A

and every term of (f) realizes tp(bo, • . . , bj, bj+\,..., bj+m-\/A).
Condition (1) and the indiscernibility of/ imply the conclusion of the lemma. Condition
(2) helps in carrying out the induction.

When m = 0, conditions (1) and (2) hold by assumption. Having already defined cn for
n < m, consider

p(x, b0,..., bj+m) := tp(bj+m+\/A U { bo, ..., bj+m }).

Since / is a Morley sequence, the type p(x, bo,..., bj+m) does not fork over A, and hence
does not divide over A. By the induction hypothesis (1), we have in particular that

tp(flQ, . . . , fly, Co, . . . , Cm-\lA) — tp(£o, • • , bj+m/A).

Therefore, the type p(x, a®,..., fly, c o , . . . , cm-\) does not divide over A. By Lemma 1.3
applied to the induction hypothesis (2) (with b = a®\ .. "a^co*... Acm_i and a! = cm), we
find cm such that

Cm N P(X, flQ, . . . , fly, C0, . . . , Cm-\)

and

(fl*Q~...*fly"co".. / c m _i | k < ft)) is indiscernible over AUcm.

Then, (fljij*... ~fly cV. . . Acm | k < co > is indiscernible over A, and (2) is satisfied.
To see that (1) holds, notice that by the induction hypothesis (2) we must have

tp(fl£,..., a), c0,..., cm/A) = tp(fl{J,..., a°j, c 0 , . . . , cm/A), for every k < co

= tp(b0,..., bj+m+\/A) (by the choice of cm).

H

2. RANKS AND SIMPLE THEORIES

The concept of simplicity is defined in terms of a rank.

Definition 2.1. Let p(x) be a set of formulas, possibly with parameters. Let A be a set of
formulas and let k < co. We define the rank D[p, A, k]. The rank D[p, A, k] is either an
ordinal, or — 1, or oo. The relation D[p, A, A:] > a, is defined by induction on a.

(1) D[p, A, k] > 0 if p is consistent;
(2) !)[/?, A, A:] > 8 when 5 is a limit if D[p, A,k]>p for every £ < 8;
(3) D[/?, A, k] > a + 1 if for every finite r c. p, there exist a formula #>(Jc, y) e A and

a set {ai | i < ft)} with l(at) = £(y) such that:
(a) D[r U #>(.x, a{), A, A:] > a for every / < ft);
(b) The set {(p(x, at) \ i < co} is ^-contradictory.

We write

D[p, A, A:] = — 1 if p is not consistent;
Z)|>, A, A:] = a when £>[/?, A, A:] > a but /)[/?, A, £] Jf or -f 1;
£>[/?, A, A:] = oo when £)[/?, A, A:] > a for every ordinal a.
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The next propositions establish some of the most basic properties of the rank. The
proofs are rather easy exercises. However,we include them here for completeness.

Proposition 2.2.

(I) (Monotonicity) If p\ h pi, A\ c A2, and k\ < k2, then D[p\, Aj, k\] <

(2) (Finite Character) For every type p there exists a finite r C p such that D[p, A, &] =
D[r,A,k]

(3) (Invariance) Iff is an automorphism, then D[p, A, k] = D[f(p), A,k].

Proof (1) We prove by induction on the ordinal a, that

D[p\, Ai, k\] > a implies D[p2, A2, #2] > a.

If D[p\, Aj, &i] > 0, then /?i is consistent, so p2 is consistent since p\ h /?2, and hence
Z)[/?2 ,A2 ,£2]>0.

When a is a limit ordinal, the implication is immediate from the induction hypothesis.
Suppose D[p\, Ai, k\] > a -f 1 and let A*2 C /?2 be finite. Since /?i h /?2, there is a

finite ri c j^j such that r\ \- r2. By the definition of the rank, there exist ^(x,7) 6 Aj
and {5/ I 1 < co) with ^(a/) = £(y) such that Z)[ri U cp(x, a,-) Ai, /:i] > or for every
/ < &> and {^?(i, at) \ i < co} is A; 1-contradictory. Now, ri U (p(x, at) h 2̂ U (p(x, a/), so
Z)[>2 U ̂ >(jc, a , ) , A2, ̂ 2] ̂ : ̂  for every i < co by induction hypothesis. But #?(x, y) e A2
(since Ai c A2), and {^(i,a/) | / < co} is ^-contradictory (since &2 ^: ^0- Hence,
D[p2, A2, ̂ 2] > a -h 1, by definition of the rank.

(2) If D[p, A, k] = —1, then p is inconsistent and by the compactness theorem there
is an inconsistent finite r c. p. Then, D[r, A, k] = — 1.

If D[p, A, k] = 00, then for every finite r C ^ , D[r, A, &] = 00 by Monotonicity.
If D[p, A,k] = a, then £>[/?, A, k] > a and Z)[/?, A, it] £ a + 1, so there exists a

finite r c. p with Z)[r, A, &] > a such that there are no cp(x,y) e A and {a, | / < co}
such that {$p(jc, 5/) I / < a>} is ^-contradictory and D[r U ̂ ?(i, a,-) A, k] > a for every
/ < co. But this demonstrates that D[r, A, k] £ a + 1. Thus, Z)[r, A, &] = a.

(3) Immediate. H

Lemma 2.3 (Ultrametric Property). For every p, A,k,n < co and formulas {yj/i(x, hi) \ I <
n}, we have

D[p U \V ^/(JE, ft/), A, *] = max />[/? U tfr/(jc, ft/), A, * ] .

By Monotonicity, for every / < n we have

Z)[/7 U V/(i, ft/) , A , t ]

Hence,

f,ft/), A,*] < D[pu\J fi{x,bi), A,*] .v

To prove the reverse inequality, we show by induction that for every ordinal a and every
type/?,

\ / V / ( * , £ / ) , A,£] > a implies maxZ)[/? U T/T/(JC, ft/), A, it] > a.
l
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When a = 0 or of is a limit ordinal, the implication is easy. For the successor stage suppose,
by contradiction, that

(*)
D[p\j\/ \/fi(x,bi),A,k] >a + 1, but maxD[/? U Mx, fe/), A, k] ^a + l.

, l<n

Then, for every / < n we have D[pU rfri(x, fe/), A,k] < a. Choose a finite n c. p such
that

D[n\Jylrt{x,bi), A,£] < a

and let r := U/<« r/* Then r c. p is finite, so, by (*) and the definition of the rank, there
exist (p(x,y) e A and [at \ i < co} with t(ai) = £(y) such that {(p{x,at) \ i < co] is
^-contradictory and for every i < co

D[rU \J f(x,bi)U<p(x,ai), &,k] > a.
l<n

By induction hypothesis, for every i < co

maxD[r Ufi(x,bi) U<p(x, 5/) A, k] > a,

so there exists /,- < n such that

D[r U ̂ ( x , ft7/) U <p(x, 5,-) , A, k] > a.

By the pigeonhole principle, we may assume that // = /* < n is fixed and

D[r U T/T/*(JC, ^/*) U < (̂JC, di) , A , k ] > a ,

for every / < co. By definition of the rank,

D[rUfr(jc,&/*), A,£] > a + 1,

and by Monotonicity,

D[r/»UV7*(*,6/*), A,k] > a + 1.

But this contradicts the choice of 77*. Therefore,

max£>[/?Ui/r/(jc,6/), A,fc] > a + 1.

H

The proof of the following lemma is similar to that of Theorem 1.8.

Lemma 2.4. Z,e/ p be a type, A a« J <J> fee sets of formulas and k < co. Suppose that
D[ p, A, k] < 00. Then, for every set B there exists a type q e S<p(B) such that

Proof We may assume that <I> is closed under conjunction. Suppose that D[p, A, k] = a.
Consider

r := {-Til/(x,b) I be B,1r(x,y) € 4>, D[p U ̂ (JC, fe), A, k] < a}.

Let us show that pUV is consistent. If pUV were inconsistent, there would be { - ^ (x, fe/) |
/ < /i} c r such that p U {-»Vi(^»^i) I ' < «} is inconsistent. But then, p h
V/<* ^1 (̂ » ^/)- By Monotonicity and Lemma 2.3, we have

a = D[p, A,k] < % u \ / ^ f c W , A, k] = max D[p U j/i(x, bi), A,k] < or,
v i<n

which is, of course, a contradiction.
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Choose q e S$>(B) extending F. If D[p Uq, A,k] < a, then by Finite Character, there
exists -i/s(x,b) e q such that D[p U \(r(x, b), A, k] < a. Hence, by definition of F, we
must have -*Tjf(x, b) eT c. q, which is a contradiction. H

Definition 2.5. A first order theory T is simple, if D[x = x, A, k] < oo for every finite
A and every k < co.

As we will see in Theorem 2.8, any stable theory is simple. However, there are important
examples of simple unstable theories. Historically, the motivating example was the theory
of the random graph.

There are several equivalent formulations of model theoretical stability. One of them is
via the following rank. Recall that the types p and q are explicitly contradictory if there
exists tp{x, b) such that <p(x, b) e p and -^<p(x, b) e q (or vice versa).

Definition 2.6. Let p{x) be a set of formulas, possibly with parameters. Let A be a set of
formulas. We define the rank R[p, A, Ko]« The rank R[p, A, Ko] is either an ordinal, or
— 1, or oo. The relation R[p, A, Ko] ^ a, is defined by induction on a.

(1) R[p, A, Ko] > 0 if p i s consistent;
(2) R[p, A, Ko] > <$ when 8 is a limit if R[p, A, Ko] > 0 for every 0 < 5;
(3) /?[/?, A, Ko] > a + 1 if for every finite r c. p there exists a set of A-types {qi \

i < a)} such that:
(a) R[r U qi9 A, Ko] > a for every i < a;;
(b) The types qt and ^y are explicitly contradictory if i ^ j < a>.

We write

R[p, A, Ko] = —1 if p is not consistent;
R[p, A, Ko] = « when /?[/?, A, »0] > a but /?[/?, A, Xo] 2f a + 1;
R[p, A, ^o] = oo when /?[/?, A, Ko] > or for every ordinal a.

The following fact follows from Theorems 2.2 and 2.13 of Chapter II in [Sha].

Fact 2.7. T is stable if and only if R[x = x, A, Ko] < cofor every finite set of formulas
A.

Theorem 2.8. Let T be a (complete) first order theory. IfT is stable, then T is simple.

Proof Using Fact 2.7 it suffices to show that for every finite A and every k < co,

D[x = x, A,k] < R[x = x, A, Ko].

We shall show by induction on the ordinal a that for every type p, every finite set of
formulas A, and every k < co

D[p, A, k] > a implies R[p, A, Ko] > ot.

When or = 0 or a is a limit ordinal, the implication is obvious. Suppose D[p, A, k] >
a 4- 1. Let r c p be finite subtype. Then there exist a formula <p e A and {a/ | / < co}
such that the set {(p(x, 5,-) | / < co} is ^-contradictory, and D[r U <p(jc, 5/), A, k] > a for
every i < a>. Let y4 := |J{^/ I / < ft>}. By Lemma 2.4, for every / < co there exists
qi e SA(A) such that

Z)[r U ̂ ?(jc, di) U ̂ r,?, A, k] > or, for every i < co.

Therefore, by the induction hypothesis,

R[r U cp(x, at) U qi, A, KQ] > a, for every i < a>.
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Now, since {(p(x, 5/) | i < co} is ̂ -contradictory and (p(x,ai) e #;, any A>element subset
of {qi \i < co} contains two types that are explicitly contradictory. Hence, there exists an
infinite S c co such that for any i ^ j in S the A-types g, and qj are explicitly contradic-
tory. By definition, we must have R[r, A, Ko] > cc + 1, which finishes the induction. H

We now provide various charaterizations of simplicity.

Lemma 2.9. Le/ #>(x, y) 2>e a formula, k < co and a be an ordinal. The following condi-
tions are equivalent:

(1) D[x =x,<p, k]>a;
(2) There exists {an \ r] € a>co} such that

(a) For every r) e "co, the set [<p(xJarj\p) \ P < a] is consistent;
(b) For every r] e a>co, the set {<p(x, a^n) \n < co} is k-contradictory.

Proof By induction on a. H

The preceding lemma is generalized in Proposition 2.14

Definition 2.10. A theory T had the tree property if there exist a formula <p(x,y), an
integer k < co, and {an \ rj e co>co} such that

(1) For every rj e wco, the set {(p(x, a^i) \ I < co} is consistent;
(2) For every r\ € co>co9 the set {(p{x, a^n) \ n < co} is ^-contradictory.

Corollary 2.11. The following conditions are equivalent:

(1) T is simple;
(2) D[x = x, A, k] < co, for every finite A and k < co;
(3) T does not have the tree property.

Proof By the compactness theorem and the previous lemma (and coding finite sets of
formulas by a single formula) H

Shelah's original definition of the rank in [Sh93] is more general than that in Definition
2.1. We now compare both definitions and derive a few simple facts which we will need
in Section 3. The reader interested mainly in the basics of forking may skip the rest of this
section, and return to it only as needed.

Definition 2.12. Let p{x) be a set of formulas, possibly with parameters. Let A be a set
of formulas, k < co and X a cardinality (not necessarily infinite). We define the rank
D[p, A, &, X]. The rank D[py A, k, X] is either an ordinal, or — 1, or oo. The relation
D[p, A, k, X] > a, is defined by induction on a.

(1) D[p, A, k, X] > 0 if p is consistent;
(2) D[p, A, k, X] > 8 when S is a limit if D[p, Ayk,X]>p for every p < 8;
(3) D[p, A, k, X] > a + 1 if for every finite r c p and every /x < X there exist a

formula (p{x, y) e A and a set {a,- | i < /x } with €(5,-) = l(y) such that:
(a) D[r U <p(x, at), A, ky X] > a for every / < [i\
(b) The set {(p(x, at) \ i < ix} is ^-contradictory.

As usual, we write

D[p, A, k, X] = — 1 if p is not consistent;
D[p, A, fc, X] = a when £>[/?, A, &, A] > a but £>[/?, A, ̂ , A] £ a + 1;

?, A, &, A.] = oo when D[p, Ayk,X]>a for every ordinal a.
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Remark 2.13. Clearly, the function D[py A,&, ]isnonincreasingand D[/?, Ayk] = D[p, A,£,
The statements Proposition 2.2 are also true for this new definition. The Ultrametric Prop-
erty (Lemma 2.3) holds for D[p, A, k, X], when A. is uncountable.

Proposition 2.14. Let p be finite, (p be a formula, k < co, n < co and X = / i + (or \i -f 1
when fi is finite). Then D[py (py k,X] > a if and only if the union of the following sets of
formulas is consistent:

{-3.x /\iew cp(x; jy z ) \ w c /x, \w\ = k, r] G Of>/x };

Immediate from Definition 2.12. H

Corollary 2.15. Z,e£ p be a type, A &e a finite set of formulas and k < co. The following
conditions are equivalent:

(1) D[p,A,k]>n;
(2) D[p, A, k, m] > nfor every m < co.

Proof When p is finite, the statement follows from from Proposition 2.14. The general
case follows immediately by compactness. H

Corollary 2.16. Let p be a type, A be a finite set of formulas, and k < co.Then,

D[p, A,k,X] = D[p, A, * ] , for every X > Ko.

Proof We may assume that A = {<p}. Clearly D[p, A,k,X] < D[p, A,k]. The reverse
inequality follows by Finite Character and Proposition 2.14. H

Remark 2.17. Corollary 2.16 implies that if X, A, and a are finite, then for every \Jr(x; y)
the set

is first order definable in <£.

Corollary 2.18. In Definition 2.1 we can add at the successor stage the condition

(c) (di \ i < co )is indiscernible over dom(p).

Proof. We wish to prove that if D[p, A, k] > a + 1, then for every finite r c p there exist
(p € A and a sequence (<z/ | / < co) indiscernible over dom(p) such that {<p(x, at) \ i <
co} is ̂ -contradictory and

(1) D[r U (p(x, at), A, &] > or, for every / < co.

Let A := dom(p) and fix k < co. Let x := (2 | /"+ | r |)+ and X := Q x ) + . By Corollary
2.16, we have

£>[/?, A, £, X] = D[py A, k] > a + 1.

Hence, for every finite r c. p there exist a formula <p e A and a set {hi \ i < 3X } such
that {(p(x, hi) 11 < 3 X } is ̂ -contradictory and

(*) Z)[r U ̂ ( i , i/) f A, /:, A] > or, for every i < 3 X .

Theorem 1.11 provides a sequence (a, | / < a>) indiscernible over ,4 such that for every
n < co there exist J'I < • • • < / „ < 3 X satisfying

(**) tp(50, ...,an-i/A)= tp(Ay i , . . . , i
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Clearly, (**) guarantees that {(p{x,ai) \ i < co} is A>contradictory. Now, (*), (**), and
Invariance imply

D[r U cp(x, <z/), A, k] > a, for every / < co.

H

3. FORKING IN SIMPLE THEORIES

In this section we study the connections between forking and the rank D, and establish
the main properties of forking which hold when the theory T is simple.

Lemma 3.1. Let T be simple. Suppose that p is a type over A and that <p(x, a) forks over
A. Then there are Ao finite and ko < co such that

D[pU (p(x, a), A, *] < D[p, A, * ] ,

for every A 5 Ao finite and every k > k§.

Proof Suppose first that <p(x, a) divides over A. By lemma 1.2 there exist a set {a,- | i <
co} and k < co such that ao = a, tp(a/A) = tp(ai/A) for every i < co, and {cp(x, at) \ i <
co} is /^-contradictory. Let Ao := {(p(x, y)} and ko := k. Suppose that there exist a finite
A 3 Ao finite and / > ko such that

D[pU(p(x,a), A,/] it D[p,A,l].

By Monotonicity,

D[p U <p(x, a), A, /] = D[p, A, / ] .

Since T is simple, there is an ordinal a such that £>[/?, A, /] = a. By Finite Character,
there is a finite r c_ p such that D[r, A, /] = D[p, A, /] = a. Since p \- r U cp \- r, we
have

Since tp(a//v4) = tp(a/,4), there exists an v4-automorphism / such that fi(a) = #/. By
Invariance of the rank,

(**) D[fi(r)U<p(x,fi(a)), A, /] = a, for every/ < o>.

Since ft fixes v4 pointwise and dom(r) c A, from (**) we obtain

D[r U ̂ ?(jc, at), A, /] = a, for every i < cu,

but ^(Jc,.y) € A and {^(jc,5/) | i < o>} is /-contradictory (since / > k). Hence,
D[r, A, /] > a 4- 1, which is a contradiction.

The lemma is therefore true if <p(x, a) divides over A. If <p(x, a) forks over A, there
exist n < co and <pi(x, a1) for / < «, such that ^?(x, a) I- Vi<« ^/(^> ̂ ') an(^ ̂ P/(̂ » ̂ ' )
divides over ^4, for every / < n. By the preceding argument, for every i < n there exist a
finite A' and kl < co such that

(t) D[pU (pi(xy a'), A, /] < /)[/?, A, / ] , for every A => A1" finite and kf < / < w.

Let Ao := Ui<« ^'» ̂ o •= max /<n A:1". We prove that these Ao and ko satisfy the conclu-
sion of the lemma.
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Suppose A 3 Ao is finite and ko < I < co. We have

D[pU <p(x, a),AJ]<D[pu\/ <pi(x, a1), A, /] (since <p{x, a)\-\J <pi(x, a1))
i<n i<n

= max D[pU (p( (jc, a1), A, /] (by Lemma 2.3)

< £>[/?, A,/] ( b y ( t ) ) ,

which is what we sought to prove. H

Theorem 3.2 (Existence). Suppose that T is simple. Then no type forks over its domain.

Proof. Suppose that p is over A and forks over A. Then there exists a formula (p(x, a)
such that p h <p(x, a), and cp(xy a) forks over A. But since p h p U <p \- p,

D[p, A,k] = D[pL)<p(x,a), A,£], for every A and k < co,

which contradicts Lemma 3.1. H

Corollary 3.3. Let T be simple. Then for every p over A there exists a Morley sequence
for p over A.

Proof By Theorem 3.2 the type p does not fork over A, so a Morley sequence for p over
A exists by Theorem 1.12. H

Theorem 3.4. Suppose that T is simple. If p is over A, there exists B c A with \B\ < \T\
such that p does not fork over B.

Proof Since T is simple, D[p, Ayk] < oo for every A finite and k < co. Fix A finite,
k < co9 and a finite type q&^ £= P<> such that

Let

# := I |{<7A,£ I A c L(T), A finite, A: < a>} c /? and 5 := dom(#).

Then \B\ < \T\, and since p h q h qA,k, by (*) we have

(**) D[p,A9k] = D[q,A,k]9 for every finite A and * < co.

We will show that p does not fork over B.
Suppose p forks over B. Then there exists <p(x,a) such that p h (p(x, a), and cp(x,a)

forks over 5 . Since p h g U <p(x, a) h #,

/)[/?, A, *] < D[qU<p(x,a),A,k] < D[q,A,k], for every finite A and * < co.

Therefore, by (**),

D[q U (p(x, a), A, k] = D[q, A, k], for every finite A and k < co.

This contradicts Lemma 3.1 since q is over B. H

Definition 3.5. We call K(T) the least cardinal K such that every type does not fork over a
subset of its domain of cardinality K.

Theorem 3.4 says that K(T) < \T\~*~ if T is simple. We now show that a rather strong
converse of Theorem 3.4 also holds. If K(T) < oo, then K(T) < \T\+ and T is simple.
Therefore, T is simple if and only if K(T) < \T\+. This equivalence is sometimes used
as the definition of simplicity. A complete first order theory T is called supersimple if

= Ko. See[Kil].
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Theorem 3.6. Suppose that T is not simple. Then, for every any cardinal K there exists a
type p such that p forks over all subsets of cardinality K of its domain.

Proof Let K be given and let \x = (2* + | r | ) + . Since T is not simple, T has the tree
property by Corollary 2.11. Let <p and k < co witness this. By compactness, we can find
{an | T] e K >fi} such that

(1) For every rj e K /x, the set {<p(jc, a^p) \ P < /x} is consistent;

(2) For every rj e K >fi, the set {cp(x, a^i) \ i < /x} is ^-contradictory.

By the pigeonhole principle and compactness, there exist {bn \ rj e K >fi} such that

(3) For every rj e K co, the set {<p(x, bn\p) | f$ < *:+} is consistent;
(4) For every rj e K >co, the set {<p(x, b^n) I n < co} is ^-contradictory;

(5) For every r] e K >co and every n < co,

Let T] e K co and consider the set p :— [cp(x, b^p) \ p < /c4"} (which is a type by
(1)). For every subset A of dom(p) of cardinality at most K there is a < /c+ such that
p \ A c {cp(x, br)\p) | p < a}. By (4) and (5), p divides, and hence forks over A. H

Theorem 3.7. Let T be simple. The following conditions are equivalent:

(1) The formula (p(x,b) divides over A;
(2) For every Morley sequence (bn \ n < co) for tp(b/A), the set {(p(x,bn) | n < co}

is inconsistent;
(3) For some Morley sequence (bn \ n < co)fortp(b/A), the set {<p(x,bn) \ n < co}

is inconsistent.

Proof (3) =» (1) is obvious and (2) => (3) is given by Corollary 3.3.
(1) => (2): Let (bn \ n < co) be a Morley sequence for tp(£/,4). Assume for the sake

of contradiction that

(*) {<p(x, bn) | n < co} is consistent.

Since (p(x,b) divides over A, there exist a sequence (an \ n < co) indiscernible over A and
k < co such that ao = b and

(**) {(p(x, an) | n < co} is ^-contradictory.

By the Concatenation Lemma (Lemma 1.13), there exists (cn \n < co) such that for every
n < co the following equalities hold:

(***) tp(5w, co, c\,... I A) = tp(c0, c\, c 2 , . . . I A) = tp(£0, b\ M,. •. / ^ ) -

Let p := {<^(x,cn) | « < co}. The second equality of (***) and (*) imply that p is
consistent. Hence, since T is simple, there is an ordinal a such that D[p, (p(x, y), k] = a.
By the first equality of (***), for every n < co there exists an ^4-automorphism fn such
that fn(an) = co and /n(cm+i) = cm for every w < co. By Invariance of the rank,

£>[<?(*, 5«) U /?, <p(x, y\ k] = Z)[/n(^(Jc, 5n) U p ) , <p{x9 y\ k] = D[p, <p(x, y), k] = a,

for every n < co. Now (**) and the definition of the rank imply that D[p> <p(x, y)y k] >
a 4- 1, which is a contradiction. H

The proof of the next result was kindly communicated to us by Shelah. It is considerably
simpler than Kim's original proof in [Ki]
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Theorem 3.8. Let T be simple. The following conditions are equivalent:

(1) (p(xyb) divides over A;
(2) (p(x,b) forks over A.

Proof (1) => (2) is obvious. We prove (2) => (1): Since <p(x,b) forks over A, there exist
m < co and \/si(x9d

l) such that ^z(x, a') divides over A for i < m and

(*) <p{x,b)\-\J iMJE.51').

Let d := (d°,..., dm~l >. By Corollary 3.3 we can fix a Morley sequence for tp(db/A),

(dnbn \ n < co), with do = a, Z>o = £•

Let us write 5n = ( 5 ° , . . . , d%~1 ) for every n < co.
Since (̂ w | « < &>) is indiscernible over A, to show that cp(x, b) divides over A, it

suffices to show that the set {<p(x> bn) \n < co} is inconsistent. Assume that it is consistent
and let c realize it. By the definition of Morley sequence,

tp(db/A) = tp(dnbn/A), for every n < co.

Hence, using an ^-automorphism and (*), we conclude that

(**) <p(x, bn) h \J ft ( i , a'n), for every n < co.
i<m

By the choice of c, we have |= (p[c, bn] for every n < co. Therefore, (**) implies that
for every n < co there exists i(n) < m such that |= iffi(n)[c, al

n ]. By the pigeonhole
principle, there exist an infinite S c co and a fixed k < m such that

(t) t= M ^ , ak
nl for every n e S.

But (a* | n € S) is a Morley sequence for tp(aQ/^). Furthermore, (f) shows that the set
{\frk(x, a*) | n e S] is consistent. Thus, V*(*> ^*) does not divide over A by Theorem
3.7. This contradicts the choice of fai** ak)> ~l

Theorem 3.9 (Symmetry). Let T be simple. Then Xp(a/ Ab) forks over A if and only if
Xp{b/Aa) forks over A.

Proof It is, of course, sufficient to prove one direction. Suppose tp(a/Ab) forks over A
and take cp{x, c, b) e tp(d/Ab) such that <p(x, c, b) forks over A. By Theorem 3.8, the
formula (p{x, c, b) divides over A. lftp(b/Aa) does not fork over A, we can choose a
Morley sequence / = (bn \ n < co) for tp(b/Aa) over A such that Z>o = b. We have
\= (p[a, c, b], so, by the indiscernibility of / over Ad, we also have |= (p[d, c, bn] for
every n < co. Thus, {(p(x,c,bn) | n < co} is consistent (as it is realized by a). But
(cbn | n < co) is a Morley sequence for tp(c£/,4), and hence {(p(xyc,bn) \ n < co}
is inconsistent by Theorem 3.7. This contradiction shows that tp(b/Ad) must fork over
A. H

Theorem 3.10 (Transitivity). Let T be simple and A c £ c C. Iftp(d/C) does not fork
over B and tp(d/B) does not fork over A, then tp(d/C) does not fork over A.

Proof It suffices to show that tp(d/Ac) does not fork over A for any c e C. By Symmetry,
this is equivalent to showing that tp(c/Ad) does not fork over A for any c e C. Fix c e C
and suppose (p(x, d, d) e tp(c/Ad) forks over A. By Theorem 3.8,

(*) <p(x, d, a) divides over A.
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Since tp(a/C) does not fork over B, the type tp(a/Ac) does not fork over B, so by Sym-
metry and the fact that dividing implies forking,

(**) tp(c/Ad) does not divide over B.

Now, since ip(d/B) does not fork over A, by Corollary 3.3 we can choose a Morley se-
quence (an \ n < co) for tp(d/B) over A. Let / := (dan \n < co), Then / is a Morley se-
quence for tp(da/B). By the definition of dividing and (**), the set {<p(x, d,dn) \ n < co}
must be consistent. Since / is a Morley sequence for tp(dd/A), the formula <p(x, d, a)
does not divide over A by Theorem 3.7. This contradicts (*). Hence, tp(a/C) cannot fork
over A. -\

We can now show the converse of Lemma 3.1.

Theorem 3.11. Let T be simple. Let p be a type over B and A c B. The following
conditions are equivalent:

(1) p does not fork over A;
(2) D[p, A, k] — D[p \ A, A,k],for every k < co and A finite.

Proof (2)=> (1) is Lemma 3.1.
(1) => (2). By Finite Character, we may assume that B = A U b for some tuple b. We

show by induction on a that

D[p \ A, A, k] > a implies D[p, A,k]>a.

When a = 0 or a is a limit ordinal, the implication is easy. Suppose that

D[p \ Ay A,k] > a + 1.

By Corollary 2.18, we can find a formula (p e A and a sequence (a, | / < co) indiscernible
over A such that {cp(x, az) | i < co} is ̂ -contradictory and

(•) D[(p \ A) U <p(x, at), A,k]>a, for every i < o>.

By the definition of the rank, it suffices to show that the sequence (5,- | / < co) can be
chosen so that

(**) D[p U cp(x, at), A, k] > a, for every / < &>.

Using Lemma 2.4, we find Q for i < co realizing (p \ A) U <p(x, at) such that

D[tp(c//i4U5,-), A,£] > a.

Now, using Theorem 1.11 (as in the proof of Corollary 2.18), we may assume that the
sequence {cfat \ i < co) is indiscernible over A. By taking an ^-automorphism, we
may also assume that co realizes p. Since, by hypothesis, tp(co/Ab) does not fork over
A, the type tp(£/,4c"o) does not fork over A by Symmetry. Now, using Extension and an
v4c"o-automorphism, we may further assume that tp(b/Acodo) does not fork over A. Since
forking and dividing are equivalent for simple theories, we can use Lemma 1.3 and an
^coao-automorphism to assume that

(•(•) (cfcii \i < co) is indiscernible over B.

Using now Extension and an Acodo-automorphism, we may further assume that

($) tp(b/A U {di,dj \ i < co}) does not fork over A.

From (t) and the fact that c realizes /?, we conclude that c,- realizes p for every i < co. By
(t) and Symmetry, the type tp(c,/£az) does not fork over A for any i < co. Therefore,
by Monotonicity, pU cp(x,di) does not fork over A, for any i < co. Thus, by induction
hypothesis, D[py A, k] > ex + 1. H



20 RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

When the theory is stable, the following theorem follows from Shelah's the fact that
types over models are stationary. The theorem is due to Kim and Pillay and generalizes a
result of Hrushovski and Pillay in [HP1]).

The Independence Theorem will play a crucial role in the proof of the chain condition
(Theorem 5.8).

Theorem 3.12 (The Independence Theorem). Let T be simple and M be a model of T.
Let A and B be sets such that tp(A/MB) does not fork over M. Let p e S(M). Let q be
a nonforking extension of p over MA and r be nonforking extension ofp over MB. Then,
q Ur is a nonforking extension ofp over MAB.

Proof Since p is complete, we know by Robinson's Consistency Lemma that q U r is
consistent. By Finite Character, it is sufficient to prove that if a, b are such that tp(a/Mb)
does not fork over M and q(xy y), r(x, z) are types with parameters from M such that
q(x, a), r(x, b) do not fork over, then the union q(xy a) Ur( i , b) doesnot fork over M. By
Robinson's Consistency Lemma, we may assume that ^(f, a) Ur(x, b) is a type. Suppose,
by contradiction, that q(xy a) U r(xy b) forks over M.

By Extension, we can find a realization c of r(jc, b) such that tp(c/Mb) does not fork
over M. By Existence, the type r(c, z) U tp(b/M) does not fork over Me, so by Extension
we can find a realization bf of it such that

(*) tp(bf / Mac) does not fork over Me.

Now, tp(c/Mb) = tp(c/Mbf), so, by Symmetry,

(**) tp(b'/Mc) does not fork over M.

By (*), (**) and Transitivity, tp(bf/Mac) does not for over M, so \p(c/Mabr) does not for
over M by Symmetry. By the choice of c and bf, we conclude that q(x9 a) U r(x, bf) does
not fork over M.

We will eventually contradict the following claim.

Claim. There does not exist a sequence (afdi \ i < co) indiscernible over M such that

• q(x, ao) U r(x, do) does not fork over A/, and
• q(x,ao) Ur(x,d\) forks over M.

Proof of the claim. Suppose that there is (a/V/ | i_< co) as above. By Lemma 1.3 and
Extension, there exists c realizing q{x, ao) Urfic, do) such that (a^dj \ i < co) is indis-
cernible over Me and Xp(c/M U {afdi \ i < co}) does not fork over M. By Monotonicity,
q (JC, ao) U r (JC, d\) does not fork over M, a contradiction. H

Since M is a model, there exists an ultrafilter V over M such that tp(b/M) = tp(b'/M) =
Av(P, M). Define (6,- | / < co) such that bo = b and hi realizes Av(D, M U {bj \ j <
i}). Then (t>i• \ i < co) is indiscernible over M. By Lemma 1.3, since forking is the
same as dividing, we may assume, by using an A/^-automorphism, that (bt• \ i < co > is
indiscernible over Ma. Similarly, we define (b\ \ i < co) such that h'o = V and h\ realizes
Av(Dy MU {bj \ j < i}). Again, we may assume, that (hr

t \i < co) is indiscernible over
Ma. Now, let us construct a third indiscernible sequence (c,- | i < o>), but now such that
c~i realizes

Av(Z>, M U {hi \i < co} U {h\ \i < co} U {cj \j < i}).

Then, both (hi \ i < co) -f (Q | / < co) and (b't \i < co) + ( Q | / < co) are indiscernible
over M. Furthermore, by taking a longer sequence if necessary, we may assume that

Xp(dci/M) = tp(adj/M)y for every /, j < co.
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Suppose that for some (and hence all) i < co the type q(x, a) U r(jc, c,-) does not fork
over M. We will find (5/ | i < co) and (&{„ | w < co) for / < ci> such that for every m < co

tp(aib
i
m/M)=tp(ac0/M),

tp{ai+lb
i
m/M)=tp(ab'0/M).

By Ramsey's Theorem, we can assume that (afb^ \ i < co) is indiscernible over M, and
the claim is contradicted.

We construct 5/ and (bl
m \ m < co) by induction on i. Let / be an M-automorphism

such that f{cm) = b'm for m < co. We let do = a, b^ —cm for every m < co, and define

(so, in particular, 6^ = b'm).
In case #(x, a) U r(x, c,-) forks over M, for some / < co, we use the 6/s, rather than the

fejs, to derive a similar contradiction.
H

4. INDISCERNIBLES BASED ON A SET

This section can be skipped without loss of continuity.
Corollary 4.13 assumes that T is simple. The rest of the section is valid for all first order

theories.
We start by defining a distance between indiscernible sequences. If / and J are se-

quences of indiscernibles, we denote by / + J the sequence that results from placing every
element of J above every element of / .

Definition 4.1. Let I\ and I2 be two infinite sequences indiscernible over the set A. We
define the distance between I\ and h over A, denoted dx (I\, h)> We say that dA (h, h) <
n for n < co, if there exists a sequence {Jk \ k < In) satisfying the following conditions:

(1) every Jk is an infinite sequence, indiscernible over A;
(2) I\ c y 0 a n d / 2 c J2n;
(3) For every k < n the sequence Jik + «/2*+i is indiscernible over A;
(4) For every k < n the sequence Jik+2 + Jik+\ is indiscernible over A.

We write:
dA (h» h) — °o if there is no n < co such that dA (I\, h) <n\

, h) = n if n < co is smallest such that dA(h, h) < n.

The following graph illustrates the case dA{I\, h) <n. An arrow from I to J indicates
that / + J is indiscernible over A.

Jl

I\ C JQ J2 J4 Jln-2

Definition 4.2. Let I\ and /2 be indiscernible over the set A. We say that I\ is equivalent
to h over A, denoted I\ ^A h> tfdAih, h) < oo.

Remark 4.3. When the theory is stable, indiscernible sequences are indiscernible sets, so
the relation ^0 coincides with the equivalence relation defined in [Sha], Chapter III.
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We first state some easy lemmas.

Lemma 4.4. Let Abe a given set.

(1) dA is a metric on the class of sequences indiscernible over A;
(2) ^A is an equivalence relation on the class of sequences indiscernible over A.

Proof (2) is immediate from (1) and (1) is proved easily from the definitions. H

Recall that a sequence is said to be (A, m) -indiscernible over a set A, if any two increas-
ing subsequences of length m have the same A-type over A. When A = L(T), we simply
say m-indiscernible over A. The following Proposition is central to derive the Corollary
4.6, which states that being at distance k is a first order property.

Proposition 4.5. Let Abe a set and £,k < co. Suppose £ > 0. Let

Ii := (a'n \ n < co)

be indiscernible over A, for I = 1,2, such that with £{a^) = £(a^) = £. The following
conditions are equivalent:

(1) dA(h,h)<k;
(2) For every m < co, for every finite A C L(T), every a € A, and every choice of

al
0 < - • - < al

m in l\ (I = 1, 2), there exists a set {b\ \ j < 2k, i < m } such that
(a) For every i < m we have bf = aj and bfk = af;
(b) For every j < k, both of the sequences

] i<m) + (bjJ+l | i < m >, {b]J+1 | i < m ) + (b*J+l \i<m)

are (A, m)-indiscernible over a.

Proof. Immediate, by compactness. H

Corollary 4.6 (Type Definability of J ^ ) . Let A be a set, k,£ < co and suppose I > 0.
Then there exists a type

with parameters from A, such that for any two sequences I\ — {al
n \ n < co) indiscernible

over A such that l(al
n) = I for I = 1, 2,

dA (h, h) < k if and only if a^a^ai ~a j . . . realizes r ̂  .

Proof We will use Proposition 4.5. Let {x7 \ i < co} be new variables for the sequence
I\, and [yi \ i < co} for h. For every finite A c L(T), every finite a e A, and every
m < co, let {zj | / < m, j < 2k} be new variables (to play the role of b\ in the previous
proposition). Let the formula î A,m,5Cxo, yo,... ,x m , y m ) be the existential closure with
respect to the variables {z\ \i < my j < 2k} of the conjunction of the following formulas
(written informally for readability):

• xi = z? for every / < m;
. yt = zjk for every / < m;

• (z/ 11 < m ) + (z(
J+ | / < m ) is (A, m)-indiscernible over a for every j < k\

- (z/ | / < m) + (z.J | / < m ) is (A, m)-indiscernible over a for every j < k.
This is possible since A and a e A and m are finite. Then, let

rk/ := {iffA,m,a I A c L(T), A is finite, m < coy a e A }.

Proposition4.5 shows t h a t r ^ e is as required. H
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Definition 4.7. Let / be a sequence indiscernible over the set A and let 4> c Aut^ (£).

(1) The orbit of 7 with respect to <$> is

When 0 = Aut^ (C), we simply write TA (7).
(2) We say that / is based on A if |I\*(7)| <

Theorem 4.8. Let 1 be a sequence indiscernible over the set A. Then I is based on A if
andonlyif\rA(I)\ < 2 ' r l+W.

We first prove a combinatorial lemma. The method used in the proof is often used by
model theorists to prove the Erdos-Rado Theorem.

Lemma 4.9 (End Homogeneity Lemma). Let X be an infinite cardinal, and let n < co.
Suppose that

Then there exist a set S C (2*)+ of cardinality X+ and an ordinal a* < (2*)+ such that

G ( M , . . . , / „ , / „ + ! ) = G ( i i , . . . , i n , a * ) , whenever i\ < • • • < / „ < i n + i 6 S.

Proof Let G be given as in the statement of the lemma above and form the following
model:

Af = ( ( 2 x ) + , € , G , a ) a € 2 x .

Using the Downward-Lowenheim-Skolem Theorem, construct an increasing continu-
ous sequence of models (M/ | / < A.+ > such that

(1) Mi -< M\
(2) ||MII=2X;
(3) Mi+i realizes all the types over subsets of A// of cardinality X which are already

realized in M.
Let us see that this implies the conclusion of the lemma. Let M* := U;<A. ̂ * **v (3),

we can choose an ordinal a* e M — M* such that a* > sup M*. Condition (2) allows us
to find a,- 6 A//+1 — A/,- such that

tp(a//{ aj \j<i})= tp(cr*/{ a7- I y < 1}), for every 1 < A + .

It is easy to see that S = {a, | / < A+ } and a* are as required. H

Proof of Theorem 4.8. Necessity is trivial. To prove sufficiency, let A = \T\ + \A\ and
suppose that there exist / = (an \ n < co) and A as in the statement of the theorem such
that

For each i < (2X)+, fix an ^-automorphism Ft such that f}(7) 76^ Fy(7) if 1 # j . Let
a^ = Fi(an). By Corollary 4.6, for every k < a> and / ^ y we can find

such that

(= - ^ y K , 5^, . . . , a ^ , aJ
nk{.jy- bfj], for / # y.

1 This is equivalent to saying that the class T^ (/) is a set.



24 RAMI GROSSBERG, JOSE IOVINO, AND OLIVIER LESSMANN

The End Homogeneity Lemma provides a set S c A+ of cardinality X4" and j * < (2X)+

such that if we let <pk = (pk * and nk{i) = nk(i, j * ) , we have

N -<pf K> 5o• • • •' "nHD' 5«*(0; *^' for every ' e S and * 6 (O'
Without loss of generality, we may assume S = X+. By the pigeonhole principle, we
construct a sequence (Sk \ k < co) and i* < (2*)+ such that if we let <p* = <pf and
/z* = nk{i), we have

(1) St+i c 5*andSb = 5;
(2) 15*1 =X+;
(3) |= V [ f l j , ^ , . . . , a^a^ bk] for every / / y e 5*.

Let us now expand the language of T with names for the elements of A. In addition,
for every n < co and every a < \\€\\ let c£ be new constants. Let T* be the union of the
following sentences, written informally for readability:

• T;
• For every a the sequence Ia = (c* \ n < co) is indiscernible over A;
• -»0>*(co, CQ , c", cf, . . . ; 6*), whenever a < fi and & < o>.

Then T* is consistent by (1)—(3). The conclusion of the theorem follows since the third
item guarantees that CIA (Ia, Ip) = oo for a < /*. H

Proposition 4.10. Z,ef I be a sequence ofindiscernibles over a set A and let k be an integer
greater than 1. T C Aut^(C) be such that

dA ( / ( / )

r/ze« | r | < ||C|| implies \T\ <

Proof. Similar to the proof of Theorem 4.8, using a single application of the Erdos-Rado
theorem.

H

Theorem 4.11. Let A c. B and p e S(B). Let I be a Morley sequence for p over A.
Then, for any <J> C Aut^((t) of cardinality (2 |y4 |+ |3r |)+ there exist f ^ g in <P such that

Proof Let p(x) e S(B) not fork over A. Let I = t{x) and let / = (bk I * < <o) be a
Morley sequence for /? over ^.Suppose, by contradiction, that there exists <£> c Aut^((£)
with |4>| > 2MI+|7'I such that

dA ( / ( / ) , g(/)) > 2, for every / , g 6 4> with / # g.

Let X := 2 | / l | + | r | . By Proposition 4.10 for every a < Ux++2 we find an ^-automorphism
/ a such that

> 2, for a < ^ <

For convenience, let us write Ia = fa(I) = (b" \ k < co >. By Corollary 4.6, there exists
a first order formula

witnessing (*), i.e.,

*0 ' • • • • *?(a/J)' *f(a^)' *«./>!' f ° r a
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By an application of the Erdos-Rado to the function

( « , p) H> fpatfi(xo, yo,..., Xk(a,fih yk(a,P)\ ba,p),

we may fix a formula <p(xo> yo,..., x*, yk\ b) over A such that for every a < ft < U^+

<P(XO, y o , . . . , Xk, yk'> b) = <pa,p(xo, p o , . . . , Xk(atfi),yk(a,P)', batp)>

Claim. For every n < co there exists a sequence Jn = (an
k \ k < co) indiscernible over A

such that

(5J 5J(1) tp(5J, 5J, .../A)= tp(i0, * i , . . . / ^ ) for every /i < o>;
(2) The sequence ( a j * . . . A5Jf | w < o>) is indiscernible over A, for every A: < co;
(3) For every m < n and every sufficiently large / there exists a < /3 such that

Proof of the claim. We construct a sequence (/?m | m < co) such that /?m is a consistent
set of formulas with free variables from {x£ \ n, k < m } and parameters from A, and

(1) Pm £Pm+i;
(2) For every y < A+ there exists an increasing sequence

of ordinals less than 3^+ satisfying
(a) For every m < co the sequence {d^^^.. /a^ ' ( ) / ) | z < Hx+ > is w + 1-

indiscernible over the set A;
(b) For every m < co and 1*0 < • • • < im < ̂ x.+

pm=tp({aa
k
in(y) \n,k<m)/A).

The construction is by induction on m. For m = 0, we let

po := tp(<zo/^) and dy := (i | i <3y).

Now suppose 7W > 0 and that (a) and (b) hold for m. Given y < X+, define

y0 := y + w2 • €(50) + 1 + w + 2.

By induction hypothesis, choose 6tn satisfying (a) and (b) at stage m. The function

(A) , . . . , / W i ) ^ tp({ «f- | n, k < m + 1 }/A)

is a coloring from [aWf+2 into 5(^) . Since |«^°| = 3 y o , by the Erdos-Rado Theorem
there exist a type pm+\ € 5(^) and a sequence S c ayo of cardinality K

satisfying (b) at stage m -f 1. To see that (a) holds, consider the coloring on [S]m+2 given
by

. . . a £ \ a ^ . . . a f t , . . . , a ...a

By the Erdos-Rado Theorem, there exists an increasing subsequence of 5,

<*y := (a/(y) I i < 3 y ) ,

monochromatic with respect to the coloring. Thus, (a) holds at stage m -h 1 and (b) still
holds for this subsequence.

This suffices to prove the claim. The consistency of every pm and (1) imply that|Jm<a, Pm
is a consistent type in the variables {x% \k,n < co} over the set A. Pick {bn

k \ k, n < co}
realizing \Jm<a)Pm' Then, (1) of the claim follows from (b) at stage m; (2) follows from
the fact that (a) holds for every m < co, and (3) is implied by (b). H
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Condition (3) of the claim with / = k and the choice of <p(xo, yo,..., *jt, yk\ b) yields
dA(Jo,J\)>2.

We shall derive a contradiction by showing that

(t)
In order to prove (f), let {cn \ n < co} be a set of constants not in the language, and let f
be the union of the following set of sentences, written informally for readability:

• T\
• { a®, 0p a®»..., co, cj , C2,...) is indiscernible over ,4;
• ( OQ, a\, aj»• • •»co, ci, Q , . . . > is indiscernible over A.

We use the claim and the Concatenation Lemma (Lemma 1.13) to prove the consistency
of P. By (1) of the claim, Jo is a Morley sequence for tpia^/A), since / is a Morley
sequence. By (1) and (2) of the Claim and the Concatenation Lemma, for every n < co
there exists an ̂ -automorphism gn such that

{ 5 Q , . . . , ak
n, gn(t>o)> gn(b\)y...) is indiscernible over A, for every k < co.

Therefore,

( CIQ,..., 0°, gn(bo), gn(b\),...) is indiscernible over A

and also

(5Q, . . . , 5,5, gn(£o), g»(6i) , . . . > is indiscernible over ̂ .

Thus, F is finitely consistent. The proof is now complete. H

The next corollary is immediate.

Corollary 4,12. If I is a Morley sequence for p € S(B) over A, then I is based on A.

Corollary 4.13. Suppose that T is simple. Then for every set A and every type p € S(A)
there exists a sequence (an \ n < co) indiscernible over A such that every an realizes p
and (an \ n < co) is based on A.

Proof By Corollary 3.3 and the preceding theorem. H

5. SHELAH'S BOOLEAN ALGEBRA

The argument we present in this section differs from [Sh93] only in that we use a differ-
ent partial order. The partial order considered in [Sh93] is defined through weak dividing;
here we use forking. The proof of the chain condition was communicated to us by She-
lah in a recent correspondence. It uses the Hrushovski-Kim-Pillay Independence Theorem
(Theorem 3.12). We are grateful to Shelah for allowing us to include it here.

Recall that a pair of cardinals (X, K) is in SP(r) if every model of cardinality X has a
/c-saturated elementary extension of the same cardinality. (See the introduction.)

Definition 5.1. Let p(x) be a type over C and A be a set containing C. We define

W(p, A) := {(p(x; a) | The formula (p(x\ a) does not fork over /?, a e A }.

We identify two formulas cp(x; b) and \l/(x\ c) when #>(<£; b) = \f/(£; c).
The set W(p, A) is partially ordered by

<p(x> b) < \/r(x; c) if and only if \//(x\ c) h (p(x\ b).
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Proposition 5.2. Suppose C c. A and p e S(A). Then the partially ordered set

(W(p,A),<)

is a distributive semi-lower lattice.

Proof. It suffices to show that W(p, A) is closed under finite disjunctions, but this is an
obvious property of forking. H

We will say that two formulas cp, yjr e W(p, A) are incompatible if there is no p e
W(p, A) such that p > <p and p > Vr-

Proposition 5.3. The formulas <p{x\ b)y \//(x; c) e W(p9 A) are compatible if and only if
(p(x;b)A^(x;c)e W(p,A).

Proof Sufficiency is trivial. To prove the converse, let p(x; d) be such that p > cp and
p > \j/. By definition, <p{x\ b) h p(x; d) and \ff(x\ c) h p(x\ d). Therefore, [cp(x; b) A
T/̂ (JC; C)] h p(x; d). Since p(x; d) does not fork over p, also <p(x; b) A V(*; c) does not
fork over p. -\

We will use some facts about the completion of partially ordered sets to boolean alge-
bras. In particular, we need to recall the following notion. A partially ordered set (P, <) is
separative if for every p,q e P such that p ^ q there exists r e P with r ^ q and q ^ r.

Fact 5.4. If(Pj <> is separative, there exists a unique complete boolean algebra B — {0}
containing P such that

(1) The order of B extends that ofP;
(2) P is dense in B.

For the proof, see Lemma 17.2 in Thomas Jech's book [Je]
Notice that since the W(p, A) is in general not closed under propositional conjunctions,

the partially ordered set W(p, A) is not separative. However, the following fact (Lemma
17.3 of [Je]) allows us to circumvent this difficulty.

Fact 5.5. Let (P, <p) be an arbitrary partially ordered set. Then there exist a unique
separative partially ordered set (Q, <Q) and a function h : P —> Q such that

(1) Ifp <P q, then h{p) <Q h{q);
(2) p and q are compatible in P if and only ifh(p) and h(q) are compatible in Q.

From Facts 5.4 and 5.5 one gets:

Corollary 5.6. Let C C A be sets and p e S(C). Then there exist a unique complete
boolean algebra BPJA and a function ep: W(p, A) -> BP,A such that

(1) If<p(x; b) h f(x; c), then ep(ir) <BptA ep(cp);
(2) The formulas (p(x; b) and f(x\ c) are compatible in W(p, A) if and only if in BPfA

(3) The image ofW(p, A) under ep is dense in BPA-

In [Sh 80], Shelah introduced a generalization of Martin's Axiom that consistently holds
above the continuum. He denotes that principle by (AXOAO- The tradeoff is that the count-
able chain condition is replaced by stronger requirements, namely,

• The forcing notion is complete, and
• The forcing conditions are compatible essentially on a club.
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For a more complete description see [Sh 80]. The proof is a variant of the traditional finite
support iteration used to show that the consistency of ZFC+GCH implies the consistency
ofZFC+-CH + MA.

In [Sh93] Shelah claims that if the ground model satisfies GCH, then for a class of
regular cardinalities 1Z (such that for every /x e 1Z the next element of 1Z is much larger
than /x) there exists a generic extension preserving cardinals and cofinalities such that

(1) (AXOM) holds;
(2) 2^ > > /x"1" and fi<fl = fi, for every cardinal /u, e 71.

The construction is by class forcing.
Recall that a boolean algebra is said to have the /x-chain condition if the size of every

antichain is less than fi.
Rather than stating (Axo/x) specifically, we will quote as a fact the only consequence of

it that we will use. The enthusiastic reader can find a complete proof of the following in
Lemma 4.13 of [Sh93].

Fact 5.7. Suppose (Axo/x) and fi<fX = ix holds. Let B be a boolean algebra of cardinality
less than 2^ satisfying the fi-chain condition. Then B — {0} is the union of /JL ultrafilters.

Corollary 5.6 will be used together with Fact 5.7 to find K-saturated elementary exten-
sions of models of a simple theory.

In order to apply Fact 5.7 we need to show that for C c. A and p e S(C), the boolean
algebra BPtA has the /z+ chain condition. Notice that, below, [i is independent of A and
depends only on \C\ + |T | .

Theorem 5.8. Let T be simple. For every C C A and every p e S(C) the partially
ordered set W(py A) has the (2 | r |+ 'C|)+-cAai/i condition.

Proof Let A. = (2l rl+ 'cl)+ and fix {<pi(x; at) \ i < A.} C W(py A). We will show that
{<pi(x; at) | / < X} is not an antichain by finding i < j < k such that

p U {<pi (JC; a,), <pj(x; aj) } does not fork over C.

To this end, choose (Af,- \i < X) an increasing, continuous chain of models such that:

(1) C c Mo;
(2) at e Mi+u for i < X;
(3) IIM/II =2 ' r l + l c l , for / < A;

Consider the following stationary subset of A.

S:={8 < X \cfS = | r | + } .

Define a function / : S -> X by

/(<$) := min{j | tp(a$/M$) does not fork over Mj }.

Since T is simple, for every 8 e S there exists B c M$ of cardinality at most \T\ such that
tp(as/Ms) does not fork over B. Since cf 8 = | r | + , there is j < 8 such that B c Mj. This
shows that f(8) < 8 for every 8 e S. Hence, by Fodor's Lemma ([Je], Theorem 1.7.22),
there exists a stationary S* c. S and a fixed j < X such that tp(a$/Ms) does not fork over
Mj, for every 8 e S*. Without loss of generality, we may assume that S* = X and j = 0,
i.e.,

tp(ai/Mj) does not fork over Mo, for every i < X.

By simplicity (see Theorem 3.4), for every i < X there exists Nj < Mo of cardinality
\C\ 4- | r | such that Ni contains C and tp(a//A/,-) does not fork over Nj. But, there are at
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most 2 | C | + | r | subsets of Mo of cardinality \C\ + \T\. Hence, by the pigeonhole principle,
there exists a subset S*CA of cardinality A. and a model N < MQ of cardinality \C\ 4- \T\
such that Ni — N for every i e S*. Without loss of generality, we may assume that
S*=X,Le.9

(*) tp(ai/Mi) does not fork over N, for every i < A..

Now, p U <pi(x; at) does not fork over C by definition. Hence, by Extension, we can find
qi € S(Ncij) extending p U <pi(x; at) such that

(**) qi does not fork over C, for every i < A..

But, |S(A0| < 2 ' c ' + | r | , so, by the pigeonhole principle again, there exists a subset 5* c A.
of cardinality X and a type q e S(N) such that qi \ N = q for every i € 5*. Without loss
of generality, we may assume that S* = A., i.e.,

^ f TV = ^, for every i < X.

Thus, by the choice of qi,

(***) q I) (fi{x\ a;) is a nonforking extension of # G S(N), for every i < A..

Now, fix i < j < X. Recall that 5/ € M/ (by (2)) and N < Nj. Therefore, by (*) and
Monotonicity, we conclude that

(t) tp(aj/Nat) does not fork over N.

But now, the Independence Theorem (Theorem 3.12) applied to (***) and (|) shows that

(J) q U {<pi (x; 5/), ̂ >y (x; a/)} does not fork over N.

By (**), (t) a n d Transitivity,

qU{<Pi(x; 5/), ̂ /(Jc; 5/)} does not fork over C.

Thus, /? U {q>i (x\ 5/), ̂ -(Jc; 57-)} does not fork over C by Monotonicity. H

Corollary 5.9. Let T be simple. Let C c. A and p € S{C) the boolean algebra Bp^ has
the (2 | r |+ |C|)+-c/ia//j condition.

Proof. By Theorem 5.8 and Corollary 5.6. H

The following facts are fairly well-known (see, for example, [Sha]) and show that, for
T simple, the problem of characterizing the pairs (X, K) such that (A, K) e SP(T) is inter-
esting only when T is unstable and K < X and X<K > X > \D(T)\.

Fact 5.10.

(1) Let X > 2 | r | . IfX<K = X, then (X, #c) € SP(7).
(2) Let X > 2 | r | . IfX<k > X,then (X, X) e S?(T) if and only ifT is stable in X.

We now proceed to the proof of the main theorem. We will first prove three simple
propositions. The reader may want to skip to Theorem 5.15 below before reading the
proofs of Propositions 5.11, 5.13, and 5.14.

Proposition 5.11. Let X > K. Then (X,K) e S?(T) if and only if the following property
holds.

(•): For every set A of cardinality X there exists S C S(A) of cardinality
X such that every type over a subset of A of cardinality less than K has
an extension in S.
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Proof Sufficiency is clear. To prove necessity, let M be a model of cardinality X and
construct an increasing and continuous sequence of models (Mt• \ i < K + ) , such that

(1) Mo = M\
(2) || Mi || = X, for every / < K+;
(3) M / +i realizes every type over subsets of A// of cardinality less than K.

We let N = U/<K+ %. Then N is a A>saturated extension of M of cardinality X. -\

Remark 5.12. Proposition 5.11 can be regarded as a statement about the boolean algebras
BPtA as follows. Let p e S(C) and suppose q e S(A) extends p and does not fork over
C. Then, q C W(p, A) c BPtA, and q has the finite intersection property. Conversely, if
F c BPJA is an ultrafilter, then the set of formulas

qF = {^(x, a) € W(p, A) | There existse € F with <?(*, a) < e}

is a complete type extending p which does not fork over C.

Proposition 5.13. Suppose that T is simple, and let X > K > K(T), such that X<K(T) =
X > \D(T)\. Then (X, K) e SP(D if the following property holds.

( • • ) : for every set A of cardinality X and every complete type p over
a subset of A of cardinality less than tc(T) the boolean algebra BPIA

contains a family *&P,A of cardinality X of ultrafilters ofBPtA, such that
every subset ofBp,A of cardinality less than K with the finite intersection
property can be extended to an ultrafilter in1)PiA-

Proof We show that Condition ( • • ) implies Condition (•) of Proposition 5.11. Since
<̂*r(7*) — x, there are only X subsets of A of cardinality K(T). Since X > \D(T)\, there are

at most X complete types over every of these subsets. Therefore there are only X boolean
algebras of the formi?^ . Thus,

l
p,A

Now let S c S{A) be the set of types of the form

qF = {<p(x, a) € W(p, A) \ There exists e e F with <p(xy a) < e},

where F e (JPrA ^P,A- We claim that S satisfies Condition (•). By (f), S has cardinality
X. Now, let q be a type over a subset of A of cardinality less than tc. Then, q does not fork
over a subset C of A of cardinality less than K(T). Let p = q \ C. Thus, q is a subset of
W(p, A) of cardinality less than K with the finite intersection property, so by ( • • ) , there
exists an ultrafilter F in VptA extending q. This implies that qp extends q, as required. H

Proposition 5.14. Suppose that /x = fx<K. Let B be a boolean algebra. Assume that there
exists a family $ of cardinality fi of ultrafilters ofB such that B — {0} = | J $. Then, there
exists a family ofultrafilter QofB of cardinality /x satisfying the following property.

( • • • ) : Every subset ofB of cardinality less than K with the finite inter-
section property can be extended to an ultrafilter in 5).

Proof Let 5 be as in the hypothesis of the proposition. Write # = {Ft \ i < /x}. To
construct D, let us consider for every x < K the family Ix of finite subsets of / , and for
a < K let Ix (a) be the set {/ € Ix | a e t}. Notice that {Ix (a) \ a < K } is closed under
finite intersections, so we can pick an ultrafilter Ex c P(/x) extending {Ix (a) | a < K }.

Given x < * and a function / : Ix —• /x, define Df c B as follows:

a G Df if and only if {t e Ix | a e F/(t)} e Ex.
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We prove that Df is an ultrafilter of B.
Given a e B, let Sa = {t e Ix \ a e F/ ( r )}. We show that Df is upwardly closed.

Suppose that a e Df and b > a is in B. Since F/(,) is a filter, a e F/(,) and a < b, imply
6 G Ff(t). Thus, Sa c. Sb. But F x is a filter, so Sa e Ex, implies Sb e Ex. Therefore,
b e Df.

Df is also closed under A. Suppose a,b e Df. Then Sa, Sb G Ex, so San Sb e Ex

since Ex is a filter. But, a, b G F/(,), implies a Ab e F/(,) since F/(,) is a filter. Hence,
Sa H S& c Stf A& and S ^ G F X , since £ x is a filter. Thus, a Ab e Df.

Now we show that Df is maximal: Suppose a e B — Df. By the definition of Sa and
since Ex is an ultrafilter, we have Sa & Ex. Hence, {t e Ix \ a & F/(/)} e Ex. Since
F/(,) is an ultrafilter, we must have Si-^ G Ex, that is, 1 — a e D / .

Thus, Df is an ultrafilter. Define

Notice that |351 < /c • £ x <iC /xx < /z<" = /z. It remains to show that S) satisfies ( • • • ) .
Suppose that Z) := {ax• \ i < x < *"} ^ ^ has the finite intersection property. For

every t e Ix let at := /\jet aj. Then at ^ 0. Let / : Ix -> /x be defined by

/ ( O :=min{/ < /x | ar G Ft }.

(Our assumption on on 5 guarantees that / i s well-defined.) We now check that D c Df.
Take a, € D. Then a,- > at9 for r G / X ( O - But at e Ff(t) by the definition of / , so
a/ G F/(/) since F/(,) is a filter. We have shown that

/ X (OC{f € / x | f l / € F / ( 0 } .

But / x (/) G F x and F x is a filter, so

{* €/ x \ai eFm}eEx.

Hence, at G Df. H

We can now prove the theorem.

Theorem 5.15. Let T be simple. Let X = A.'̂ ' > K > |Z)(r)| and suppose that there exists
ix > 2 m 5WcA that (AXOM) Ao/rfs a«^/ ̂  = /x</x < >• < 2**. T/iew (A, /c) G SP(7).

Proo/ By Theorem 3.4 K(T) < \T\+, so the assumption on X9 guarantees that X<K(r) = X.
Therefore, by Proposition 5.13 it suffices to show that given A of cardinality X, C c A of
cardinality K(T) and /? G 5(C) there is a family of ultrafilters satisfying Condition ( • • )
of Proposition 5.13. By Proposition 5.14, it suffices to show that for any boolean algebra
BP,A and any subalgebra B' A < BP,A of cardinality X containing W(p, A) there exists a
family of ultrafilters $ of Br

 A of cardinality /x such that Br
 A — {0} = | J #•

Since T is simple, the boolean algebra BP>A satisfies the (2 |C |+ | r |)+-chain condition
by Corollary 5.6. Since \C\ < \T\, \B'pA\ = X < 2^ and /x > 2^, the algebra B'pA

satisfies the /x-chain condition. But, since \W{p, A)\ = X, Fact 5.7 implies the existence
of a family of ultrafilters £ as desired. H

APPENDIX A. A BETTER BOUND FOR THEOREM 1.11

Theorem 1.11 had a crucial role in producing Morley sequences.In this Appendix we
improve the bound on the length of the sequence in the hypothesis of the theorem.

Given a first order complete theory T and a set T of (not necessarily complete) types
over the empty set, we let

EC(7\ D = {M \= T | M omits every type in F }.
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For a cardinal A, the ordinal 8 (A.) is defined as the least ordinal 8 such that for any T
and F and M, if

\T\<K
T h (P, <) is a linear order,
M e EC(7\ T), and
(pA/ <A/) h a s o r d e r t y p e a t l e a s t ^

then there exists N e EC(7\ T), such that ( /^ , <^) is not well-ordered.
The following lemma is well-known. We provide a proof at the end of this Appendix

for the sake of completeness.

Theorem A.I. Let P be a unary predicate and < a binary predicate in L(T) such that

TV- "< is a linear order on P ".

Suppose M e EC(7\ T) with PM = {a,- : i < (2 |r |)+ } is such that

M\=at < aj if and only if i <j < (2 m ) + .

Then there exists N e EC(7\ T) such that PN is not well-ordered by <N.

Corollary A.2. 8(\T\) < (2 | r ')+.

We could not find a proof of the following theorem in the literature, so we have included
a complete proof here.

Theorem A.3. Let T be any theory. For every {at | / < ^{\T\)) there exists an indis-
cernible sequence (bn \ n < co) with the following property: for every n < co there are
*o < ••• < i'u-1 satisfying

tpfa), . . - *»-i

Proof Let / = (at• \ i < ^(17-))). We define the following functions:

• Fo r every n < co9 functions fn : Q8(\T\)]n - • D(J) given b y fn(i0, ...,in-\) =
tp(5/o,...,5/n_I/0);

• Abijectiong: *2&(\T\) - • / , defined by g(i) = 5,-;
• A bijection /*: £)(r) -> /c, where /c = |/>(r)|;

Let x be a regular cardinal large enough so that / / ( / ) contains L(T), D(T), / , 3&(\T\)
and the functions fn, g and h as subsets. Assume in addition that H(x) "knows" the
Erdo-Rado Theorem; more precisely:

/ / ( x ) N i a ) - > P a
+ ) ^ Vae8(\T\)Vneco.

Next, choose new predicates J, D, A, fi; new constants K and ^ for every <p e L(T); and
new function symbols fn for every n e co, g,h, and b. Now form the following expansion

) , € , y , D , , A, /x, /C, / n , g, hy b% (p )<peL{T),ne<o,

where Jv =I,Dy = D(T)9 X
v = ^ ( | r | ) , /xr = (2' r ')+, / / = fH, gv =g,hv = A,

Z>(a)K = 3a, /cF = <, and <̂ F = <p for ^ € L(T).
Let T* = Th(F). Then T* contains the following sentences (written informally for

readability):

• \J\ = *;

• Va e yii b(a + n + 1) ->• (Z>(a))J+I, for every new;
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We define a set of types F in the language of T* as follows:

(*) r := {p e 5(0) | noae I realizesp}.

Then V e EC(r*, F) and fxv = S( | r | ) , so by CorollaryA.2, there is F ' G EC(r*, F)
such that \iv> is not well-ordered. Let {an \n < co] c. fMyf witness this. We may assume
that V \=an > an+\ +n + 1.

We now construct sets Xn c XK' for « < a> such that

(1) V |= |Xn | > b{an) for every it < o>;
(2) F ' N /*(g( io) , . . . , gd«-i)) = /*(g( /o) , . - . , g(/*-i)) , ^ io < • • • < /„_! G *„

andy0 < ••• < jn-\ £ Xn.

The construction is by induction on n. Let Xo = ^v' and clearly Vf (= l^ol > ^(«o)
since F ' |= Z?(«o) € X.

Having constructed Xn, notice the following,

(i) V \= \Xn\ > b{atty9

(ii) V'\=c: [Xn]
n+X -> D, with c(i 'o,. . . , in) := / n + i ( g ( i 0 ) , . . . , g(i«));

(iii) F7 N \D\ = /c;
(iv) F ; | = * (««) - • (*(«„+!))S+I.

Then (4) applied to (1) and (2) implies that there is Xn+\ c JTn such that V \=
\Xn+\ I > &(«»+i) monochromatic with respect to c, so Xn + i is as required.

Since every <p e L has a name in L(T*), there are /?„ 6 Z)(T) for n e co such that
tp(g(/o). • • •, gO'n)/0) = P« for 5,-0 = g(io), • • •, «/„_, = g(/n-i) e yK ' , and i0 < • • • <
in-\ G Xn.

Now let {cn \ n < co} constants not in L(T*) and let T\ be the union of the following
set of sentences:

• T*;
• pn(co,..., c n - i ) , for every « < m;
• g(cii) < g(c«), for every /i < m;
• ^p(co, . . . , c n - i ) «•> ^ ( C / Q , . . . , ^ , , ) , whenever </) G L(T)9 i0 < . . . / n _ i , and

rt < CO.

Then T\ is consistent: for every finite subset of T\ use g(Xn) to realize the Q ' S .
Let N\ \= T\ and bn = CnX for every n e co. Certainly {bn \ n < co} is indiscernible

(in L(T)). Now we show that for every n < co there exist i'o < • • • < /n- i < 3(2in)+ such
that

tp(a / o , . . . ,a / r t_,/0) = pn.

But by construction, there are jo < • • • < j n - \ such that

Hence, {xz G J } G ̂ n for every / < n, and since {J, g, e } c L(T*), we have

But since V G EC(7*, F), we must have qn g F. Thus, by (*), there are a,-0,... a/n_, in /
realizing^. H

Now to the proof of Theorem A. 1:

Proof. Let T* be an expansion of T of the same cardinality with Skolem functions. We
construct sequences of sets {Sn \n < co), types

Jfn-l) € S£(r*)(0) for*! > 0,
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and ordinals

a/fa, 0 ) , . . . , (*,•(/!,/! - 1) G Sn, for/ G Sn

such that

(1) So = (2 ' r ' ) + and 5w+i c £„;
(2) |5r

w| = (2 ' r ! ) + ;
(3) ( 2 m ) + > c*/(«, 0) > • • > «,-(«,« - 1) > i for every / G Sn;
(4) pw c p n + i ;
(5) For every n < m,i G 5n , and j € Sm,

pn = tp(aa/(ntO), • • • , 0a/(/i.# y y

The construction is by induction on «. For /z = 0, we only need to define So and we let
S0 = (2^ )+ .

Having constructed £„ for every i G Sn, fix j G £„ with y > i (which exists by (2)).
Define

a,-(/i + 1,0) : =a / ( / i , 0 )

a,-(/i + 1, n — 1) : = of/(/i, /i — 1)

a,-(/i + l , / i ) : = y .

We also let

Then /7^+1 G 5 " I + 1 ( 0 ) . Since |5J = (2 ' r | ) + > |5'^7!*)(0)|, there exist Sn±\ c 5n of
cardinality (2 | r |)+ and /7w+i G Sn+l(0) such that /?^+1 = pn+\ for every i G Sn+\. It is
easy to see that all the requirements are satisfied.

Now let {cn \ n < co} be new constants and let T\ be the union of the following set of
sentences:

• T*;
- cn > c + i , for every n < co;
• pn(co,..., c«_0, for every n < co.

Then T\ is consistent: If F is a finite subset of T and n maximal appearing in F, then
F c T* U {a > c/_(-i | / < /i} U /?„+! (co , . . . , cn) is satisfied by interpreting a as a^,/).

Let N\ (= Ti and 6n = c%1. Let Â  be the closure of [bn \n < co}) \ L(T). under
the Skolem functions. Then N \= T and PN is not well-ordered. We claim that TV G
EC(7\ F). Otherwise there exist d e N and /? e F such that J f= /?. and f G L(T*) such
that /̂ = x{bo,..., 6/7-1). Hence,

/> = tp(5/0) = tp(f (60, • • •, 6n-i)/0) c Pn.

By construction of p n and Sn, there are (a / 0 , . . . , ain_x) e PM realizing pn, so f ( a / 0 , . . . , a,-
realizes /?, which is a contradiction, since f(a,-0,..., «/„_,) e M e EC(T, F).

H

APPENDIX B. HISTORICAL NOTES

Introduction: Although Baldwin's book [Ba] was published in 1988, early versions
of it circulated since 1980 and had significant influence on several publications with
earlier publication dates.
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We have learned from Baldwin that a preliminary version of [Sh93] was titled
"Treeless unstable theories".

Section 1: The concept of Definition 1.9 was introduced in [Sha] and [Sh93], where
it is called indiscernible based on (A, B). However, since the name "Morley se-
quence" has become standard since the 1970's (see[Sa] and [Po]), we have departed
from Shelah at this point.

The proof of the Concatenation Lemma (Lemma 1.13) appears on page 198
of[Sh93].

We do not know of any complete proof of Theorem 1.11 in print. It is stated as
Lemma 6.3 in [Sh93] and used heavily in the proof of Claim 6.4, the precursor of
Kim's proof. The scant proof of Theorem 1.11 offered in [Sh93] contains the line
"by the method Morley proved his omitting types theorem".

Section 2: Our D[p, A, k] is Shelah's Dm[p, A, K\,k] in [Sh93]. All the material
in this section is due to Shelah and is taken from [Sh93] and Chapter III of [Sha],
where the facts are often stated without proof. Occasionally, we have chosen more
modern language.

Section 3: The equivalence between forking and dividing for stable theories was dis-
covered by Baldwin and Shelah in 1979 while discussing a preliminary version
of [Sh93]. It appears in print for the first time in [Pi], and later in [Ba]. The fact
that Shelah did not include it in [Sha] leads us to speculate that he was not aware of
it in 1978.

The characterization of dividing through Morley sequences (Theorem 3.7) and
the equivalence between forking and dividing (Theorem 3.8) in simple theories is
due to Kim [Ki]. The proofs Symmetry and Transitivity as consequences of this
equivalence are from [Ki], where the credit is given to Pillay.

The proof of Theorem 3.8 included here is new, and was shown to us by Shelah.
The Symmetry property for strongly minimal sets was discovered by William

Marsh [Mar] and used by Baldwin and Lachlan in [BL]. Lascar discovered the
Symmetry property for superstable theories [Lai, La2]. Independently, Shelah gen-
eralized it to stable theories. The implication (1) => (2) of Theorem 3.11 is from
[KP1]. This theorem is an analog of Shelah's characterization of non-forking ex-
tension via local rank for stable theories (see Theorem III.4.1 of [Sha]). The impli-
cation (2) => (1) of Theorem 3.11 is due to Shelah.

The Independence Theorem 3.12 for simple theories is due to Kim and Pillay
in [KP1] and is a generalization of a result of Hrushovski and Pillay about S\-
structures, namely, (i)=»(ii) in Lemma 5.22 of [HP1].

Section 4: All the material in this section is contained [Sh93].
Section 5: The boolean algebra introduced here is a variation of that in [Sh93]; we

have replaced weak dividing with forking. The proof that this boolean algebra
satisfies the chain condition was communicated to us by Shelah.
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