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Abstract

This paper presents a framework for incremental detection of text from road signs. The
approach efficiently incorporates tracking and detection mechanisms into the same
framework. The proposed approach first finds a set of discriminative feature points and
clusters them into different regions. We then select candidate sign planes by a
combination of color and vertical plane models. Within detected road sign planes, the
framework selects candidate text regions again base on feature points. The feature points
serve a dual purpose: correspondence for tracking if text has been detected in the region
and cues of candidate regions for text detection. The framework further verifies candidate
text regions using more sophisticated features. Once a text region is confirmed, the
tracking algorithm will continuously track the region. The text region grows as more text
around it is detected from frame to frame. Experimental results have demonstrated the
feasibility of the proposed framework in incrementally detecting text on road signs over
the time from video sequences captured from a moving vehicle.



 



1. Introduction

Automatic understanding of road signs is an essential task for autonomous and intelligent
vehicles. It could help to keep a driver aware of the traffic situation by highlighting and
recording signs that have been passed. The system could also read out the text on road
signs with a synthesized voice, which is especially useful for drivers with weak visual
acuity.

The previous research on road sign detection and recognition is limited to symbol
recognition [7, 12]. Researchers developed systems for detecting and recognizing
symbols, such as "stop" and "curve," etc. These systems were based on two different
approaches: (1) segmentation through color thresholding, region detection and shape
analysis; (2) segmentation through the border detection in a black and white image and
their analysis. In shape-based recognition, it seems that Gavrila's methods [10, 11] are
superior to other approaches for the implementation of a real-time application. Other
methods of road sign detection include color detection [17], color then shape [16, 19],
simulated annealing [1] and neural networks [21]. In this paper, we are interested in
automatically locating road signs from video input and detecting text on road signs.
Unlike the previous research, we are interested in not only recognizing shapes of road
signs but also understanding text on road signs. Figure 1 shows four examples of road
signs. Obviously, we face many challenges in detecting text from these road signs as in
other object recognition tasks:

• Lighting conditions are uncontrollable and changeable because of time and weather
variations.

• Background and foreground are very complex.
• Text on road signs varies in font, size and color.
• Video images are low resolution and noisy.

Figure 1 Examples of road signs

In order to address these challenges, we propose a robust and reliable framework that
can automatically and incrementally detect text on the road signs in video. Video
sequence contains a large amount of temporal redundant information of motion of the
camera and objects in the scene. We can take advantage of the redundant information and
incrementally detect the text from frame to frame. Different from most existing sign
detection approaches, by employing the cues from the tracking scheme, the proposed
framework integrates detection into tracking mechanism. First, the framework finds a set
of discriminative features for current video frame. These points will serve as the input for



the second step as well as tracking features. Next, the framework uses two criteria to
detect the possible candidate road sign planes from the set of feature points. The two
criteria are color information and vertical plane model. The first criterion was widely
used in text detection algorithms, particularly in the road sign text detection. The vertical
plane model is based on the fact that 3D geometric relationship can be recovered from 2D
data. After this step, the system has a set of possible candidate road sign areas. This
framework applies an edge-based text detection algorithm to these candidate sign areas.
The selected features in these areas provide cues of candidate text regions for further
detection. The framework further verifies candidate text regions using multi-scale edges.
Once a text region is confirmed, the tracking algorithm will continuously track the
region. The framework repeats this process, and locates road signs and detects text on
these signs over the time. We have performed extensive experiments. Experimental
results indicate that the proposed approach can incrementally detect text on road signs
from video sequences captured from a video camera mounted on a moving vehicle.

The rest of this paper is organized as follows: Section 2 describes the new framework
in detail. Section 3 discusses the vertical plane model. Section 4 introduces system
implementation and experimental results. Section 5 gives the conclusion and future work.

2. Incremental Text Detection

Information retrieval has activated research in automatic detection and recognition of text
from video (video OCR) [3, 4, 8, 13, 20, 22]. Text in video can be classified into two
categories: graphic text and scene text. Graphic text is added to the video after the video
is captured by visual recording device. Scene text exists in a natural environment, and is
directly captured by a video camera. That is, scene text is part of objects on which it
appears. Examples of scene text include road signs, advertisement board, direction signs,
text on costume and consumables. Some early research problems include text detection
from general backgrounds, and recognition of text on particular objects like containers
and license plates. In recent years, growing attention has been focused on sign text
detection and translation from photography and video. The early work mainly focused on
the prototype ideas and required human interaction to select the sign area in the image.
Recent research attempts have moved toward automatic sign detection and recognition [4,
8].

In this research, we are interested in automatic detection of text on road signs from live
videos. This is a scene text detection task. Area-based and edge-based methods have been
widely used for detecting text in an image. Area based method aims to analyze certain
features in an area, such as texture and color [6]. Some transforms, such as Discrete
Cosine Transform (DCT), Gabor filtering, and Gaussian filtering, are used for area
analysis. Although these area-based methods have different advantages, they share a
common problem, i.e., the sensitivity to lighting and scale variations. Edge based method
mainly relies on edge features that are relatively more stable to the above problem. Some
noise filtering schemes should be applied to avoid adding extra edges. This method has
been found more suitable for text detection from natural scenes [4, 8, 13, 14 ].

Li et. al [13] presented an approach detecting text from video by detecting texts
periodically while tracking in the rest of the period. The approach used a hybrid
wavelet/neural network classifier to segment text regions in the video frames. Once the
text is detected, a multi-resolution sum of squared differences based tracking method is



applied to track the detected text. However, tracking and detection were separated
modules in the system, and they were not integrated to facilitate each other over the time.

In order to efficiently detect text on road signs, we propose to combine tracking and
detection mechanisms into a same framework. The attractiveness of this framework is
that it can fully utilize the temporal information, and incrementally detects text on road
sign planes from frame to frame.

In order to catch human attentions, road signs are designed with the following
properties:
• Text on road signs is designed with high contrast to its background.
• Most road traffic signs appear on vertical planes.
• Foreground/background colors of a road sign are not randomly distributed. They are

distinguishable from the surrounding environment.
The basic idea of the proposed approach is to effectively use these constraints and

efficiently integrates the detection mechanism into the tracking process. As illustrated in
Figure 2, the proposed framework consists of five steps.
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Algorithm
1. Select features. For the current video frame, good features in non-text areas are

selected using some discriminative criteria (the whole image if non-text area is
empty). These features will be used in the following steps and some of them will also
be tracked;

2. Find road sign plane candidates. Use two criteria to detect possible candidates of road
sign planes from the cues of features found in the current frame and tracked features
from previous frames. The two criteria are color information and vertical plane
property of road signs;

3. Build pyramidal multi-scale images. The constructed multi-scale images of the
current frame will serve as input for the following incremental text detection;

4. Incrementally detect text. Both new candidates and previously detected sign planes
will be examined by an edge-based text detection method on the pyramidal multi-
resolution images. Detection results from different levels will be combined to
detected text regions of original scale. We can obtain the detection results by merging
matched text regions.

5. Feedback detection results. The detected text regions and features within them will be
tracked. Their information will be taken into account in the analysis of the next
iteration. Read next frame, and go back to Step 1.

The new algorithm works in an iterative manner that enables the algorithm to detect
text incrementally over the time from a video sequence.

In the proposed framework, Step 1 & 2 attempt to locate road signs from a video
frame. Step 3 & 4 detect new text regions in candidates of road signs and combine them
with previous detected text regions. Step 5 feedbacks current most complete partial
detection results to the analysis of next frame. It also tracks the detected text regions, sign
planes and features within them when the next frame comes. Over the time, text on road
sign planes will be detected and tracked incrementally until the road sign planes
disappear from the scene. We describe the framework in more detail below, except that
the vertical plane model will be introduced in Section 3.

Step 1: The key idea of this framework is to embed text detection into a tracking
process. Robust tracking requires good feature points. Accurate detection of text also
requires good features. The number of features is decided empirically to balance the
detection rate and computation efficiency. An example of feature selection will be shown
in Section 4.

Step 2: Next, obtained feature points are clustered by using their coordinates as
features. Color segmentation in certain color spaces is then performed to get initial
clusters of feature points. The vertical plane model will be used to extract possible road
sign planes from the initial feature clusters.

Step 3: Pyramidal construction of an image is widely used in many tracking and text
detection algorithms. It is a bottom-up process that build (L) level image from (L-l) level
image. The original frame image is considered as 0 level image. This multi-scale
approach attempts to solve the problem of different sizes of text. The small text can be
detected at the lower levels while the large one is deemed to be background. On the other
hand, the large texts can be found at higher levels while the small ones will be
overlooked. By this strategy, the algorithm can detect text with different sizes by
combining the detection results from different pyramidal levels of the image.



Step 4: The algorithm uses edge-based text detection module that consists of coarse
detection and structure analysis.

We use a difference of Gaussian edge detector to obtain the edge set. We then compute
size, intensity, mean, and variance of the edge set within the surrounding rectangle. Using
some feature criteria, we can remove some edge patches from the set, and the rest
remains for further consideration. Next, merge adjoining edge patches with similar
properties and update properties of combined edge patches. Since texts in the same
context share common color properties, we can use them to analyze the structure of the
text, and further refine detection results. In this work, a Gaussian Mixture Model (GMM)
is used to model color distributions of the foreground and background of each region.

g(c) = pGfOif,0f) + (l-fi)Gb<jib90b),O£0Zl (2.1)

where Gf, Gb are the color distributions of the foreground and background respectively,

^indicates the complexity of the text, \uf - nb II shows the contrast for a color space

invariant to the lighting condition, and 0f,0b provides the information of the text font

style. So, each text can be represented with (p,nf,/ub,6f,6b). After new text regions are

detected in the current frame, they will be merged along the string direction with detected
text regions from the previous frames. Further, the new obtained text region will be
tracked. Old text regions are removed from the tracking list if they have been merged.

Step 5: The corners of all detected text regions and sign planes are tracked by the
feature tracker over the video sequence. However, tracking performance is affected by
the problem that the corresponding features may drift. Thus, some constrains are used to
reject outlier matched points.

a) The velocity (optical flow) of each features attempts to be consistent with those of
its neighbor features;

b) Neighboring features should stay close to maintain the spatial cohesion, but
collision should be avoided.

Distance and brightness change criteria can also be considered to reject outlier
matches. After applying above constrains, we find that the tracking module works very
well on real videos except when there are sudden lightness variations, severe obstruction
before road signs or disappearance of the signs. Alternatively, we can apply the epipolar
constraint to reject outlier matches. The epipolar constraint states that if p,, p2 are the
coordinates of a same spatial point in the real world in the two frames, they must satisfy
the following equation P2

T • F • Px = 0 , where F is the fundamental matrix that represents the
epipolar geometry between two images. This equation means that point P2 must pass
through the epipolar line defined by FPl in the second frame image and vice versa.

3. A Vertical Plane Model

3.1.Model formulation

In Step 1 of the framework, we obtain clusters of feature points using color models. In
this section, we will select candidate road sign planes by verifying whether those feature-
point clusters satisfy the vertical plane model. The goal of this step is to provide
candidate sign regions for incremental text detection. Another benefit of this strategy is



that it further narrows down the search space of text detection thus greatly improves the
efficiency of the framework.

The basic idea is that most road sign planes exist as vertical planes in the real world.
Since we can obtain spatial correspondence of feature points in two adjacent frames from
the tracking algorithm, we can recover the normal of the candidate planes. Using the
vertical property of sign planes, we can filter out non-sign planes from the feature- point
clusters.

In our approach, we need, at least, 3 feature points to verify a candidate. Tracking
algorithm provides the spatial information of every feature over the time. We then choose
three feature points that are not in one line to check if their constructing plane is a vertical
plane in 3D world or not. We use the following example to illustrate the idea, Figure 3
shows two adjacent video frames F09Fl and their associated two camera coordinate
systems at times /0,/, . Camera focal length i s / , and camera moves d during the
intermediate period. Camera coordinate system at t09 O0X°Y°Z0, is the basic coordinate
system. It uses the vectors (1 0 0), (0 1 0) and (0 0 1) as its axis. Feature
points Pl,P2 ,/>3 are represented in the basic coordinate
system, px :{xuyuzx) , P2 :(x2,y2,z2) and P3 :(x3,y3,z3) o°x°y\ olxlyl are image coordinate
systems at t imes to,t}. As (/, - / 0 ) is very small for a real-time video sequence, we assume
that the vehicle moves along the camera optical axis O°Z° at tQ,tx.

, Side View ~ •

Frame F$ & t<>
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Figure 3. The basic geometry between two snaps.



The projection that maps a point P{ \{xx,yx,zx)from camera coordinate system onto two
points P{° :(x°9yi),and P,1 :(x{,y\)m the two image coordinate systems at times/<>,/, is as
follows

L A , , /, (3-i)

X ,0 (3.2)

Based on above equations (3.1) and (3.2), we can obtain the following estimation of
P, coordinates.

d-x\/(x\-x?)
Similarly, we can get estimation of P2 and P3 coordinates.
Let that

(3.3)

v1 v°
k k

y\

y\-y\

(3.4)

(3.5)

where k = 1,2,3,....
In order to obtain the normal of a candidate plane, we can find the representations of

vectors A andBas:
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Then, we can obtain the normal of the candidate plane as
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(3.6)
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(3.H)

In order to verify whether the plane of P[,P2,Pi is on a vertical plane in the 3D world, the
equations (3.9) - (3.11) can be used to recover the normal of the constructing plane of
any three points P],P2,P3 from a feature-point cluster. We then measure the ratio of the X
component to the length of vector N.

PJ=\XJ\JPJI 7 = 1,2,,.../ (3.12)
where J is the number of recovered normal vectors from one feature-point cluster. A
proper averaging scheme can be applied to all achieved normal vectors to minimize
individual errors as shown in equation (3.13).

p - (3.13)

3.2.Model Sensitivity Analysis
Equations (3.8)-(3.12) indicate that the accuracy of the normal of the verified plane
highly depends on the accuracy of calibrated focal length / . From the equations (3.9) -
(3.11), we can derive

\c,

1Cjx

(3.14)

where CJX,CjY,CJZ are second components of (3.9) - (3.11) respectively. From the above

equation, we know that Pj is the function of the camera focal length / , and the

perturbation in Pj produced by perturbations in / is :
. - 1 . 5

CJX + CJY
f

(3.15)

then we can obtain



A/
' f • ( 3 1 6 )

From equation (3.16) we can observe that, the accuracy of normal of the verified plane
linear depends on the accuracy of the calibrated focal length.

4. System and Experiments
We have conducted extensive experiments to validate our framework on real video
streams of natural scenes. This section provides the details of the system implementation,
conducted experiments, and results.

4.1.Technical description of the prototype system

The prototype system is implemented and evaluated on a PC with Intel Pentium 4 CPU
@1.8 GHz and 1G memory running Windows XP. The evaluation video was captured
from a SONY digital video camera mounted on a minivan. Intrinsic parameters of the
camera were calibrated using the method proposed by Zhang [23]. The video frame size
is 640*480.

Signs are designed for human to see easily at a distance. In most of cases, road signs
have following properties: 1. Text is designed with high contrast to its background color.
2. Text on the same road sign has almost the same foreground and background patterns.
These properties enable some points (corners) on sign planes could also be good tracking
features. Thus, the feature selection is implemented using the algorithm in [18]. Better
and more suitable text detection on road signs could be studied and evaluated. Shi-
Tomasi algorithm shows good performance in this work.

The more number of selected features, the more accurate is the later detection
algorithm, while the more computation power is needed. We tried different numbers of
features in our system, and 50 were found to fairly balance the detection rate and
computation efficiency.

To enable the system to detect new appeared road sign planes over the time, new
features are selected in non-text regions and added to the system. Moreover, combined
with rejecting outlier matches strategy mentioned in section 2, updating good features
frame by frame alleviates the feature tracker drifting problem and improves the
robustness and accuracy of the tracker.

Faster feature selection and tracking optimization [9] can be applied further to
improve the running frequency of the system.

In order to extract road sign planes, obtained feature points are clustered by using their
coordinates in the image as features. Color segmentation in certain color spaces is then
performed to get initial clusters of feature points. In this research, we convert the camera
RGB color space to the HSI color space, and normalize HSI within the range of [0, 255].
The vertical plane model will be then used to extract possible road sign planes from the
initial feature clusters.

Details of the incremental detection of text have been introduced in section 2. Here we
will mention a little more about text structure analysis. Figure 4 shows three situations in
which partial text has been detected. Since English words are in horizontal direction in
most cases, the text structure is analyzed horizontally. In the first situation, if two text



regions with similar height have the similar roof vertical position, they will be merged to
one text region. Second case shows that two text regions with different height, while the
same roof position, they will also be merged and the new height is decided by the
previous big size region. However, for the third case, no merging action is performed
because the left region can be better focused if it is separated with the right two regions.
In the Step 3 of the algorithm, the pyramid depth is set to be 3. That means, the highest
level image is one fourth of the original image size.

Road sign planes i Text regions

\ Initial text regions ; [ Text regions after I
I structure analysis i

Figure 4. Text Structure Analysis

A pyramidal implementation of the Lucas Kanade Feature Tracker [2] is used to track the
detected text areas. The pyramidal images come from Step 3. The search window of the
optical flow is 10*10. Other trackers can also be plugged into the proposed framework
easily.

4.2. Experimental Results

We have evaluated the proposed framework through experiments on our traffic sign
video database. The database consists of 3 hours of various signs' videos, including
highway signs, roadway signs, and other types of signs. We use an example of a highway
sign to show the whole detection process in Figure 6 and the detection results of some
other signs in Figure 7. Tables 1 & 2 will summarize the detection results of different
types of road signs under different conditions.

Feature selection in the first step was based on a discriminative criterion [18]. Most
corner features can be extracted from the frame, including ones on the road sign planes.
We cluster feature points into regions and use color models to filter out some non-sign
regions. In order to reduce risk of removing real sign regions from this step, we set a very
low threshold. This step can filter out majority of non-sign regions. We further verify the
remaining regions using vertical plane models. A combination of color and geometric



information can do a very good job to reduce false detection. Figure 5 shows an example
of text detection with/without preprocess. With the filters, the system could detect text
regions correctly (Figure 5(a)). The system, however, falsely detected the frames as text
in the case of no preprocessing (Figure 5(b)).

(a) (b)
Figure 5. An example of text detection with/without preprocessing

Figure 6 illustrates the process of incremental detection of text on a road sign. During
the initial few frames of the video, no features points are found on the road sign planes
(Figure 6(a)). On the frame of Figure 6(b), some feature points appeared on the road sign.
Next, the system classified the region as a possible road sign plane and marked with
yellow boundary on the image (Figure 6(c)). In the next few frames (Figure 6(d)), partial
texts were detected on the road sign plane frame by frame. Some partial detected text
regions were merged based on structure analysis, as shown in Figure 6(e). Figure 6(f)
shows that all detected text regions are tracked over the time. Finally, all texts on the road
sign are correctly detected (Figure 6(g)). A demo video sequence of Figure 6 has been
attached to this submission.

(a) Feature selection (b) Features on sign (c) Find sign plane

(d) Initial text detection

(e) Incremental text detection

(f) Track detected text (g) Incrementally detect all texts

Figure 6. An illustration of incremental text detection



In the evaluation process, we noticed that, as shown in Figure 6 (a)-(d), there was a
detour sign in the right side of the image. This detour sign had not been detected by our
system. The reason was that the color of text on the detour sign was closed to the
background of the sign. Since no feature points appeared on the sign, system simply
ignored it. This shows the dependency property of the proposed framework. Each step of
the algorithm contributes to the final detection result. Increasing the number of feature
points can potentially make the system find this detour sign region. But text detection
may still have problems because even a human had difficulty detecting the text on the
sign from the video, when we evaluated it. To solve this problem, the system needs a
better video camera.

Figure 7 shows more detection results from our road sign video database. Good recall
and precision can be observed from these results. We evaluated the prototype system
using several video sequences from our road sign database captured from a moving
vehicle. The sequences were sampled at 15 frames per second. The videos are
categorized based on different lightness conditions, e.g., sunny, cloudy and dusk. Table 1
shows the road sign detection performance. It is shown that performance is good in sunny
and cloudy while performance is poor in the dusk. Table 2 shows the overall text
detection performance.

Figure 7 More detection results.

Table 1. Road sign detection performance

Total # of road signs in video
Detected

Sunny
76
72

Cloudy
46
41

Dusk
23
11

Table 2 Text detection performance

Total # of text regions
Fully detected
Partially detected

Sunny
315
227
53

Cloudy
197
115
39

Dusk
93
31
7

Automatic detection of text on road signs is a challenging real problem. Many issues are
associated with the problem, such as the performance impact of the different parts of the
system, poor performance in low light conditions, sensitivity analysis of the algorithm
performance, and comparison with other detection algorithms, etc. Our views on the
above questions are as follows. First, good text detection rate relies on the quality of



features selected in the first step and the robustness of the vertical plane model applied in
the second step of the framework. An undetected example was shown in Figure 6 to
illustrate the dependency relationship. Second, we are working on a challenging problem
and could not solve all the issues in one paper. We will develop new algorithms to
address this problem in the future. The new algorithms, again, can be easily plugged into
the proposed framework. Third, the system we built didn't require any manual setting of
thresholds from video to video. All the thresholds are preset from the training data. The
performance is relatively stable to different video streams under a reasonable resolution.
Lastly, with regard to the comparison with other published text detection algorithms, we
are presenting a new framework to solve a different problem, so we are not aware of any
other algorithms that can solve the exactly same problem.

5. Conclusions

Large amounts of information are embedded in natural scenes. Signs are good examples
of objects in natural environments that have rich information content. Detection of text on
road signs has many applications in human computer interaction and robotics. Yet it
poses new challenges to computer vision community. In this paper, we have proposed a
new framework for incrementally detecting text on road signs. The proposed framework
makes two major contributions. First, the framework efficiently embeds tracking and
detection mechanisms into the same framework. Different feature selection methods,
tracking mechanism, text detection approaches can be easily plugged into the framework.
We have developed a prototype system to demonstrate the concept. Second, the
framework has provided a novel way to integrate text detection from color, 3D vertical
plane detection, and texture cues into tracking scheme. The novelty of the proposed work
lies in the concept of incremental detection framework to detect text from video stream.
In fact, we can plug in different technologies into this framework. In this paper, in order
to demonstrate the feasibility of the new framework, we have embedded some efficient
and effective existing technologies into it. We have no intention to claim contributions in
extension of these algorithms or combinations of them. Experiments and evaluations have
indicated the feasibility and reliability of the framework. The images used in the
experiments consist of most highway images. However, in some situations sign detection
is relatively more difficult as the signs are not clearly visible due to various reasons. For
example, in more complex situations, the vertical plane constraint does not hold (e.g.,
twisted sign planes) or occlusion makes the sign detection difficult. We aim to solve
these interesting problems in the future work.
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