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Abstract

Since the Lucas-Kanade algorithm was proposed in 1981 image alignment has become one of the

most widely used techniques in computer vision. Applications range from optical flow, tracking,

and layered motion, to mosaic construction, medical image registration, and face coding. Numer-

ous algorithms have been proposed and a variety of extensions have been made to the original

formulation. We present an overview of image alignment, describing most of the algorithms in

a consistent framework. We concentrate on the inverse compositional algorithm, an efficient al-

gorithm that we recently proposed. We examine which of the extensions to the Lucas-Kanade

algorithm can be used with the inverse compositional algorithm without any significant loss of

efficiency, and which cannot. In this paper, Part 3 in a series of papers, we cover the extension of

image alignment to allow linear appearance variation. We first consider linear appearance varia-

tion when the error function is the Euclidean L2 norm. We describe three different algorithms, the

simultaneous, project out, and normalization inverse compositional algorithms, and empirically

compare them. Afterwards we consider the combination of linear appearance variation with the

robust error functions described in Part 2 of this series. We first derive robust versions of the si-

multaneous and normalization algorithms. Since both of these algorithms are very inefficient, as

in Part 2 we derive efficient approximations based on spatial coherence. We end with an empirical

evaluation of the robust algorithms.

Keywords: Image alignment, unifying framework, the Lucas-Kanade algorithm, the inverse com-

positional algorithm, linear appearance variation, robust error functions.



Warping / back to compute J (W(x; p)) requires interpolating the image / at the sub-pixel loca-

tions W(x; p) . The minimization in Equation (1) is performed with respect to p and the sum is

performed over all of the pixels x in the template image T(x). Minimizing the expression in Equa-

tion (1) is a non-linear optimization task even if W(x;p) is linear in p because the pixel values

J(x) are, in general, non-linear in x. In fact, the pixel values J(x) are essentially un-related to

the pixel coordinates x. To optimize the expression in Equation (1), the Lucas-Kanade algorithm

assumes that a current estimate of p is known and then iteratively solves for increments to the

parameters Ap; i.e. the following expression is (approximately) minimized:

p + Ap))] 2 (2)

with respect to Ap, and then the parameters are updated:

p <- p + Ap. (3)

These two steps are iterated until the estimates of the parameters p converge. Typically the test for

convergence is whether some norm of the vector Ap is below a threshold e; i.e. || Ap|| < e.

2.1.2 Derivation of the Lucas-Kanade Algorithm

The Lucas-Kanade algorithm (which is a Gauss-Newton gradient descent non-linear optimization

algorithm) is then derived as follows. The non-linear expression in Equation (2) is linearized by

performing a first order Taylor expansion on J(W(x; p + Ap)) to give:

(4)

In this expression, V / = (|^, |^) is the gradient of image / evaluated at W ( x ; p ) ; i.e. V / is

computed in the coordinate frame of I and then warped back onto the coordinate frame of T using

the current estimate of the warp W(x; p). (We follow the notational convention that the partial

derivatives with respect to a column vector are laid out as a row vector. This convention has the
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advantage that the chain rule results in a matrix multiplication, as in Equation (4).) The term ^

is the Jacobian of the warp. If W(x; p) = (W^(x; p), Wy(x; p))T then:

dP2 - - dPn

dP2 '" dPn

Equation (4) is a least squares problem and has a closed from solution which can be derived as

follows. The partial derivative of the expression in Equation (4) with respect to Ap is:

-Ap . (6)
— [ op J L UV

Then denote:

SD(x) = V J ^ , (7)
dp

the steepest descent images. Setting the expression in Equation (6) to equal zero and solving gives

the closed form solution of Equation (4) as:

Ap = iT^SD^x^x) (8)

where H is the n x n (Gauss-Newton approximation to the) Hessian matrix:

H = £SDT(x)SD(x) (9)
X

and:

E(x) = T ( x ) - J ( W ( x ; p ) ) (10)

is the error image. The Lucas-Kanade algorithm, summarized in Figure 1, consists of iteratively

applying Equations (8) and (3). Because the gradient VI must be evaluated at W(x; p) and the

Jacobian ^ at p, they both depend on p. In general, therefore, both the steepest-descent images

and the Hessian must be recomputed in every iteration of the algorithm. See Figure 1.

Assume that the number of warp parameters is n and the number of pixels in T is N. The total

computational cost of each iteration of the Lucas-Kanade algorithm is O(n2 N + n3). The most

expensive step by far is Step 6. See Table 1 for a summary and [3] for the details.
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The Lucas-Kanade Algorithm

Iterate:

(1) Warp I with W(x; p) to compute J(W(x; p))
(2) Compute the error image E(x.) using Equation (10)
(3) Warp the gradient VI with W(x; p)
(4) Evaluate the Jacobian ^ at (x; p)
(5) Compute the steepest descent images SD(x) using Equation (7)
(6) Compute the Hessian matrix H using Equation (9) and invert it
(7) Compute £ x SDT(x)#(x)
(8) Compute Ap = H~l £ x SDT(x)#(x)
(9) Update the parameters p «— p + Ap

until ||Ap|| < e

Figure 1: The Lucas-Kanade algorithm [13] consists of iteratively applying Equations (8) & (3) until the
estimates of the parameters p converge. Typically the test for convergence is whether some norm of the
vector Ap is below a user specif! ed threshold e. Because the gradient VJ must be evaluated at W(x; p)
and the Jacobian Q^L must be evaluated at p, all 9 steps must be repeated in every iteration of the algorithm.

Table 1: The computation cost of one iteration of the Lucas-Kanade algorithm. If n is the number of warp
parameters and N is the number of pixels in the template T, the cost of each iteration is O(n2 N -f n3). The
most expensive step by far is Step 6, the computation of the Hessian, which alone takes time O(n2 iV + iV3).

Step 1
O(niV)

Step 2
O(N)

Step 3
0(nN)

Step 4
O(niV)

Step 5
0(nN)

Step 6
0(n2N + n3)

Step 7
0(nN)

Step 8
O(n2)

Step 91! Total

O(n) 1 0(n2N + n3)

2.2 The Inverse Compositional Algorithm

2.2.1 Goal of the Inverse Compositional Algorithm

As a number of authors have pointed out, there is a huge computational cost in re-evaluating

the Hessian in every iteration of the Lucas-Kanade algorithm [11, 8, 15]. If the Hessian were

constant it could be precomputed and then re-used. In [3] we proposed the inverse compositional

algorithm as a way of reformulating image alignment so that the Hessian is constant and can be

precomputed. Although the goal of the inverse compositional algorithm is the same as the Lucas-

Kanade algorithm (see Equation (1)) the inverse compositional algorithm iteratively minimizes:

£[r(W(x;Ap))-/(W(x;p))]2

X
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with respect to Ap and then updates the warp:

W(x;p) <- W(x;p)oW(x;Ap)- 1 . (12)

The expression:

W(x;p)oW(x;Ap) = W(W(x;Ap);p) (13)

is the composition of 2 warps and the expression W(x; Ap)" 1 is the inverse of W(x; Ap).

The Lucas-Kanade algorithm iteratively applies Equations (2) and (3). The inverse composi-

tional algorithm iteratively applies Equations (11) and (12). Perhaps somewhat surprisingly, these

two algorithms can be shown to be equivalent to first order in Ap. They take (approximately) the

same steps as they minimize the expression in Equation (1). See [3] for the proof of equivalence.

2.2.2 Derivation of the Inverse Compositional Algorithm

Performing a first order Taylor expansion on Equation (11) gives:

. (14)

Assuming that W(x ; 0) is the identity warp, the solution to this least-squares problem is:

Ap = - t f r i£SD£(x)£(x) (15)

where SD?(x) are the steepest-descent images with / replaced by T:

SDk(x) = V T ~ , (16)
dp

H\c is the Hessian matrix computed using the new steepest-descent images:

Hic = £SD£(x)SD ic(x), (17)
X



The Inverse Compositional Algorithm

Pre-compute:

(3) Evaluate the gradient VT of the template T(x)
(4) Evaluate the Jacobian ^ at (x; 0)
(5) Compute the steepest descent images SDiC(x) using Equation (16)
(6) Compute the Hessian matrix HIC using Equation (17) and invert it

Iterate:

(1) Warp I with W(x; p) to compute J(W(x; p))
(2) Compute the error image E(x) using Equation (10)
(7) Compute Ex SD?(x)£(x)
(8) Compute Ap - -Hr1 £ x SD£(x)£(x)
(9) Update the warp W(x; p) +- W(x; p) o W(x; Ap)" 1

until ||Ap|| < e

Figure 2: The inverse compositional algorithm [2, 3]. All of the computationally demanding steps are
performed once in a pre-computation step. The main algorithm simply consists of image warping (Step 1),
image differencing (Step 2), image dot products (Step 7), multiplication with the inverse of the Hessian
(Step 8), and the update to the warp (Step 9). All of these steps are effi cient and take time 0(nN -f 77?).

and the Jacobian ^- is evaluated at (x; 0). Since there is nothing in either the steepest-descent im-

ages or the Hessian that depends on p , they can both be pre-computed. The inverse compositional

algorithm is summarized in Figure 2. (See [1] for a schematic diagram of the algorithm.)

The inverse compositional algorithm is far more computationally efficient than the Lucas-

Kanade algorithm. See Table 2 for a summary. The most time consuming steps, Steps 3-6, can be

performed once as a pre-computation taking time O(n2 N + n3). The only additional cost is in-

verting W(x; Ap) and composing it with W(x; p) . These two steps typically require O(n2) oper-

ations. See [3]. Potentially these 2 steps could be fairly involved, as in [14], but the computational

overhead is almost always completely negligible. Overall the cost of the inverse compositional

algorithm is O(n N + n2) per iteration rather than O(n2 N + n3), a substantial saving.

3 Linear Appearance Variation with the Euclidean L2 Norm

All of the algorithms in [3] (there are 9 of them) aim to minimize the expression in Equation (1).

Performing this minimization implicitly assumes that the template T(x) appears in the input image
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Table 2: The computation cost of the inverse compositional algorithm. The one time pre-computation cost
of computing the steepest descent images and the Hessian in Steps 3-6 is O(n2 N + n3). After that, the cost
of each iteration is O(n N + n2) a substantial saving over the Lucas-Kanade iteration cost of O(n2 N + n3).

Pre-
Computation

Step 3
O(N)

Per
Iteration

Step 1
O(nN)

Step 4
O(nN)

Step 5
O(nN)

Step 6
O(n27V + n3)

Step 2
O(N)

Step 7
O(nN)

Step 8
O(n2)

Step 9
O(n2)

Total
O(n2iV + n3)

Total
O(nN + n2)

/ (x) , albeit warped by W(x; p). In various scenarios we may instead want to assume that:

T(x) (18)

appears in the input image (warped appropriately) where Ai, i = 1 , . . . ,m, is a set of known

appearance variation images and A*, i = 1 , . . . , ra, is a set of unknown appearance parameters. For

example, if we want to allow an arbitrary change in gain and bias between the template and the

input image we might set Ai to be T and A2 to be the "all one" image. Given appropriate values

of Ai and A2, the expression in Equation (18) can then model any possible gain and bias. More

generally, the appearance images Ai can be used to model arbitrary linear illumination variation

[11] or general appearance variation [5, 14]. If the expression in Equation (18) should appear

(appropriately warped) in the input image / (x) , instead of Equation (1) we should minimize:

(19)

simultaneously with respect to the warp and appearance parameters, p and A = (Ai , . . . , Am)T. In

the remainder of this section we derive three different algorithms (and several variants of them) to

minimize the expression in Equation (19), before evaluating all of the algorithms in Section 3.4.
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3.1 The Simultaneous Inverse Compositional Algorithm

3.1.1 Goal of the Algorithm

Our first algorithm performs Gauss-Newton gradient descent simultaneously on the warp p and

appearance A parameters. We use the inverse compositional parameter update on the warp param-

eters. The appearance parameters are updated with the usual additive algorithm. Composition does

not have any meaning for them. Replacing T(x) with T(x) + E™ i ^ i A ( x ) m Equation (11), the

inverse compositional algorithm to minimize Equation (19) operates by iteratively minimizing:

m -|2

T(W(x; Ap)) + £(A* + AA4)A(W(x; Ap)) - /(W(x; p)) (20)
J

simultaneously with respect to Ap and A A = (AAi , . . . , AAm)T , and then updating the warp

W(x ; p) <— W(x; p) o W(x ; Ap)" 1 and the appearance parameters A «— A + AA.

3.1.2 Derivation of the Algorithm

Performing a first order Taylor expansion on T(W(x; Ap)) and A ( W ( x ; Ap)) in Equation (20),

and assuming as in Section 2.2.2 that W(x; 0) is the identity warp, gives:

£ [T(x) + VT^-Ap + £(A,- + AA,) ̂ ( x ) + V^—Apj - /(W(x; p)) j . (21)

Neglecting second order terms, the above expression simplifies to:

^ - A p + £ A(x)AA, .

(22)

[ m / m \

T(x) + ̂  Ai^(x) - J(W(x; p)) + VT + £ A,V4

To simplify the notation, denote:

) ( ^ j (23)= ( J ) and similarly Aq = ( ^ j ;
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i.e. q is an n + m dimensional column vector containing the warp parameters p concatenated with

the appearance parameters A. Similarly, denote the n + m dimensional steepest-descent images:

SDsim(x) = (fvT + f ^ V ^ J ^ , . . . , ^

(24)

Finally, denote the modified error image:

m
£sim(x) = T(x) + ^ A ^ ( X ) - J(W(x; p)). (25)

Equation (22) then simplifies to:

X

the minimum of which is attained at:

Aq = -ff s7^£SDTm(x)£ s im(x) (27)

where H^ is the Hessian with appearance variation:

tfsTm = £SDL(x)SD s i m(x). (28)
X

In summary, the simultaneous inverse compositional algorithm for appearance variation proceeds

by iteratively applying Equations (24), (25), (27), and (28) to compute Aq. The incremental

updates to the warp Ap and appearance AA parameters are then extracted from Aq and used to

update the warp W(x; p) —̂ W(x; p)oW(x; Ap)"1 and the appearance parameters A <— A+AA.

Unfortunately the steepest descent images depend on the (appearance) parameters A A and so must

be re-computed in every iteration. The result is the algorithm summarized in Figure 3. Overall the

algorithm is even slower than the original Lucas-Kanade algorithm because the computational cost

of most of the steps depends on the total number of parameters n + m rather than just the number

of warp parameters n. See Table 3 for a summary of the computation cost.
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The Simultaneous Inverse Compositional Algorithm

Pre-compute:

(3) Evaluate the gradients V T and VAi for i = 1 , . . . , m
(4) Evaluate the Jacobian ^ at (x; 0)

Iterate:

(1) Warp / with W ( x ; p) to compute J(W(x; p))
(2) Compute the error image i£sim(x) using Equation (25)
(5) Compute the steepest descent images SDSim(x) using Equation (24)
(6) Compute the Hessian matrix Hsim using Equation (28) and invert it
(7) Compute £ x SD? m (x )£ s i m (x )
(8) Compute Aq = -H^ £ x SD£ m (x )£ s i m (x )
(9) Update W(x ; p) <- W ( x ; p) o W ( x ; A p ) " 1 and A *- A + A A

until | |Ap|| < e

Figure 3: The simultaneous inverse compositional algorithm for appearance variation operates by iteratively
applying Equations (24), (25), (27), and (28) to compute Aq. The incremental updates to the warp Ap and
appearance AA parameters are then extracted from Aq and used to update the parameters in Step 9. Because
the steepest descent images depend on the appearance parameters (see Equation (24)), Steps (5) and (6) must
be performed in every iteration. See Table 3 for a summary of the computational cost.

Table 3: The computation cost of the simultaneous inverse compositional algorithm. Overall the algorithm
is even slower than the Lucas-Kanade algorithm because the computational cost of most of the steps depends
on the total number of parameters n + m rather than just the number of warp parameters n.

Pre-
Computation

Step 3
0(mN)

Step 4
0(nN)

Total

0((n + m)N)

Per
Iteration

Step 1

0(nN)

Step 2
0(mN)

Step 5

0((n + m)N)
Step 6

O((n + ra)2iV + (n + m)3)

Step 7

0((n + m)N)
Step 8

0((n + m)2)
Step 9

O(n2 + m)

Total

O((n + m)27V + (n + ra)3)

3.1.3 An Efficient Approximation

The main reason the simultaneous inverse compositional algorithm is so slow is because the steep-

est descent images depend on the appearance parameters. See Equation (24). One possible ap-

proximation to the algorithm is to assume that the appearance parameters do not vary significantly.

The steepest descent images are only computed once using the initial estimates of the appearance
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parameters. Afterwards they are never updated. As a result Steps (5) and (6) can be moved to pre-

computation. The one time pre-computation cost therefore becomes O((n + m)2 N + (n + m)3)

and the cost per iteration becomes O((n + m) N + (n + m)2). This approximation results in a

huge performance increase. However, the result is still not as efficient as the inverse compositional

algorithm without appearance variation because the computational cost of most of the steps still

depends on the total number of parameters n + m rather than just the number of warp parameters n.

In Section 3.4 we empirically investigate the extent to which this efficiency approximation reduces

the robustness and speed of convergence of the simultaneous inverse compositional algorithm.

3.2 The Project Out Inverse Compositional Algorithm

3.2.1 Goal of the Algorithm

Although the optimization in Equation (19) is non-linear with respect to the warp parameters p , it

is linear with respect to the appearance parameters A. In [11], Hager and Belhumeur proposed a

way of decomposing a very similar optimization into two steps. The first step is a non-linear opti-

mization with respect to the warp parameters, but performed in a subspace in which the appearance

variation can be ignored. The second step is a closed form linear optimization with respect to the

appearance parameters. We refer to this type of algorithm as a "project out" algorithm because

in the first step the appearance variation is "projected out." We now derive the equivalent project

out inverse compositional algorithm. (Hager and Belhumeur [11] used an algorithm that is less

general than the inverse compositional algorithm [3].) We also point out one failing of the project

out algorithm, namely the estimation of the step size, and propose a method of correcting it.

3.2.2 Derivation of the Algorithm

If we treat the images as vectors over the pixels x we can rewrite Equation (19) as:

m

£
x L i=l

_ (29)
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where ||-|| is the unweighted (Euclidean) L2 norm. This expression must be minimized simultane-

ously with respect to p and A. If we denote the linear subspace spanned by a collection of vectors

Ai by span(^) and its orthogonal complement by span(Ai)-
L, Equation (29) can be rewritten as:

(30)

where || • \\L denotes the Euclidean L2 norm of a vector projected into the linear subspace L.

The second of these two terms immediately simplifies. Since the norm in the second term only

considers the component of the vector in the orthogonal complement of span (Ai), any component

in span (Ai) can be dropped. We therefore wish to minimize:

1=1

T ( x ) - / ( W ( x ; p ) ) (31)

The second of these two terms does not depend upon A. For any p, the minimum value of the first

term is always exactly 0 because the term J2iLi A< A ( x ) can represent any vector in span(^) . As a

result, the simultaneous minimum over both p and A can be found sequentially by first minimizing

the second term with respect to p alone, and then treating the optimal value of p as a constant

to minimize the first term with respect to A. Assuming that the appearance variation vectors Ai

are orthonormal (if they are not they can easily be orthonormalized using Gram-Schmidt) the

minimization of the first term has the closed-form solution:

A, = £4(x)[/(W(x;p))-r(x)]. (32)

The only difference between minimizing the second term in Equation (31) and the original goal

of the Lucas-Kanade algorithm (see Equation (1)) is that we need to work in the linear subspace

)-1. Working in this subspace can be achieved by using a weighted L2 norm [1] with:

Q(x,y) = (33)
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(assuming again that the vectors A{ are orthonormal) and minimizing:

;P)) 1 • IT(y) -/(w(y;P))]; (34)

i.e. minimizing the second term of Equation (31) and minimizing the expression in Equations (33)

and (34) are exactly the same thing. See [1] for the details. We can therefore use the inverse

compositional algorithm with this weighted L2 norm (described in Part 2 [1]) to minimize the

second term in Equation (31). The weighted steepest descent images are:

[
5

(see Equation (29) of [1]) and so can be computed:

<9W m f BW 1

SDpo(x) = V T ~ ( x ; 0) - g ^ MY) ^T^ir, 0)J A«(X) (36)

i.e. the unweighted steepest descent images V T ^ ( x ; 0) are projected into span (A) x by remov-

ing the component in the direction of Aiy for i = 1 , . . . , m in turn. The weighted Hessian matrix:

[ FfW ~ I T f HVJ 1

VT|-(x;0)j |vT^-(y;0)j (37)
can then also be computed as:

Hpo = £SDjo(x)SDp0(x) (38)
X

because the inner product of two vectors projected into a linear subspace is the same as if just one

of the two is projected into the linear subspace. Again, see [1] for more details.

In summary, minimizing the expression in Equation (19) simultaneously with respect to p and

A can be performed by first minimizing the second term in Equation (31) with respect to p using

the inverse compositional algorithm with the quadratic form in Equation (33). The only changes
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The Project Out Inverse Compositional Algorithm

Pre-compute:

(3) Evaluate the gradient VT of the template T(x)
(4) Evaluate the Jacobian ^ at (x; 0)
(5) Compute the steepest descent images SDpo(x) using Equation (36)
(6) Compute the Hessian matrix Hpo using Equation (38) and invert it

Iterate:

(1) Warp I with W(x; p) to compute J(W(x; p))
(2) Compute the error image E(x) using Equation (10)
(7) Compute £ x SDjo(x)£(x)
(8) Compute Ap = -H~o

l £ x SDjo(x)i?(x)
(9) Update the warp W(x; p) <- W(x; p) o W(x; Ap)"1

until ||Ap|| < e

Post-Computation:

(10) Compute the appearance parameters A using Equation (32)

Figure 4: The project out inverse compositional algorithm is very similar to the original inverse composi-
tional algorithm. The only changes are: (1) to compute the project out steepest descent images in Step 5,
(2) to compute the project out Hessian in Step 6, and (3) to compute the appearance parameters in Step 10.
The online computational cost is almost identical to the original algorithm and is summarized in Table 4.

needed to the algorithm are: (1) to use the weighted steepest descent images in Equation (36), and

(2) to use the weighted Hessian in Equation (38). Once the inverse compositional algorithm has

converged, the optimal value of A can be computed using Equation (32) where p are the optimal

warp parameters. The project out inverse compositional algorithm is summarized in Figure 4.

The computational cost of the project out inverse compositional algorithm is almost identical

to that of the original inverse compositional algorithm. See Table 2. The only extra cost is in

Step 5 and Step 10. The computation of the steepest descent images in Step 5 is substantially more

involved, but this step is a pre-computation step. The computation of the appearance parameters is

minimal just taking time O(ra N). The computation cost is summarized in Table 4.

3.2.3 Caveat: Step Size Modeling Gain

Overall the project out algorithm performs well, as is demonstrated in Section 3.4. There is one

scenario, however, when it performs particularly poorly. In particular, if the linear appearance
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Table 4: The computational cost of the project out inverse compositional algorithm is almost identical to
the original inverse compositional algorithm. The only additional cost is: (1) computing the steepest descent
images in Step 5, and (2) the one off extra cost of computing the appearance parameters in Step 10.

Pre-
Computation

Per

Step 3
O(JV)

Step 4
0{nN)

Step 5
O(nmN)

Step
O(n2iV-

Iteration
Step 1

O(nN)
Step 2

O(N)
Step 7

O(nN)
Step8
O(n2)

6
fn 3)

Total
O(n2iV + nraA

Step 9
O(n2)

Total
O(niV + n2)

r + n3)

Post-
Computation

Step 10
O(miV)

Total
0(mN)

variation is used to model "gain," the step size is estimated incorrectly as we now show.

As mentioned above, one common use of linear appearance variation is to model gain and bias.

If Ai = T and A2 is the "all one" image, Equation (18) becomes:

T(x) (39)

which has a gain of 1 + Ai and a bias of A2 (relative to the original template.) Any gain and bias

can therefore be represented. For now suppose that only gain is modeled; i.e. set A2 = 0.

If the input image J(x) is a perfect match to the template T(x) with no appearance correction

(for some set of warp parameters p), then the input image gl(x) must also be a perfect match

with the appearance correction (g — 1) T(x) (and the same set of warp parameters p.) When the

appearance variation consists of Ai = T, the parameter update for J(x) is:

Ap = - SDjo(x) [T(x) - 7(W(x; p))] = SDj,(x) J(W(X; p)). (40)

The T(x) term disappears because Ai = T and so the steepest descent images have no component

in the T direction. The inner product £ x SDpo(x) T(x) is therefore zero. Similarly, the parameter

update for g I(x) is:

AP = -*£ £ ) [T(X) - g / (W(x; p))] =

16

SDjo(x) / ( W ( X ; p)). (41)



So, although the project out algorithm with the two inputs / (x) and g 7(x) should converge to the

same warp parameters p , the algorithm takes steps that are larger by a factor of g in the second

case. If g > 1 the algorithm will therefore likely diverge because it takes too big steps. If g <C 1

the algorithm will probably still converge, but the rate of convergence will be very slow.

There are various ways to correct for this "step-size" problem. One possibility is to use a

dynamic step-size adjustment algorithm like Levenberg-Marquardt [3]. Such algorithms check

that each step of the algorithm results in an improvement in the error. If the error does not improve

and the algorithm is diverging, a smaller step size is tried. Another possibility is to compute the

magnitude of the component of 7(W(x; p)) in the direction of T(x) (normalized appropriately):

7 = ^ ' IS^ (42,

and then reduce the step size computed in the project out algorithm by that factor; i.e. instead of

using Step 8 in Figure 4 use:

Ap = --H;0^SDI(K)E(X). (43)
7 x

As can be seen, when the gain is approximately 1.0 and 7(W(x; p)) « T(x), then 7 ^ 1 and so the

step-size correction does not affect the algorithm. Similarly, when the gain is g and J(W(x; p)) «

gT(x), then J ~ g and the step-size is corrected appropriately. The additional computational

cost of evaluating Equations (42) and (43) is just O(N) and so is negligible. In Section 3.4 we

empirically evaluate the step-size correction algorithm defined by Equations (42) and (43).

3.2.4 Discussion

Suppose that T = Ai. The set of images spanned by T(x) + YSLi ^ iA(x) is then the same if

T = Ai for any i = 2 , . . . , ra, or even for T any other image in s p a n ( ^ ) ; i.e. the appearance

model is the same for a variety of different templates. Any of these templates could be used with

the project out algorithm and the result should theoretically be the same. In particular, if the model
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includes a bias term, the "all one" image is a very bad choice for the template. In this case, the

gradient of the template and the steepest descent images would all be exactly zero, a degenerate

case, and the algorithm would not be applicable. This degeneracy suggests that some images are

not as good a choice for the template as others. The question of what is the best choice for the

template, and whether the choice of the template affects the project out algorithm differently than

it does the simultaneous algorithm are outside the scope of this paper and are left for future study.

3.3 The Normalization Inverse Compositional Algorithm

3.3.1 Goal of the Algorithm

One frequently used way of coping with gain and bias variation is to "normalize" both the template

T(x) and the input image J(W(x; p)). In particular, in many applications such as face recognition

using eigenfaces the mean pixel intensities, or colors, are set to zero via:

1
ix = - T ^ T ( X ) and then T(x) <- T(x) - p. (44)

Next, the vector T(x) is set to have unit norm via:

1 1
a2 = - T 7 ^ ( T ( X ) ) and then T(x) < T(x). (45)

Jyl x a

Similarly, these two steps are also applied to J(W(x; p)). The result is to remove the effect of

gain and bias. Moreover, the gain and bias can easily be computed from JJL and a. We now derive

a similar normalization algorithm for arbitrary linear variation.

3.3.2 Derivation of the Algorithm

Equation (44) can be re-arranged to:

x —7=) and then T(x) <- T(x) - a x —==. (46)
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Equation (44) can therefore be regarded as projecting out the (unit) vector (-?=, • • ., -7=). Our

proposal for a normalization algorithm is to perform an analogous step for each appearance vector

A^ A minor difference, however, is that instead of projecting out the entire component in the

direction A{ from both 7(W(x;p)) and T(x), we instead project out only enough so that the

component of 7(W(x;p)) is the same as that of the template T(x). One possible way to do

this would be to apply the appropriate normalization to 7(W(x; p)) directly after Step 1 of the

algorithm (see Figure 2). In turns out, however, that after some simple algebra, this normalization

can be achieved by normalizing the error image so that the component of the error image in the

direction Ai is zero; i.e. this makes the component of 7(W(x;p)) and T(x) in the direction Ai

the same. As an added benefit, an estimate of the appearance parameter A* can be computed in the

process. In particular, the normalization step consists of:

771

Xi = — ^Ai(x.) E(x.) fori = l , . . . , m and then En0Tm(x) 4— E(x) + ^ A,-J4,-(X) (47)

where again we assume that the Ai are orthonormal. Inserting this step into the inverse composi-

tional algorithm gives the normalization inverse compositional algorithm summarized in Figure 5.

The only difference between the normalization algorithm and the inverse compositional algorithm

is the addition of Step 2a. Hence, the computation cost of the two algorithms is similar. See Ta-

ble 5 for a summary. Step 2a must be performed in every iteration (unlike the analogous Step 10

in the project out algorithm) and so the normalization algorithm can be substantially slower than

the project out inverse compositional algorithm when m^> n.

3.3.3 Step Size Adjustment Modeling Gain

The normalization inverse compositional algorithm is prone to the same error in the step size esti-

mate that the project out algorithm is. See Section 3.2.3. The same correction can be applied. We

can even use the normalization algorithm to compute the step size correction even more efficiently.

19



The Normalization Inverse Compositional Algorithm

Pre-compute:

(3)
(4)
(5)
(6)

Iterate:

(1)
(2)
(2a)
(7)
(8)
(9)

Evaluate the gradient VT of the template T(x)
Evaluate the Jacobian ^ at (x; 0)
Compute the steepest descent images SDic(x) using Equation (16)
Compute the Hessian matrix H\c using Equation (17) and invert it

Warp I with W(x; p) to compute /(W(x; p))
Compute the error image E(x) using Equation (10)
Estimate A and compute EnOTm(x) using Equation (47)
Compute Ex SD?(x)£norm(x)
Compute Ap = -Hr1 £ x SD£(x)£norm(x)
Update the warp W(x; p) <- W(x; p) o W(x; Ap)"1

until ||Ap|| < e

Figure 5: The normalization inverse compositional algorithm is almost exactly the same as the original
inverse compositional algorithm. The only difference is the addition of Step 2a in which the input image
I(W(x; p)) is normalized (using the error image E(x.)). The computation cost of the algorithm is therefore
similar and is summarized in Table 5. If m >> n the normalization algorithm can be a lot slower however.

Table 5: The computation cost of the normalization inverse compositional algorithm is almost identical to
that of the original inverse compositional algorithm. The only change is the addition of Step 2a. Step 2a is
analogous to Step 10 in the project out algorithm. The difference, however, is that Step 2a must be performed
in every iteration and so the normalization algorithm can be a lot slower than the project out algorithm.

Pre-
Computation

Per
Iteration

Step 1
0(nN)

Step 3
O(N)

Step 2
O(N)

Step 4
O(niV)

Step 2a
0(mN)

Step 5
O(niV)

Step 7
0(nN)

Step 6
0(n2N

Step 8
O(n2)

+ n3)

Step 9
O(n2)

Total
O(n2iV + n3)

Total
0((n + m)N-fn2)

If we are modeling gain and A± = T, then 7 in Equation (42) can be estimated as:

7 = 1 + (48)

and then the step size corrected:

Ap = — J
7

(49)

In Section 3.4 we empirically evaluate the step-size correction defined by Equations (48) and (49).
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3.4 Experimental Results

We conducted a variety of experiments to compare the performance of the 3 linear appearance

variation algorithms (simultaneous inverse compositional, project out, and normalization) and their

variants. Our experimental procedure is similar to that in [3]. In particular, we started with the

image / (x) in Figure 2 of [3]. We manually selected a 100 x 100 pixel template T(x) in the center

of the face. We then added the appearance variation Y,iLi ^ i ^ i ( x ) t o ^(x)- The exact choice of m,

Af, and A ( x ) depends on the experiment in question and is described in detail below.

We then randomly generated affine warps W(x; p) in the following manner. (We use the same

procedure that was used in [3].) We selected 3 canonical points in the template. We used the

bottom left corner (0,0), the bottom right corner (99,0), and the center top pixel (49,99) as the

canonical points. We then randomly perturbed these points with additive white Gaussian noise of

a certain variance and fit for the affine warp parameters p that these 3 perturbed points define. We

then warped J(x) + Y%Li Ai^(x) with the affine warp W(x;p) and run the various algorithms

starting from the identity warp. Where appropriate, the appearance parameters are initialized to 0.

Since the 6 parameters in the affine warp have different units, they must be combined in some

way. We use the same error measure as in [3]. Given the current estimate of the warp, we compute

the destinations of the 3 canonical points and compare them with the correct locations. We compute

the RMS error over the 3 points of the distance between their current and the correct locations. (We

prefer this error measure to normalizing the units so that the 6 parameters error are comparable.)

As in [3], we compute the "average rate of convergence" and the "average frequency of conver-

gence" over a large number of randomly generated inputs (5000 to be precise). Each input consists

of a different randomly generated affine warp. For the simultaneous and normalization algorithms

we sometimes also plot a "rate of convergence of the appearance parameters". This measure is only

meaningful for the project out algorithm after the algorithm has converged. The error measure for

the appearance parameters is the Euclidean L2 norm of the appearance parameter vector A.
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3.4.1 Experiment 1: Comparison with Inverse Compositional

The goal of Experiment 1 is to show that all of the linear appearance variation algorithms can cope

with some appearance variation, and yet still perform as well as the original inverse compositional

algorithm when there is no appearance variation. In other experiments we will investigate how the

algorithms compare with varying degrees of appearance variation, and in the presence of additive

noise. For now, we just consider a very simple case. In particular, we just use m — 1 appearance

variation image A\. The specific image that we used is the image of a different face approximately

aligned with the face in the template. (As described in Section 5.4 we are making all of our code

available so that the reader can experiment with other choices for A\.)

The results are shown in Figure 6. In Figures 6(a) and (b) we include plots of the convergence

rate and frequency of convergence for Ai = 0.0, no appearance variation. In Figures 6(c) and (d)

we include similar plots for Ai = 0.35 x TJUJL a relatively large amount of appearance variation

(the appearance variation accounts for approximately one quarter of the combined input image).

We include curves for 5 algorithms, (1) the original inverse compositional algorithm with no ap-

pearance variation modeling (IC), (2) the simultaneous inverse compositional algorithm (SIC),

(3) the efficient variant of the simultaneous algorithm (SIC-EA), (4) the project out algorithm

(PO), and (5) the normalization algorithm (NIC). The main things to note in Figure 6 are: (1) with

no appearance variation (Ai = 0.00) all of the algorithms perform almost identically, and (2) with

\1 = 0.35 x TJĤ |T the original inverse compositional algorithm performs far worse, whereas all four

of the appearance variation algorithms perform very well, and similarly. These results demonstrate

that all 4 of the appearance variation algorithms can cope with fairly substantial linear appearance

variation, whereas the original inverse compositional algorithm cannot.

3.4.2 Experiment 2: Varying Ai

In Experiment 2 we investigate how the performance of the 4 appearance variation algorithms (SIC,

SIC-EA, PO, and NIC) varies with the amount of appearance variation. We re-ran Experiment 1
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Figure 6: A comparison of the inverse compositional algorithm with no appearance variation modeling
(IC) with 4 different linear appearance variation algorithms: (1) the simultaneous inverse compositional al-
gorithm (SIC), (2) the effi cient variant of the simultaneous algorithm (SIC-EA), (3) the project out algorithm
(PO), and (4) the normalization algorithm (NIC), (a) and (b) contain results for Ai = 0.0 and demonstrate
that all of the algorithms perform similarly with no appearance variation, (c) and (d) contain results for
Ai = 0.35 x fl and demonstrate that the inverse compositional algorithm breaks down with appearance
variation whereas all 4 of the appearance variation algorithms are able to cope with the appearance variation.

with the same single appearance image Ai for a variety of different values of Ai. In Figure 7 we

include results for Ai = 1.0 x j Q and Ai = 2.0 x jffjjj.

In Figures 7(a) and (b) we plot the rate of convergence, and in (c) and (d) the frequency of

convergence. The results show that as Ai increases the 4 algorithms perform very differently. The

simultaneous algorithm performs by far the best, whereas the performance of the other 3 algorithms

(SIC-EC, PO, and NIC) is far worse. (Note, however, that when A = 2.0 x J ^ the contribution
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Figure 7: A comparison of the 4 appearance variation algorithms (SIC, SIC-EA, PO, NIC) with varying
amounts of appearance variation. The results show that the simultaneous algorithm (SIC) performs far
better than the other 3 algorithms for very large amounts of appearance variation. In (e) and (f) we plot the
rate of convergence of the appearance parameter Ai. For all 3 algorithms that estimate it every iteration, the
estimate of Ai converges very quickly. For the project out algorithm, Ai is only estimated once the algorithm
has converged. The estimate at that point is as accurate as with the other 3 algorithms, however.
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of the appearance image Ai to the input image I is twice the contribution of the template itself T.

In this case, the template is almost impossible to see in the input image.) In conclusion, the simul-

taneous algorithm performs by far the best when the appearance variation is very large. Also note

that the other 3 algorithms all perform almost identically. The project out and normalization algo-

rithms are very similar. They both work in the subspace orthogonal to the appearance variation.

The project out algorithm projects the steepest descent images into this subspace. The normal-

ization algorithm projects the error image into the same subspace. It is therefore to be expected

that they perform almost identically. The fact that the efficient approximation to the simultaneous

algorithm also performs almost identically is harder to explain. See Section 5 for a discussion.

Why does the simultaneous algorithm perform far better than the other three algorithms? It

is fairly easy to understand why the efficient approximation to the simultaneous algorithm does

not perform as well. The approximation in the steepest descent images is explicit in the efficient

approximation algorithm. For the normalization and project out algorithms, the poor performance

is caused by the fact that the component of the error image caused by the appearance variation in

the subspace orthogonal to the appearance variation is non-zero when the alignment is not correct.

Implicitly it is assumed that this component is zero, which it only true when the template is per-

fectly aligned to the input image. This non-zero component generates an unexpected perturbation

to the parameter updates which, if large enough, can cause the algorithm to diverge.

In Figures 7(e) and (f) we plot the rate of convergence of the estimate of the appearance vari-

ation parameter Ai. The results show that the estimates of the appearance variation for all 3 algo-

rithms that estimate it every iteration (SIC, SIC-EA, and NIC) all converge very quickly. For the

project out algorithm, the appearance variation is not estimated until the algorithm has converged,

but when it is estimated, it is estimated as accurately as with the other 3 algorithms.

3.4.3 Experiment 3: Varying the Number of Appearance Images

In Experiment 3 we investigate how the performance of the 4 appearance variation algorithms

varies with the number of appearance images. To do this, we need to decide: (1) what the ap-
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pearance images A{ are, and (2) what the appearance parameters A* are. We chose the appearance

images by taking a large image of some scenery and randomly selecting a number of sub-images of

the appropriate size. The results are then orthonormalized and used as the A{. To avoid any depen-

dence on the magnitude of the appearance variation (see Experiment 2), we chose the appearance

parameters such that £* A2||^4i||2 = (0.35)2 x ||T||2 as we vary the number of appearance images.

We also set A?||J4J||2 to be the same for each % to spread out the appearance variation equally.

The results for 2 appearance images and 10 appearance images are shown in Figure 8. The main

point to note is that the performance of all 4 appearance variation algorithms is almost identical.

There is a very small drop off in performance between 2 and 10 appearance images, but there is no

evidence that any of the algorithms performs significantly worse than any of the others.

3.4.4 Experiment 4: Robustness to Additive Noise

In Experiment 4 we investigate how the performance of the 4 appearance variation algorithms

varies in the presence of noise. We repeated the conditions of Experiment 1, but following the

procedure in [3], we added zero-mean, white Gaussian noise to the input image / before we ran

the algorithms. The results for additive noise with standard deviation 4.0 grey levels and 16.0 grey

levels are included in Figure 9. The results show that overall the simultaneous algorithm is slightly

more robust to noise than the other algorithms (which perform almost identically), but not by much.

As in [3] we also ran experiments adding noise to the template and the appearance images. As in

Figure 9, the results show that all 4 of the algorithms perform similarly and none of the algorithms

is significantly more robust to noise than any of the others. The results are omitted for lack of

space, but can be regenerated using the code that we are making available. (See Section 5.4.)

3.4.5 Experiment 5: Modeling Gain

In Experiment 5 we investigate how the performance of the algorithms varies modeling gain. To

model gain, we set Ax = T and run the algorithms for a variety of different values of Ai. As well

as the 4 appearance variation algorithms (SIC, SIC-EA, PO, and NIC), we also run the project out
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Figure 9: A comparison of the 4 appearance variation algorithms with varying amounts of zero mean,
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the simultaneous algorithm is slightly more robust to noise than the other 3 appearance variation algorithms.
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algorithm with the step size correction described in Section 3.2.3 (PO-SS), and the normalization

algorithm with the step size correction described in Section 3.3.3 (NIC-SS). The results for Ai =

-0.75 (gain = 0.25) are included in Figures 10(a) and (b), the results for Ai = 1.0 (gain = 2.0) in

Figures 10(c) and (d), and the results for Ai = 1.5 (gain = 2.5) in Figures 10(e) and (f).

For Ai = —0.75 (gain= 0.25) the project out and normalization algorithms converge far more

slowly than the simultaneous algorithm. When the perturbation to the affine warp is large enough,

the algorithms converge so slowly than by 25 iterations not all of the trials converge. Hence the

convergence frequency is affected. The convergence frequency of the project out and normalization

algorithms is far worse than the other algorithms. For Ai = 1.00 (gain= 2.0) the project out

and normalization algorithms do converge most of the time. Looking at the rate of convergence

plot in Figure 10(c), however, we see that they converge to a much higher error than the other

algorithms. After a point, the project out and normalization algorithms oscillate around the correct

solution. (This was verified by watching the algorithms converge.) Because the algorithms take

a step that is roughly twice what it should be, once they reach the approximately quadratic part

of the error function close to the correct answer, they remain equally far away from the correct

answer, oscillating backwards and forwards. In our implementation, we use a very loose definition

of convergence (RMS point error < 1.0 pixels) and so these cases are counted as converging and so

the frequency of convergence in Figure 10(d) is unaffected. For Ai = 1.5 (gain= 2.5) the project

out and normalization algorithms fail to converge most of the time. They take steps that are over

twice as big as they should be and so they immediately diverge.

As in all previous experiments, the project out algorithm, the normalization algorithm, and the

efficient approximation to the simultaneous algorithm perform almost identically. The step size

corrections to the project out and normalization algorithms do appear to work correctly. Both of

these modified algorithms perform very similarly to the simultaneous algorithm. Note, however,

that the underlying cause of the poor performance of the unmodified project out and normalization

algorithms with large gain variation is essentially the same as the cause of the poor performance

of these algorithm with large appearance variation in Experiment 2. The difference is that when

29



8

7

6

I5

§4
CO

I 3

1

0

* * *

*

" • •

- • •

fr*J

SIC
SIC-EA
PO
PO-SS
NIC
NIC-SS

Ha*

* - *

-a- sic
- $ • SIC-EA
- * • P O
•V- PO-SS
- 0 - NIC
- » • NIC-SS

V

m

10 15
Iteration

20 25 4 5 6
Point Sigma

10

(a) Convergence Rate, Ai = -0.75, gain = 0.25 (b) Convergence Freq., Ai = -0.75, gain = 0.25

8

7

Q

LU

"§4
Q.

co

i 3

2

1

0

K

- %w

• A % * *

MW i

\ <

i

r \ ^%

-a- sic
- $ • SIC-EA
-# PO
~T- PO-SS
-O- NIC
-n • NIC-SS

M4HMHM
Hiihnt>,,,.
^ if 'ip ip ini ̂w ip

90

80

70

1 60

I 50
o

^ 4 0

30

20

10

0

-B- SIC
- $ • SIC-EA
-A" PO
-V' PO-SS
-O- NIC
- » • NIC-SS

10 15
Iteration

20 25 4 5 6 7
Point Sigma

10

(c) Convergence Rate, Ai = 1.0, gain = 2.0

8

7

6

UJ

1 4
CL

2 3
GC

2

1

0

' + W

-a- sic
- $ • SIC-EA
-#- PO
~y- PO-SS
-O- NIC
- » • NIC-SS

Pip P ^ F ' W V

(d) Convergence Freq., Ai = 1.0, gain = 2.0

100

90

80

70

i 60

: 50

> 40

30

20

10

0

F*t*.

SIC
SIC-EA
PO

-G> NIC
->•• NIC-SS

10 15
Iteration

20 25 4 5 6
Point Sigma

10

(e) Convergence Rate, Ai = 1.5, gain = 2.5 (f) Convergence Freq., Ai = 1.5, gain = 2.5

Figure 10: A comparison of the appearance variation algorithms modeling gain. In addition to the 4 al-
gorithms studied in the previous experiments, we also consider the project out algorithm with the step size
correction described in Section 3.2.3 (PO-SS), and the normalization algorithm with the step size correction
described in Section 3.3.3 (NIC-SS). The performance of the project out and normalization algorithms with-
out the step size correction is signifi cantly worse than the simultaneous algorithm. The step size correction
modifi cation to these two algorithm does correct the problem resulting in much better performance.
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the appearance variation models gain, the error in the computation of the parameter updates is

only manifested as a step size error that can be corrected very simply with the corrections in Sec-

tions 3.2.3 and 3.3.3. Whether there is a similar correction that could be applied to the algorithms

for arbitrary large appearance variation is an open question and is left as future work.

4 Linear Appearance Variation with a Robust Error Function

Another generalization of the expression in Equation (1) is to use a robust error function instead

of the "sum of squares" or Euclidean L2 norm. Robust extensions to the original inverse composi-

tional algorithm are the subject of Part 2 of this series [1]. The goal in [1] is to minimize:

(50)

with respect to the warp parameters p where g(t; a) is a symmetric robust error function [12]

and <x = (<7i, 0 2 , . . . , <rs)
T is a vector of scale parameters. (See [1] for a discussion of why we

only consider symmetric error functions.) In [1] we described how the scale parameters <x can be

estimated from the error image T(x) — J(W(x; p)). For ease of explanation, in this paper we treat

the scale parameters as known constants and so drop the scale parameters from #(•; <x). Hence, we

simply denote the robust function g(-). Finally, see [1] for a discussion of how to choose g(-).

In this section we consider the combination of linear appearance variation with a robust error

function. In particular, we investigate how to minimize:

X> ( [ T « + £ Vli(x) - /(WCxjp))]2) (51)

simultaneously with respect to the warp p and appearance A parameters. We begin in Section 4.1

with a review of the inverse compositional iteratively reweighted least squares algorithm [1] to

optimize Equation (50). We proceed in Sections 4.2 and 4.3 to describe robust extensions to the

simultaneous and normalization algorithms of Section 3. Both of these algorithms are very inef-

ficient. Hence we also derive efficient approximations based on spatial coherence [1]. It is not

31



possible to generalize the project out algorithm because there is no notion of orthogonality for a

robust error function. We explain why in more detail in Section 4.4. We end in Section 4.5 by em-

pirically evaluating the robust appearance variation algorithms and their efficient approximations.

4.1 Background: IC Iteratively Reweighted Least Squares

4.1.1 Goal of the Algorithm

The inverse compositional iteratively reweighted least squares algorithm minimizes the expression

in Equation (50) by iteratively approximately minimizing:

£ Q ( [T(W(x; Ap)) - /(W(x; p))]2 ) (52)
X

with respect to Ap and then updating the warp W(x; p) «— W(x; p) o W(x; Ap)""1. The proof

of the first order equivalence between iterating these two steps and the forwards additive (Lucas-

Kanade) minimization of the expression in Equation (51) is contained in [1].

4.1.2 Derivation of the Algorithm

Performing a first order Taylor expansion on T(W(x; Ap)) in Equation (52) gives:

e ( [r(x) + V T ^ Ap - /(W(x; p))J j (53)

where again we have assumed that W(x; 0) is the identity warp. Expanding gives:

£ Q (E(x)2 + 2£(x)SDic(x)Ap + ApTSD£(x)SD ic(x)Ap) (54)
X

where E(x.) = T(x) — / (W(x ; p)) is the error image. Performing a Taylor expansion gives:

£ (Q (£(x)2) + Id (£(x)2) [£(x)SDic(x)Ap + ApTSD£(x)SDic(x)Ap ] ) . (55)
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Inverse Compositional Iteratively Reweighted Least Squares

Pre-compute:

(3) Evaluate the gradient VT of the template T(x)
(4) Evaluate the Jacobian ^ at (x; 0)
(5) Compute the steepest descent images SDic(x)

Iterate:

(1)
(2)
(6)
(7)
(8)
(9)

until ||Ap|| < e

Warp / with W(x; p) to compute 7(W(x; p))
Compute the error image E(x) = T(x) - 7(W(x; p))
Compute the Hessian matrix HQ using Equation (57)
Compute £ x g1 ((#(x))2) SD£(x)£(x)
Compute Ap using Equation (56)
Update the warp W(x; p) <- W(x; p) o W(x; Ap)"1

Figure 11: The inverse compositional iteratively reweighted least squares algorithm consists of iteratively
applying Equation (56) and updating the warp W(x; p) f- W(x; p) o W(x; Ap) ~1. Because the Hessian
Hg depends on the warp parameters p it must be re-computed in every iteration. The naive implementation
of this algorithm is almost as slow as the original Lucas-Kanade algorithm. See Table 6 for the details.

Table 6: The computational cost of the inverse compositional iteratively reweighted least squares algo-
rithm. The cost of each iteration is O(n2 N + n3) which is asymptotically as slow as the Lucas-Kanade
algorithm. Since the algorithm is so slow, in [1] we considered two effi cient approximations to it: (1) the
//-Algorithm [9, 11] and (2) an algorithm that takes advantage of the spatial coherence of outliers. Both of
these approximations move (most of) the cost of computing the Hessian into the pre-computation.

Pre-
Computation

Step 3
O(N)

Step 4
0(nN)

Step 5
0(nN)

Total

0(nN)

Per
Iteration

Stepl
0(nN)

Step 2
O(N)

Step 6
0(n2iV)

Step 7
0(nN)

Step 8
O(n3)

Step 9
O(n2)

Total
O(n2N + n3)

The minimum of this quadratic form is attained at:

Ap = - (56)

where:

He = (57)

is the Hessian matrix. The algorithm is summarized in Figure 11.

The computational cost of the iteratively reweighted least squares algorithm is summarized in

Table 6. The algorithm is as slow as the Lucas-Kanade algorithm. Since the algorithm is so slow,
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in [1] we considered two efficient approximations to it: (1) the //-algorithm [9, 11] and (2) an

algorithm that takes advantage of the spatial coherence of outliers. Both of these approximations

move (most of) the cost of computing the Hessian into the pre-computation. Empirically we found

that the second of these two algorithms performs far better than the first [1].

4.1.3 Spatial Coherence Approximation

In the spatial coherence approximation the template is subdivided into a set of sub-templates or

blocks. Usually, if the template is rectangular, the blocks are sub-rectangles, although other choices

are possible. Suppose there are K blocks B\, B2,.. -, BK with JV* pixels in the i th block. Equa-

tion (57) can then be rewritten as:

H9 = E E e' (£(*)2) SD£(x) SDic(x). (58)

Based on the spatial coherence of the outliers [1], assume that gf(E(-x)2) is constant in each block;

i.e. assume Q'(E(X.)2) = Q\, say, for all x £ B{. In practice this assumption only holds approxi-

mately and so Q'{ must be estimated from Q'(E(X)2), for example by setting it to be the mean value

computed over the block [1]. Equation (58) can then be rearranged to:

Q'i E SD£(x)SDic(x). (59)

The internal part of this expression does not depend on the robust function gf and so is constant

across iterations. Denote:

Hi = ESD£(x)SD ic(x). (60)

The Hessian Hi is the Hessian for the sub-template B{ and can be precomputed. Equation (59)

then simplifies to:

He = JZe'i'Hi- (61)
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Although this Hessian does vary from iteration to iteration, the cost of computing it is minimal:

O(K • n2). Typically K <C N (where N is the number of pixels in the template) and so O(K • n2)

is substantially smaller than O(iV • n2), the cost of computing the Hessian in Step 6 of the original

inverse compositional iteratively reweighted least squares algorithm. See Figure 11 and Table 6.

The spatial coherence approximation to the inverse compositional iteratively reweighted least

squares algorithm then just consists of using Equation (61) to estimate the Hessian in Step 6 rather

than Equation (57). Using Equation (61), of course, requires that the Hessians Hi are precomputed

for each block i = 1 , . . . , K. The total cost of this pre-computation is O(N • n2).

4.2 Simultaneous IC Iteratively Reweighted Least Squares

4.2.1 Goal of the Algorithm

The robust simultaneous inverse compositional algorithm operates by iteratively minimizing:

£ Q I [r(W(x; Ap)) + JT(A,. + AA,)A(W(x; Ap)) - J(W(x; p)) ] J (62)

simultaneously with respect to Ap and A A = (AAi , . . . , AAm)T , and then updating the warp

W(x; p) <<— W(x; p) o W(x; Ap)" 1 and the appearance parameters A «— A + AA.

4.2.2 Derivation of the Algorithm

The equivalent of Equation (22) in Section 3.1 is:

tfim(x) + \VT + £ A, VAt j — Ap + g A(x) AA, J I (63)

where ESim(x) is defined in Equation (25). Then, following Section 4.1.2 leads to:

Ap = -H^Q ^ g1 (^sim(x)2) S D L ( x ) l W x ) (64)
X
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The Robust Simultaneous Inverse Compositional Algorithm

Pre-compute:

(3) Evaluate the gradients V T and VAi for % — 1 , . . . , m
(4) Evaluate the Jacobian ^ at (x; 0)

Iterate:

(1) Warp I with W(x ; p) to compute J (W(x; p))
(2) Compute the error image i?sim(x) using Equation (25)
(5) Compute the steepest descent images SDSim(x) using Equation (24)
(6) Compute the Hessian matrix Hs\m,e using Equation (65) and invert it

(7) Compute E x Q* (#sim(x)2) SD^ m (x )£ s i m (x )
(8) Compute Aq = -H^Q £ x gl (Esim(x)2) SD? m (x )£ s i m (x )
(9) Update W(x ; p) <- W(x ; p) o W(x ; A p ) " 1 and A <- A + A A

until | |Ap|| < e

Figure 12: The robust simultaneous inverse compositional algorithm is almost identical to the Euclidean
version in Figure 3. The main difference is that in Steps (6), (7), and (8) the term g1 (i?sim(x)2) is added
into the summation £ x - The computational cost is asymptotically the same. See Table 7 for the details.

where:

i W = £ ef (^sim(x)2) SDL(x) SDsim(x) (65)
x

and where SD s im(x) is defined in Equation (24). The robust simultaneous inverse compositional

algorithm is summarized in Figure 12 and its computational cost in Table 7. Overall the algorithm

is asymptotically just as slow as the Euclidean version.

The efficiency approximation proposed in Section 3.1.3 can also be applied to the robust al-

gorithm; i.e. to not update the steepest descent images SD s im(x) from iteration to iteration. On

its own, however, this approximation is not as effective at improving the efficiency. Although the

computation of the steepest descent images in Step (5) can be moved to the pre-computation, the

Hessian still depends on the current error image. See Equation (65). In order to also move (most

of) Step (6) to the pre-computation, we also need to make the spatial coherence approximation.

See Section 4.1.3 for the details. When combined, however, these two approximations lead to a

reasonably efficient algorithm which takes time O((n + ra)2 K + (n + m) N + (n + m)3) per

iteration. In Section 4.5 we empirically evaluate both of these algorithms, efficient and not.
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Table 7: The computation cost of the robust simultaneous inverse compositional algorithm is asymptotically
exactly the same as the computational cost of the Euclidean version. See Table 3 for comparison.

Pre-
Computation

Step 3
O(raiV)

Step 4
O(nN)

Total
O((n + m)N)

Per
Iteration

Step 1
O(niV)

Step 2
O(mN)

Step 5
O((n + m)N)

Step 6
O((n + ra)2JV + (n + ra)3)

Step 7
O((n + m)N)

Step 8
O((n + m)2)

Step 9
O(n2 + m)

Total
O((n + ra)2iV + (n + ra)3)

4.3 Normalization IC Iteratively Reweighted Least Squares

4.3.1 Goal of the Algorithm

The key step in the Euclidean normalization algorithm in Section 3.3 is to normalize the input

image 7(W(x; p)) so that its component in the direction Ai for i = 1 , . . . , m is the same as that

of the template T(x). It turns out that this normalization can instead by applied to the error image.

See Equation (47) for the details. Unfortunately, it is no longer possible to use Equation (47) to

perform the normalization because Equation (47) relies on the fact that the appearance vectors are

orthonormal. With a robust error function the appearance vectors are no longer orthonormal.

4.3.2 Derivation of the Algorithm

The goal of the normalization step in Equation (47) is to make the component of the error image in

the direction A{ to be zero, whilst computing A* at the same time. We now need to formulate this

problem using the robust error function. Suppose we have a current estimate of the error image:

- T(x) - J(W(x; (66)
t = l
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We then wish to compute updates to the appearance parameters A A = (AAi , . . . , AAm)T that

minimize:

r m i 2

£ < / (^norxn(x)2) Unorm(x) + £ AA,-i4,-(x) - (67)
x L i-l J

The least squares minimum of this expression is:

AA = -HI1 £ Q1 ( £ n o r m(x) 2 ) AT (x)£ n o r m (x) (68)
X

where A(x) = (Ai (x ) , . . . , Am(-x)) and H& is the appearance Hessian:

HA = £ d ( £norm(x)2 ) A(x) T A( X ) . (69)
X

The robust equivalent of the normalization in Equation (47) is therefore to compute AA using

Equations (68) and (69). The appearance parameters are then updated A «— A + AA and the error

image is updated using Equation (66). The Hessian (and steepest descent parameter updates) also

needs to include the robust error function:

= £ 4 (^norm(x)2) SD£(x) SD i c(x). (70)

The robust normalization algorithm is summarized in Figure 13 and the computational cost in Ta-

ble 8. Overall the computation cost of the robust normalization inverse compositional algorithm

is far more than the Euclidean version in Table 5. The computation of the Hessian in Step (6)

must be moved to the per-iteration computation. The error image normalization in Step (2a) also

becomes far more computationally demanding because of the computation of the appearance Hes-

sian in Equation (69). It is, however, possible to apply the spatial coherence approximation (see

Section 4.1.3) to both the computation of the Hessian in Step (6) and the computation of the ap-

pearance Hessian in Step (2a). Most of the computation of these two computationally demanding

steps can therefore be moved into the pre-computation. When both of the Hessians are computed

with the spatial coherence approximation, the result is a reasonably efficient algorithm which takes
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The Robust Normalization Inverse Compositional Algorithm

Pre-compute:

(3) Evaluate the gradient V T of the template T(x)
(4) Evaluate the Jacobian ^- at (x; 0)

(5) Compute the steepest descent images SD i c (x) using Equation (16)

Iterate:

(1) Warp / with W ( x ; p) to compute J (W(x ; p))
(2) Compute the error image En0Tm(x) using Equation (66)
(2a) Compute A A using Equations (68) and (69) and update A and EnOTm(x)
(6) Compute the Hessian matrix HnOTm^e using Equation (70) and invert it

(7) Compute E x Q* (^norm(x)2) SD£(x )£ n o r m (x )
(8) Compute A p = -H~^Q £ x gf (EnoTm(x)2) SD?(x )£ n o r m (x )
(9) Update the warp W(x ; p) <- W(x ; p) o W(x ; A p ) " 1

until | |Ap|| < e

Figure 13: The robust normalization inverse compositional algorithm is similar to the Euclidean version in
Figure 5. The only changes are the robust method to normalize the error image in Steps (2a) and (2), and
the incorporation of the weighting function g1 (^norm(x)2) into Steps (6), (7), and (8).

Table 8: The computation cost of the robust normalization inverse compositional algorithm is far more than
the Euclidean version in Table 5. The computation of the Hessian in Step (6) must be moved to the per-
iteration computation. The error image normalization in Step (2a) also becomes far more computationally
demanding, primarily because of the computation of the appearance Hessian in Equation (69).

Pre-
Computation

Step 3

O(N)

Step 4

0(nN)

Step 5

0(nN)

Per
Iteration

Step 1

0(nN)

Step 2
0(N + mN)

Step 2a
O(ra27V)

Step 7

0(nN)

Step 8

O(n2)
Step 9
O(n2)

Total

0(nN)

Step 6
O(n2AT + rc3)

Total
O(n27V + ra2 N + n3)

time O((n2 + m2) K + (n + m) N + n3) per iteration. In Section 4.5 we empirically evaluate both

of these algorithms, the robust normalization algorithm and the efficient approximation to it.

4.4 Project Out IC Iteratively Reweighted Least Squares

The Euclidean project out algorithm uses linear algebra to turn a simultaneous optimization over

p and A into a sequential optimization, first over p and then over A. The key step in the derivation
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is the transition from Equation (29) to Equation (30) using orthogonality. Unfortunately, when we

move to the robust error function in Equation (51), the equivalent of this step is not possible. The

error image Esim(-x) = T(x) + £™ x KM*) ~ J (W(x; p)) cannot be decomposed into the sum

of its components in orthogonal subspaces. Orthogonality is not even defined for a general g(-).

There is therefore no1 robust project out algorithm that sequentially solves for p and then A.

An approximation is to ignore the lack of orthogonality and just continue to use the Euclidean

project out steepest descent images. This approach is taken in [11], where the //-Algorithm [9] is

also used to keep the Hessian constant to yield an efficient algorithm. In the following section we

empirically compare such an algorithm with the robust simultaneous and normalization algorithms.

4.5 Experimental Results

We now evaluate 5 of these robust appearance variation algorithms: (1) the robust simultaneous

inverse compositional algorithm (RSIC), (2) the efficient approximation to the robust simultaneous

inverse compositional algorithm using the spatial coherence approximation to the Hessian (RSIC-

EA-SC), (3) the robust normalization inverse compositional algorithm (RNIC), (4) the efficient

spatial coherence approximation to the normalization inverse compositional algorithm (RNIC-SC),

and (5) a robust project out algorithm very similar to the Hager-Belhumeur algorithm of [11] which

ignores the lack of orthogonality of the appearance images, keeping the steepest descent images

constant, and approximates the Hessian with the //-algorithm [9] (RPO-H).

As described in [1], evaluating robust fitting algorithms is difficult because there is no obvious

noise model to use. As in [1], we assume that the main cause of noise (i.e. outliers) is occlusion and

generate the input image in the following manner. The evaluations are governed by one parameter,

!Note that it is possible to derive robust variants of the project out algorithm by: (1) projecting the steepest descent
images into the subspace orthogonal to the appearance variation using the weighted L2 norm with weighting function
^(^sim(x)2), or (2) re-orthonormalizing the appearance images every iteration with respect to the same weighted L2
norm. Neither of these algorithms sequentially solve for p and then A. The appearance parameters A must be computed
every iteration to estimate Qr(ESim(x)2). Moreover both of these variants are slower than the robust normalization
algorithm and perform almost identically for the same reason the project out and normalization algorithms perform
identically in Section 3.4.2. Since: (1) these algorithms are not 'true"project out algorithms, (2) they are slower than
the robust normalization algorithm, and (3) they perform no better than it, we do not describe them in this paper.
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the percentage of occlusion. Given this parameter, we randomly generate a rectangle in /(x)

entirely within the template region that occludes the template by the appropriate percentage. We

allow a small relative error of 5% in the occlusion region to allow for the discrete nature of the

pixels. We then synthetically "occlude" the randomly generated rectangle by replacing that part of

the image with another image of the appropriate size. In [1] we used a variety of occluding images.

For lack of space, in this paper we just use an occluder extracted from an image of natural scenery.

Another thing that makes evaluating robust fitting algorithms hard is choosing the robust error

function. As in [1] we use the robust error function:

t if 0 < t

ai at>a

This function classifies pixels as outliers if the magnitude of the error is larger than the scale

parameter c^. Inliers are weighted equally and outliers are given zero weight. We estimate the

scale parameter o\ by assuming that we know the number of outliers. We then estimate a\ by

sorting the error values and setting a\ so that the correct number of pixels are classified as outliers.

4.5.1 Experiment 6: Varying the Percentage of Occlusion

We first investigate the variation in performance of the 5 algorithms when varying the percentage

of occlusion. In this experiment we use m — 1, set A\ to be an image of some scenery as in

Section 3.4.3, and set Ai = 0.35 x jĵ jr. The results for 10% occlusion are shown in Figures 14(a)

and (b), for 30% occlusion in Figures 14(c) and (d), and for 50% occlusion in Figures 14(e) and (f).

For lack of space, we only include plots of the rate of convergence and frequency of convergence.

As expected the robust simultaneous inverse compositional algorithm performs the best with

the robust normalization algorithm performing slightly worse, particularly for higher levels of

occlusion. The two efficient versions of these algorithms (RSIC-EA-SIC and RNIC-SC) both

perform similarly and slightly worse than the robust normalization algorithm. The robust project

out algorithm, ignoring orthogonality and using the //-algorithm (RPO-H), performs far worse,
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Figure 14: A comparison of 5 robust appearance variation algorithms: (1) the robust simultaneous al-
gorithm (RSIC), (2) the effi cient approximation to RSIC using the spatial coherence approximation to the
Hessian (RSIC-EA-SC), (3) the robust normalization algorithm (RNIC), (4) the effi cient spatial coherence
approximation to RNIC (RNIC-SC), and (5) a robust project out algorithm which ignores the lack of or-
thogonality of the appearance images and approximates the Hessian with the //-algorithm (RPO-H). RSIC
performs the best, and RPO-H by far the worst, highlighting the importance of using the right algorithm.
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especially for larger levels of occlusion. These poor results illustrate how important it is to use the

right algorithm. A minor modification to any of the algorithms can result in very poor performance.

4.5.2 Experiment 7: Varying Ai

Next we investigate the variation in performance of the 5 algorithms when varying Ai. We still set

m = 1 and Ax to be an image of some scenery. We set the percentage of occlusion to be 30%.

The results for Ai = 0.5 x jjSjj are shown in Figures 15(a) and (b), for'Ai = 0.75 x j j ^ in

Figures 15(c) and (d), and for Ai = 1.0 x jjĵ jj- in Figures 15(e) and (f). The results are similar to

Experiment 6 with RSIC performing the best followed by RNIC. As in the experimental results in

Section 3 the gap between these two algorithms increases with Ai. Although the efficient variants

of these algorithms (RSIC-EA-SC and RNIC-SC) perform similarly for Ai = 0.5 x ^ and

Ai = 0.75 x jjljpL for Ai = 1.0 x H Ĵy the efficient algorithms perform significantly worse. Of the

two, the efficient variation of the normalization algorithm (RNIC-SC) performs slightly better. As

in Experiment 6 the robust project out algorithm (RPO-H) performs quite poorly in all cases.

4.5.3 Experiment 8: Varying the Number of Appearance Images

Finally we investigate the variation in performance with the number of appearance images. We fix

the percentage of occlusion to be 30% and otherwise follow the procedure in Experiment 3 in Sec-

tion 3.4.3. We chose the appearance images by taking a large image of some scenery and randomly

selecting a number of sub-images of the appropriate size. The results are then orthonormalized and

used as the Ai. To avoid any dependence on the magnitude of the appearance variation, we chose

the appearance parameters such that J2% ^fll^MI2 = (0.35)2 x ||T||2 as we vary the number of

appearance images. We also set A?||^4i||2 to be the same for each i to spread out the appearance

variation equally. The results for m = 2 are shown in Figures 16(a) and (b), for m = 3 in Fig-

ures 14(c) and (d), and for m — 5 in Figures 14(e) and (f). The results are similar to those in

Experiment 3. The performance of the algorithms does not vary significantly with the number of
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Figure 15: An evaluation of the same 5 algorithms in Figure 14 varying the appearance parameter Ai while
keeping the percentage of occlusion fi xed at 30%. All other experimental conditions remain the same. As
in Figure 14, RSIC performs the best with RNIC close behind. The gap between these algorithms, however,
increases with Ai. The effi cient algorithms RSIC-EA-SC and RNIC-SC before similarly in (a)-(d) but quite
poorly for larger Ai in (e) and (f). As in Figure 14, RPO-H performs fairly poorly in all three cases.
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Figure 16: An evaluation of the same 5 algorithms in Figure 14 varying the number of appearance images
m while keeping the total amount of appearance variation fixed at£,-A?||i4i||2 = (0.35)2 x | |T||2 . The
results are similar to Figure 3.4.3 in Experiment 3. The 4 algorithms RSIC, RSIC-EA-SC, RNIC, RNIC-SC
all perform almost identically in all 3 cases, with RPO-H performing signifi cantly worse.
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Table 9: A summary of the 6 algorithms we described in Section 3 for image alignment with linear ap-
pearance variation using the Euclidean L2 norm. There are 3 main algorithms: (1) the simultaneous inverse
compositional algorithm, (2) the project out inverse compositional algorithm, and (3) the normalization
inverse compositional algorithm. Each of the 3 main algorithms has one variant.

Algorithm

Simultaneous IC

Project Out IC
Normalization IC

Effi cient Approximation to Simultaneous IC

Project Out IC with SS Correction
Normalization IC with SS Correction

Computational Cost

O((n + m)2iV+(n + m)3)
O(n7V + n2)
O((n + m)iV + n2)
O((n + m)N + (n + mf)
O(niV + n2)

O((n + ra)7V + n2)

Performance

Good
Medium

Medium

Medium

Medium

Medium

Gain OK

Yes

No

No

No

Yes

Yes

appearance images. (Only the magnitude of the appearance variation is important.) The 4 algo-

rithms RSIC, RSIC-EA-SC, RNIC, RNIC-SC all perform almost identically in all 3 cases. As in

Experiments 6 and 7, RPO-H performs significantly worse that the other 4 algorithms.

5 Conclusion

5.1 Summary

In Section 3 we investigated the problem of image alignment with linear appearance variation

using the Euclidean L2 norm. We described 3 main algorithms: (1) the simultaneous inverse com-

positional algorithm, (2) the project out inverse compositional algorithm, and (3) the normalization

inverse compositional algorithm. We also described an efficient approximation to the simultaneous

algorithm, and step-size corrections to the project out and normalization algorithms. These algo-

rithms are summarized in Table 9. Of the 6 algorithms, the simultaneous algorithm performs the

best, but unfortunately is very slow. The project out, normalization, and efficient approximation to

the simultaneous algorithm are all efficient, but perform significantly worse in two main scenarios:

(1) when the magnitude of the appearance variation is large (comparable in magnitude to the tem-

plate itself), and (2) when the algorithm is used to model gain. The step-size correction variants

of the project-out algorithm and normalization algorithm perform well in the second of these two

cases, but still break down in the presence of general large magnitude appearance variation.
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Table 10: A summary of the 4 algorithms we described in Section 4 for image alignment with linear
appearance variation using a robust error function. There are 2 main algorithms: (1) the robust simultaneous
inverse compositional algorithm, and (2) the robust normalization inverse compositional algorithm. Both of
these algorithms are very slow and so for each one we derived an effi cient approximation to it.

Algorithm |

Robust Simultaneous IC (RSIC)
Robust Normalization IC (RNIC)
Effi cient RSIC (RSIC-EA-SC)
Effi cient RNIC (RNIC-SC)

Computational Cost

O((n + m)2iV + (n + m)
O((n2 + m2)iV + n3)
v y ^ f t ' r / / fry •£*• i ^/t- i / /c /^

yJ\\TU +7TI j A + [ft + 777

3 )

AT + (n + m)
)iV + n3)

3)

Performance

Good
Medium
Medium
Medium

Another point to note is that the project out, normalization, and efficient approximation to the

simultaneous algorithm perform almost identically in all of our experiments. The project out and

normalization algorithms both work in the subspace orthogonal to the appearance variation. The

project out algorithm projects the steepest descent images into this subspace. The normalization

algorithm projects the error image into the same subspace. It is therefore not surprising that they

perform almost identically. The fact that the efficient approximation to the simultaneous algorithm

also performs almost identically is harder to explain. Finding an explanation is left as future work.

In Section 4 we investigated the problem of image alignment with linear appearance variation

using a robust error function. We described 2 main algorithms: (1) the robust simultaneous in-

verse compositional algorithm and (2) the robust normalization inverse compositional algorithm.

We also described efficient approximations to both of these algorithms. These four algorithms

are summarized in Table 10. Of the 4 algorithms, the robust simultaneous algorithm performs

the best, but unfortunately is very slow. The robust normalization algorithm performs similarly,

but slightly worse. The efficient approximations to these algorithms both perform fairly well ex-

cept when the magnitude of the appearance variation is large (comparable to the template itself).

We also empirically compared these 4 algorithms with a robust project out algorithm similar to

the Hager-Belhumeur algorithm [11] which ignores the lack of orthogonality of the appearance

images, keeping the steepest descent images constant, and approximates the Hessian with the H-

algorithm [9]. This algorithm performs significantly worse than the 4 algorithms in Table 10.
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5.2 Discussion

In Parts 1 and 2 of this series of papers we discussed which is the best algorithm to use. The

discussion centered on two topics: (1) the nature of the noise and (2) whether or not an efficient

algorithm is required. The same is true here. The best algorithm to use depends on the noise and

the computational requirements. If the image noise is approximately (i.i.d.) Gaussian then one of

the Euclidean L2 norm algorithms described in Section 3 should be used. If not, an appropriate

robust error function and one of the algorithms in Section 4 should be used instead.

If computational speed is not an issue, the best Euclidean algorithm to use is the simultaneous

algorithm. It clearly performs the best in all of our experiments. If high efficiency is required, the

project out algorithm is the fastest, and performs as well as any of the other efficient algorithms

(the efficient approximation to the simultaneous algorithm and the normalization algorithm.) Care

should be taken, however, when there is large appearance variation. In such cases, the project out

algorithm will not perform anywhere near as well as the simultaneous algorithm. If the system is

being used to model gain, the step-size correction variant of the project out algorithm should be

used as it does not slow the algorithm significantly, and increases the robustness substantially.

In terms of the robust algorithms, if computational speed is not an issue the best algorithm to

use is the robust simultaneous inverse compositional algorithm. It clearly performs the best in all of

our experiments. If efficiency is required, the efficient approximation to the robust normalization

inverse compositional algorithm using spatial coherence to compute the Hessian is probably the

best choice. Care should be taken, however, when there is large appearance variation. If the

magnitude of the appearance variation is more than about half the magnitude of the template, the

performance of the efficient robust normalization algorithm will be adversely affected.

5.3 Future Work

In Part 1 of this series of papers we covered the forwards additive, forwards compositional, inverse

additive, and inverse compositional algorithms. We also covered the Newton, Gauss-Newton,
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steepest-descent, Levenberg-Marquardt, and diagonal Hessian variants of the inverse composi-

tional algorithm. In Part 2 we covered the choice of the error function, and developed algorithms

for both weighted L2 norms and robust error functions. In this, Part 3, we covered the addition of

linear appearance variation, both with the Euclidean L2 norm and with a robust error function. In

the upcoming, and final, Part 4, we will cover the addition of priors on the warp and appearance

parameters, both with a Euclidean L2 norm and with a robust error function.

5.4 Matlab Code, Test Images, and Scripts

Matlab implementations of all of the algorithms described in this paper will be made available on

the World Wide Web at: http://www.ri.cmu.edu/projects/project_515.html. We will also include all

of the test images and the scripts used to generate the experimental results in this paper.
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