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A dynamic programming approach
to nonlinear boundary control problems of parabolic type

PLERMARCO CANNARSA *
FAUSTO GOzZzZ| **
HALIL METE SONER ***

Abstract. In this paper we study a Hamilton-Jacobi equation related to the boundary
control of a parabolic equation with Neumann boundary conditions. The state space of this problem
is a Hilbert space and the equation is defined classically only on a dense subset of the state space.
Moreover the Hamiltonian appearing in the equation contains fractional powers of an unbounded
operator. These facts render the problem difficult. In this paper we give a revised definition of a
viscosity solution to accommodate the unboundedness of the Hamiltonian. We then obtain existence
.and uniqueness results for viscogity solutions. In particular we show that under suitable assumptions
the value function of the boundary control problem is the unique viscosity solution of the related

Hamilton-Jacobi equation.

Key words. Optimal control, value fuction, Hamilton-Jacobi equation, boundary control,
viscosity solutions, parabolic equations.

AMS (MOS) subject classification. 49cl5, 49c20, 46c05.
1. Introduction.
This paper is concerned with the Hamilton-Jacobi eq.uation,
(1.1) Xu(x) + H(X,CVu{x)) - (Ax + F(x), Vu(xX)> =0 X 6 X,

where X is areal Hilbert space with norm | « | and scalar product (¢,*), A is a positive real
number, F : X —e X, while if, and u are real valued and defined, respectively, on X x I,
and X. The operator A isthe generator of an analytic semigroup in X. We assume that A is
sdf-adjoint and strictly dissipative (see [20]) and has a dense domain. Operator C in (1.1) is
a fractional power of —A. More precisely we confine our analysis to the case of C = (—A)?,
with 8 €]}, 3]

_ Equation (1.1) is a generalization of the dynamic programming equation related to the
boundary control of a parabolic equation with Neumann boundary conditions. We continue
with a brief describtion of this boundary control problem. Let fl C HY be a bounded, open
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domain with smooth boundary. For a given initial condition zo € L?(2) and a control process
v € L*(0,T; L?(89)) consider the state equation

2(t,6) = Aex(t,€) + f(z(t,€)) on (0,+00) x 0
(1.2) z(0,£) = zo(§) ~ on
22 (t,€) = 1(t, ) on (0, +00) x 9

where f : R — R is a given function (see [17] and [18] for partial differential equations with
boundary conditions of this kind). Let a continuous function L : L?(Q2) x L?(6Q) — R,
and a bounded subset T of L?(892) be given. Then the control problem is to chose a control
7 :R* — T s0 as to minimize the functional,

+o0
(1.3) J(z0,7) = /0 e MI(z(t, ), 7(t, ))dt

over all measurable controls taking values in I'. In (1.3), z(¢,-) is the solution of (1.2). To
establish the connection between this boundary control problem and the equation (1.1), we
define the value function by:

1.4 v(zg) = inf J(zo,7).

(14) : (20) ~:R+—=T measurable (20,7)

If v is differentiable on L?(€2), then it is well known that v satisfies the dynamic programming
equation which is an equation of type (1.1) with X = L%(2). See Section 2 for a rigorous
derivation of the dynamic programming equation.

An important special case is obtained when f is linear and L is quadratic. In the
control literature these type of problems are known as the linear quadratic boundary control
problems. Due to the elegant feedback form of its optimal controls, linear quadratic boundary
control problems have been studied extensively. We refer the reader to Lasiecka and Triggiani
[16] and to the forthcoming book by Bensoussan, Da Prato, Delfour and Mitter [5]. Also
Hamilton-Jacobi equations in infinite dimensions have been studied by Barbu and Da Prato
([2] and [3]) when the running cost is convex and the state equation is linear.

In this paper we study the boundary control problem (1.2)-(1.3) with general f and
L. In fact, more generally, we study the Hamilton-Jacobi equation (1.1). We then treat the
dynamic programming equation related to the boundary control problem as a special case of
(1.1). The main purpose of this paper is to obtain a suitable notion of a viscosity solution
which will allow us to prove uniqueness and existence results for (1.1).

In finite dimensions viscosity solutions to Hamilton-Jacobi equations were first defined
by Crandall and Lions [8] (also see Crandall, Evans and Lions [9]). Then several infinite
dimensional problems were studied by Crandall and Lions [10], Ishii [15] Soner [22], and
Tataru [23]. In all these papers the operator C was assumed to be bounded. The chief
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contribution of this paper is to extend the viscosity theory to equations with unbounded
Hamiltonians.

As we discussed earlier the main difficulty in analyzing (1.1) is to choose suitable
relaxations of the unbounded terms (Az, Vu(z)) and H(z,CVu(z)) appearing in (1.1). These
relaxations will then be used to define the notion of a viscosity subsolution and a supersolution
of (1.1).

We treat the linear unbounded term (Az, Vu(z)) in (1.1) as in Tataru [23]. We then
follow Ishii’s ideas [15] to relax the term H(z,CVu(z)). For problems with a bounded C ,
Ishii defines the term H(z,CVu(z)) roughly as the ”limit” of H(y,CVu(y)). This "limit” is
taken on sequences y converging to z and and at which H(y,CVu(y)) is defined. However
due to the unboundedness of C, we have to further smoothen the term Vu, see Section 2.5
below. This smoothening is achieved by integral operators from an interesting class related
to the operator A. Of course as one would expect, it is the existence part of the theory which
forces us to introduce this further approximation.

Our uniqueness proof is related to the one of [10]. We also systematically apply inter-
polation inequalities on fractional powers of unbounded operators.

When the value function of our optimal control problem happens to be Lipschitz contin-
uous with respect the negative fractional powers of (—A), a simpler existence and uniqueness
theory is available, as the semidifferentials of the value function v enjoy a useful spatial
regularity property, i.e.

(1.5) D%y c D(-A)*, Va€o,1]

Such a regularity property was first obtained in [6] for distributed control problems (or equiv-
alently when C is bounded). Also for boundary control problems a similar continuity result
holds under suitable assumptions. For example (1.5) holds, when the discount factor A in
(1.3) is greater than the Lipschitz norm of the nonlinear term f or when the state equation
contains a distributed control z as well as the boundary control 7, i.e.

92(t,8) = Ag(t, ) + f(z(t,€)) + 2(t,€) on (0,400) x Q
(1.6) 2(0,€) = zo(€) on Q
2 (¢, ¢) = 7(t,€) on (0, +00) x 99

(see [15] and section 6 below).

The paper is organized as follows. In section 2 we recall some basic results on evolution
equations, fractional powers, generalized differentials and boundary control. In particular,
we recall the connection between problem (1.3) and equation (1.1). In section 3, we define
viscosity solutions of equation (1.1) and prove a comparison result for continuous sub and
super solutions. In section 4 we study the value function v «f problem (1.3) and show that it
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is a viscosity solution of equation (1.1). In the same section we prove a Lipschitz regularity
result for v with respect to the negative fractional powers of (—A). In section 5 we outline a
simplified version of our existence and uniqueness results for solutions that has the property
(1.5). In section 6 we use the results of the previous sections to study a control problem
associated to (1.6).

2. Notation and preliminaries.

2.1 Notation

Let X and Y be two Hilbert spaces (or subsets of them). We denote by C(X;Y’) the
space of all continuous functions f : X — Y and by C!(X;Y) the space of all continuously
Fréchet differentiable functionsg: X — Y. We denote by BUC(X;Y ) the set of all functions
w: X — Y that are bounded and uniformly continuous, with norm:

[wlleo = sup{lw(z)ly ; =€ X}

and by Lip(X,Y) the set of all Lipschitz continuous functions w : X — Y, with the usual

seminorm

lw(z1) — w(zz)ly
|z1 — z2|x

|w|Lip =SUP{ y T1,T2 € X; T # 102}-

The set of all continuous linear operators B from X to Y will be denoted by £(X;Y) with
norm |- | Finally, if X is finite dimensional, L?(X,Y’) stands for the space of all measurable
functions v(-) : X — Y such that |y(-)|? is integrable.

When the space Y is the real line R, we will suppress it in our notation. So, for
example, C(X;R) will be replaced by C(X), and so on. We set

Cl,l(x)_:{feCl(X;R) : erLZp(X,X)}’

and denote by C'(X) the subspace of C**!(X) which consists af all functions f satisfying,
for every a € [0,1] and for every z € X,

{ i) Vf € Lip(D((-A)*); D((-A)*)),
ii) Vf(z) € D((-A)®) & = € D((-A)%).

Finally C,(X) is the set of all weakly sequentially continuous functions f: X — R.
Let A: D(A) C X — X be a densely defined closed linear operator satisfying
i) A= A",

(2.1.2) ii) A is strictly disssipative, i.e.
3w > 0 such that (Az,z) < —w|z|?, Vz € D(A).
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It is well known that i) and ii) imply that A is a generator of an analytic semigroup of
operators e*4 in X, for t > 0. '

Moreover the fractional powers of (—A), (—A)* with a € R, bave the following prop-
erties (see [20]). '

i) For a > 0, (—A)% is a closed unbounded operator on X with a dense domain D((—A)%)
and

D((-4))=X;  D((-4)') = D(4);
a < 8= D((-A)?) c D((-4)%)

ii) For @ > 0, (—A)~? is a continuous linear operator. Moreover
(-4)™® € L(X; D((-A)%))

In particular, when (—A)~! is compact, (—A)~* : X — X is a compact operator for
every a > 0.

iii) For every a € [0,1] there exists a positive constant M, such that:
' a_tA MC! '
(2.1.3) |(—A)%ez| < —tT|a:| Vz € X.

iv) Let a €]0, 2|. Then for every o > 0 there exists C, > 0 such that

(2.1.4) |(-4)°z| < of(-4)¥z| + Colz|,  Vz € D((-A)})

(2.1.5) [(~A)* 1z < olz|® + Co|(-A) "%z, VzeX

2.2 The State Equation for Boundary Control Problems.
Let U be a Hilbert space, I be a bounded subset of U and set ||T|| = sup {|y|v; v € T'}.
Let v: R — T and consider the following integral equation,

t ¢
(2.2.1) z(t) = elzy + / e(t=AP(x(s))ds + (—A)ﬁ/ e(*=9)4 B~(s)ds, g€ X
0 0

where
i) A satisfies (2.1.2)
(2.2.2) ii) B €]3, 3
iii) F € Lip(X; X).
and _
i) 7: Rt — T is measurable and I C U is bounded.
(2.2.3)
il) B € L(U; X).
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Formally, equation (2.2.1) can be rewritten in the following way:

x{t) =Ax(®) +F(Xx(®)) + (-AfBj (1)
\ X{0)=Xo

Equation (2.2.1) is the abstract form of (1.2). We continue by explaining this fact. Let
X = L%(ft), U = L?(0ft). Define the Neumann map N : U -» X by

Aw=w in ft
(2.2.4) N =w
. §£:4> in a5,

Noticethat N : L%(dQ.) —> J?t(ft) (the Sobolev space of fractional order). We now define an
unbounded operator A by

{D(A) ={¢eH} Q) : §¢=0}
(2.2.5)
AX = AX - X.

It is well known that (see [18])

"H#{S) for 0<6<|
(2.2.6) D((-A)°%)

[ €J*(ft) : =0 for |<6<Ll

Therefore, the Neumann map definggin (22 #)(gatigjies |
(2.2.7) - 5¢.8
| Ne£(U,D((-A)%)

for every £ > 0. Set now
Ng = (-A)'PN.

Then it is easy to see that

(2.2.8) NgEC(U,X).

We now define a nonlinear map F : X —* X by

(229 _ F(X)(0 = /(«(0) + *(0-

Then by elementary computations, we can rewrite the state equation (1.2) in the mild form:

ot tt .
(2.2.10) x(t) = é+ I er¥ F(x(s))ds+(-Af [fel'rANr(s)ds t >_0
Jo Jo

Clearly the above equation is a special case of (2.2.1) with B = Np.
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The following proposition contains well known results on (2.2.1), (see [13], [14], and
[18] for similar results).

PROPOSITION 2.2.2 Let 7o € X and v : Rt — I' measurable. Under assumptions
(2.2.2) and (2.2.8) there exists a unique mild solution z(-;zo,7) of the equation (2.2.1).
Moreover for any small 0, > 0 we have:

(2.2.11) z(;;20,7) € C(R*; X) N C([o0, +00; D((—4)'~P~*))
Finally, we have, for some C > 0,

(2.2.12) |z(t; zo,7) — et4zo| < Ct*—P Vzo € X.

We give the proof of (2.2.12) for the reader’s convenience.

PROOF. Set z(t) = z(t;z0,7). By (2.2.1) we have:
|z(t) — et4zo| <

t
2.2.13) <+ [ AP (A)
t
+ [(—aPeI1Bysas ()
0
We study every single term of (2.2.13).

(A) Due to the continuity of F(-) and z(-)

t
I/ e=9AF(z(s))ds| < t sup |F(z(s))]
0 s€[0,t)

(B) Using the boundedness of T, inequality (2.1.3), and the fact that } < 8 < 1 (see
assumption (2.1.1) and (2.2.2)ii) respectively) we obtain

t
| /0 (—A)Pe=2)ABry(s)ds| <

t
Mg
<
- /o - 3)BHB| ITllds <

< Mp|B| ||T|jt*~*
which concludes the proof of (2.2.12).

Q.E.D.
2.3 The control problem and the Hamilton - Jacobi equation.
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We assume that the running cost L(-,-) : X x U — R satisfies
(2.3.1)
i) L is continuous and bounded i.e.
L e C(X xU); |L(z,7)| < Lo, for all (z,7) € X x U and some constant Lo, > 0

i1) |L(z,7) — L(y,v)| < Lo|z — y|, Vz,y € X, Vy € T; for some Lo > 0

For A > 0, and a control function

yeA" {’7 :RY T @ q()is measurable},

we take the mild solution z(-;z,7) of the state equation (2.2.1) and the pay off functional
given by

+oo
(2.3.2) J(z,7) = /0 ML (2(t; 2,7), 1(t))dt

which we seek to minimize overall v € A.

Then, under assumptions (2.3.1), (2.2.2) and (2.2.3), the value function

(2.3.3) v(z) = inf, J(z, )

satisfies the Dynamic Programming Principle (see [11] and [19]): for every zop € X and t > 0
t \ €
(2.3.4) v(z) = inf {/ e~ L(z(s;z,7),7(s))ds + e"\‘v(x(t))} %S inf Ji(z,7)
YEA 0 YEA

REMARK 2.3.2. Let £ > 0. If 9. € A is an e—optimal control, i.e.
v(z) > J(z,7) — €. |
Then, for every t € Rt we have
(2.3.5) » v(z) > Je(z,7:) — &,
(see [12] ch. 1). Formula (2.3.5) easily follows from the fact that

Je <J vte RT.

The Hamilton-Jacobi equation related to problem (2.3.2) and (2.3.3) is

(2.3.6) Au(z) + H(z, (—-A)PVu(z)) - (Az + F(z),Vu(z)) =0 =z€X.



where

(2.3.7) H(z,p) = 32113{—'(37,10) - L(z,7)} Vz,peX

If the value function v is continuously differentiable on X and Vu is contained in
D((—A)P), then the fact that v is a solution of (2.3.6) on D(A) is well known and can be
proved exactly as in the finite dimensional case (see for instance [19]).

REMARK 2.3.3. Hypotheses (2.2.3) and (2.3.1) implies that the Hamiltonian H
given by (2.3.7) satisfies:

{ (i) |H(z,p) — H(z,q)| < Holp — 4|
(2.3.8)

(¢41) |H(z,p) — H(y,p)| < Holz — y|

for some Hy > 0. To prove comparison results, we only need to assume (2.3.8) on H. So, in
this context, equation (2.3.6) is not necessarily related to a control problem.

2.4. Semidifferentials

Let 2 be an open subset of X and ¢ : 2 — R. For any zo € 2, the super- and
sub-differentials D%Y(zq), D™ 9(z¢) are defined as follows (see e.g. [9])

(2.4.1) D+'¢)(x0) = {P € Xllim sup "/)(l‘) - '/)(130) - <P,:I: - 1?0) < 0}
z—zo |z — ol
(2.4.2) D~ y(zo) = {p € X“izn_l,ig;f ¥(z) — 1/)(;01 ;0(|p,:c — 7o) > 0}

The function 1 is Fréchet differentiable at z, if and only if D¥(zo) and D~ 4(zo)
are both non-empty. Moreover in this case:

(2.4.3) D*4(zo) = D™9(x0) = {De(z0)}
where D1 denotes the Fréchet derivative.
The following fact is well known and will be used in section 5.

LEMMA 2.4.1. Let a €]0,1], and v: X — R be such that:

(2.4.4) lv(z) —v(¥)| S CI(-A4)"%(z-y)] Vz,yeX
for an appropriate constant C > 0. Then:

(2.4.5) D*y(z) C D((—A)%) Va €]0,1]

and

(2.4.6) sup sup |[(-A)%|<C

z€X pe D v(z)
9
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2.5. A class of integral operators.

We introduce a class of convolution operators that will be used in the definition of
viscodity solutions.

Given an unbounded operator A that satisfies (2.1.2), we denote by M(A) the set of
al maps M : [0,1] -» C(X) such that
) WMt <X\ WX G X
I i) Mtx€DA) Vx€-X\Vi>0

(25.1) ivin) Mtx %2 x
iv) M\ = Mt
hV)  AM* = AMA

Examples of operators in M(A) are the following.
1) Consider afunction s: [0,1] —> [0,1] such that S(t) < t for every t € [0,1] and define:

- Bs(t)Am_

2) Fort>0and x e X st

—— tA _
(25.2) ME LT ferxds= i ferrxds=  A——d42g

Then it is easy to show that both Mt and Alt belongs to M(A).
The following lemma will be useful in the proof of the comparison result.
LEMMA 2.5.1. For every x e X we have the following

(i) 0< (-AM X, -Mtx) < <-AMix, x)

(ii) (-MeVx,x) < <-AM x,x>

PROOF. By the definition of Mj

(2.°.3)

<-i4ﬁtx,—Mtx> =J /1 J (-Ae™x,e*Az)drds
~JoJo

and t ot
(—Aﬁtm,z) =,;l-. f / {~Ae*Az, z)drds.
0 Jo
Hence,

(2.5.4) <-AMX,<Mtx) - <-AMx,x) = # 2/ | (~Ae*A[e" ~ Iz, z)drds.
) * Jo Jo

Moreover for every y G"w e have:

<A[C™ - J»,y> = - [{Ae<>’y, y)dp =

(2.5.5) o ,

=- /[ |Aet"/|dp < O.
[ |Aet"j/["dp <

Now use the above estimate with y = e%"x in (25.5) to arrive at the first of (2.5.3). The
‘second inequality is easly proved with smilar arguments.
Q.E.D.
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3. Definition of viscosity solution and comparison results.

Let us now consider the Hamilton-Jacobi equation:
(3.1) \u(z) + H(z, (-A)PVu(z)) — (Az + F(z), Vu(z)) = 0

where A > 0 and H is a Hamiltonian satisfying (2.5.3), but otherwise not necessarily related
to a control problem. Throughout this section we will assume that (2.2.2), (2.2.3) and (2.3.8)
hold true.

Let M(A) be the set defined in subsection 2.5 (formula (2.5.1)). We now define the
viscosity sub- and super-solutions of (3.1). In the following = € argmaxu — ¢ (argmin) is an
abbreviation to say that u(z) — ¢(z) = max{u(y) — ¢(y),y € X} (min).

DEFINITION 3.1. Letu € BUC(X)NC,(X).
i) u is a viscosity subsolution of (3.1) if for every ¢ € C1}(X) we have,

Au(z) — (F(z), Vé(z))+
(3.2)

. ] ¢(x) — g(e*Az) 8 A
+ MEHI:;(A) hr?l%)nf{ " + H(z,(—A) Mt7¢(e‘ z)) ¢ <0

at every z € argmax(u — ¢).
i) u is a viscosity supersolution of (3.1) if for every ¢ € C*1(X) we have,

Au(z) — (F(z), Vo(z))+
(3.3)

_ A
+ sup limsup{ 9(z) — 9(e*z) + H(:c,(—A)ﬂMtVsﬁ(etAfB))} 20
MEM(A)  tl0 t

at every € argmin(u — ¢).
Finally, v € BUC(X) N C,(X) is a viscosity solution of (3.1) if it is both viscosity

subsolution and supersolution of (3.1).

REMARK 3.2. In the above definition we have considered two approximations of
the terms containing derivatives of u, namely the ratio:

¢(z) — ¢(e*4z)
t

to approximate the term (Az, V¢(z)) (see also [23]), and the regularized term:
H(z,(—A)PM,Vo(etz))

to approximate H(z, (—A)PVé(z)).
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Should the maximum (resp. minimum) point z in (3.2) (resp. (3.3)) belong to D(A),
the above inequalities would be equivalent to:

Nu(z) - (F(2), V9(a)) - (Az, V() + | inf liryui)nf{H(x, <-A>f’MtV¢(e"‘z))} <0
and .
Au(z) — (F(z),Vé(z)) — (Az,Vé(z)) + sup lim sup{H(x, (-.A)ﬁMtV¢(etA-'B))} 20
MEM(A)  t10

The above inequalities could be simplified further, provided that V¢(z) € D(A) for all
z € D(A). In that case we would have:

Mu(z) — (F(z), Vé(z)) — (Az,Vé(z)) + H(z, (—A)PV(z)) <0
and

du(z) — (F(z), Vé(z)) — (Az, Vé(z)) + H(z,(—A)PVe(z)) > 0.
We shall use this observation in the proof of Theorem 3.3.

THEOREM 3.3. Assume that (2.2.2), (2.2.3) and (2.3.8) hold true. Let u,v €
BUC(X) N C,(X) be a viscosity sub and super solution of the Hamilton-Jacobi equation
(3.1), respectively. Then

(3.4) u(z) < v(z), Vz e X.

PROOF. For simplicity we take A = 1. For € > 0 consider the function ¥, : X x X — R
defined as:

1 -
(3.5) Te(z,y) = u(z) - v(y) - 5 ((-4) (- y),z - 9)
and, for p > 0 define the test function &, ,: X x X — R:
(3:6) @ u(@,9) = Wel2,9) - Lol +Iyf?)

Observe that our assumptions on A and the weak continuity and boundedness of u and v
imply that

1) ¥, is sequentially weakly lower semicontinuous on X x X,
2) ®cu(2,y) < lulloo + llvlleo — pllzl? + [yl*]-
Therefore there exists a point (Z 4, ¥e,u) € X X X such that
(3-7) Qe’“(xe,“, yE,IJ) = )IPS'}( Qe’“.
Set now 2., = T — Ye,u and, for 7 >0,

m(r) = sup |u(z)— u(y)| + |[v(z) — v(¥)|.
jlz—yI<

It is clear that
(3.8) m(r) < 2([|ufleo + l|vlloo)-

We complete the proof in several steps.
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Step I.

We claim that

(39) A=A 20 2e) < mllel)

Indeed by (3.7) we have the inequality:

(3'10) QE,#(ze,pa ze,p) + q’e,u(ye,;u ye,p) < 2¢e.p($e,pa ye,y)

Then
[w(ze,u) = V(Teu)] + [u(Ye,u) = V(Yen)] — I‘Hze,#'z + lye,ylzl <

1 -
< 2u(ze u) — 20(Ye,u) — g(("A) lze,w Zeyu) — l‘”ze,p|2 + Iye,#m-

Hence
1 _ .
(3.11) ' ‘e‘((-A) lze,w 2zeu) < [u(Ze,n) — W(Ye,u)] + [0(Te,n) — V(¥eu)] < m(|ze u))-
Step II. In this Step we will prove that
(3.12) lim l‘”me,plz + |ye,#|2] = 0.
p—0+
Since ¥, is bounded above, for every é > 0 there are z5, ys € X such that:
V.(zs5,y5) > Ye(z,y) -6 Vr,y€X.

Then the inequality
Qe,y(ms,ps ys,y) 2 Qe,p (zs, yé)

implies that .
W
Qe.u(“':e:,mye.u) = ‘I’e(xe,paye,p) - E[lze,ulz + Iye.pP] 2>

> (@5, ys) = Ve(zs,6) — Sllzsl® + lysl?] 2
> We(@esssYeus) = = Fllzsl® + lsl?)
Hence,

fim sup £lze,l? + Iuel?] < 6+ B Ellaaf? + sl = &
u—0+ _ u—0+ 2

Step III. We claim that for every t, —— 0, M € M(A), we have:

(3.13) Ve >0 limsup limsup hy,(u,e) <0
10 n—00
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where

de
ha(p,€) = _ 2, (|$e,n|2 |et"A$e,#|2) + Hop|(—A)P M., et"A-'L'e,pH
(3.14) H,
+_€"|(_A)ﬁ_1Mt.. (et"A - I)“’im' + l‘(lF(O)”xe,ul + IFlLiplze,#F)

Indeed since all operators are bounded and et~4z, , === z, ,, we have

H, - n—oo
2= 4)P M, (e ~ D)z ] 225 0

Also since 8 < % the interpolation inequality (2.1.4) yields that for every o > 0 there
exists C, such that

|(—A)ﬂMtnet"A$e,#| < UI(‘A)%Mtnet"Amem' + Colzeul <
(3.15) < of(—A)bet Az, | + Coloeul < 0|(=A) My, ze | + Colzeul <
< 0((( )Mtnze,pa xe,p)) + Cal-'ce p'

where we have used property v) of the operator M; (see (2.5.1)) and inequality (2.5.3)(ii).
Thus

— 3
(3.16) H0#|("A)ﬁMtn et"Axe,u! < #HOU(((—A)ML.‘BEW‘UC,#)) + pHoCo |z 4l

Moreover
(3.17)

1 1
—?(Ixe,plz - |6M$6.p|2) = ";(ze,u + emze,wme,# - etA‘BE.u) =

t
By inequality (2.5.3)(i), both terms in the right hand side of (3.17) are negative. Hence, for
every u >0

H© v, , -~ -
(3°18) —ﬂ(lze,ﬂlz - |etA$s,y|2) < §<AMt$E,p’xe,p>°

1 [t — N —
= +(Te,, + em“’e.ﬂ’ __/ Ae"Ame’“ds) = +(Te,uy AMiTe ) + (e;Axe,mAMte’Aze.ﬁ-
0

Using (3.16) and (3.18) we obtain for every o > 0
ho(p,€) < %(Aﬂt“ze,y,ze,,,) + uHoa((—AHg"ze,“,ze,,,)) %+
HBCol el + 1 IF(O)zel + Fluiplzeul?).
Now, choosing 0 = 0¢g = Tl}??

1

hn(ﬂ’ ) -(AM;,‘:L'e,,;, ze,u) + = ((-AMtnmEyl-“ xe,y)) ’ +

t\?t

+uHoCog el + u(IF(O)Ilze,pl + lFlLiplze,plz)-

Since &(w — w?) < u for every w € R, by (3.12) we easily derive (3.13).



Step 1V. Set
(3-19) g =— Li -Ar'zh — IE--(—A)"‘(:::;,,. = Ye,u)
and

k(si,e) = limsup /i (/x,€)

n—*00

Then we claim that for every p > 0 there exists t, "=*22} 0, and .M 6 M (A) such that

B &e,u - \FZe o Ted + %(xe.wzsm - ytm)"‘

(3.20)
+ Un  H{x -Af’

Indeed let
(B2) 00 = Ve Frade ATV T - U, T T Bl
or equivalently:
(3.22) 4>(X) = U(X) ~ Reu(, Ye,u)
Hence |
(3.23) (U™ DAy DI e 2, (o220

Then from definition 3.1 we have that Vp > 0, 3t, | 0, and 3M € M(>1), such that

u(z, p) - (F(z. p) V¢(3e.y)>+

(3.24) + Te ) — F** N «, <
nh>l>:80 ¢( 8‘#) n ¥ H(zt‘ﬂ-a{_A )ﬂM}{a € A zt-)'}l -F
tn _
Recalling the definition of rgy; we have
1 -
(3.25) V¢(emm¢,p) =Teu+ 'E‘("A) l(emxs.p —Teu)+ ,uem:.r:,',,
and
(3.26) V(Teu) = Tep + UBTe -
o,

¢(3s.p) - ¢(et¢13€’“) =

t
1 [«—A)-lse,p,zs.p) - <(-A>-‘e“xe.p,e%£,,.>] +

(3.27) = 2£t

1
+ (( A) 1 (eth - I)ztu‘-“ yt:#) + 2t (II“ IetAI"lPlz) *
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Observe that

1 - —
ltllO 2¢t [(( ~A) e Ten) = (—A) T e e e me,u>] -
_ (I - etA) 1
= lim o (:ce,,, + etz ,, (—A) T T Tew) = ~(Teu Ten)
and
tA -7 1
ltlff,‘ E(( A) ¢ Te,ps ye,#) = "E(ze,#a ye,p)~

Therefore

¢($51”) (e zE #) —
(3.28) t

1
= g(xe,u»xem Ye,u) + (Ize #|2 Iemxe,nlz) + wo(t)

where lim;_,o wp(t) = 0. Moreover, by (3.25) and assumption (3.2) v), for every M € M(A)
|H (z¢ 5 (—A)ﬁMtV¢(€M$e,u)) - H(zg,“, (_A)ﬂMt"'e.u“ <

1
< H, (—A)BMt [uemxe,# + -E-(—A)'l(emzz:e,,, - :ney,,)] <

H
< (AP Me(e" = Dze ] + Hopl(— AP Meet Az ]

Therefore for every M € M(A)

H(we,u’ (-A)ﬁMtv¢(etAxE,ﬂ)) Z H(ze,}u (—A)ﬁMtre,p) -

(3.29) H
~— (AP Mu(e* — Dae | - Hopl(—4)° Meet e .

Finally we easily estimate the term containing F in (3.24) by (3.26) and the Lipschitz conti-
nuity of F':

- (F(ze,p)av¢(ze,p)) 2>

(3.30)
2 “(F(-Ts,p)v rc,p) - l‘(lF(O)”fEe,#l + IFlLiplze,ulz)

Using (3.28), (3.29), (3.30) into (3.24) (for t = ¢,) and the definition of k. (p, €) we conclude
that

U(Ze,u) = (F(Te ) Teu)t

1 .
+ E<$e,wze,p — Yeu) + nl-l-.ngc{H(xe,w (—A)ﬁMtn Teu) + wo(t) — hn(l"f)} <0

which directly implies the claim (3.20).
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Step V. For s, — 0 and N € M(A) define the function k,(u,¢) similarly to hn
(exchanging z, , by y. ) and set

k(p, €) 2 lim sup kn(p,€)

n— oo

Then, using the same arguments of step III and IV we conclude that

(3.31) limsup k(p,e) <0
. pnl0

and for every.p > 0 there exists s,, —— 0, and N’ € M(A) such that

1
V(Ye,u) = (F(Ye,u)s Teu) + ‘g(ye,wme,u = Yeu)t

(3.32)
+ nli_.ngoH(ye,w (_A)ﬁM" Te,p) 2 —-p-— k(l‘a 5)

Step VI. Conclusion.

Fix p > 0 and £ > 0. Subtract (3.32) from (3.20) to obtain

|Ze,u|2
€

< (F(ze,u) - F(ye,p)’ %(‘A)—lzs,p) (I)

+ lim {H(ye,,,,(-—A)BN,"re,,,) -H(ze,p,(—A)ﬂMt"re,,‘)} (I1)

u(ze,#) - U(ye,u) + <

(3.33)

n—oo

+2p + h(p,€) + k(u,¢€)

Next, we estimate the first two terms appearing in the right-hand side of (3.33).

(I) First recall the elementary fact that, given a,b > 0, for every o > 0 we have:
(3.34) 2ab < oa® + -;-bz.
Since F € Lip(X; X), we estimate

(F(@e) = FUew), 2 (~A) 20 <

1 _
< ZIFlziplze ull(=4) Vzewl <
(3.35)

1 1 '
< — N 2 . (— A1 2
b 2€|F|sz [2|FlLiplzs’pl +2!F|Ltp|( A) Ze,nl ] <
1 ~1,1 -
< o lzewl” + IFILipl (- A) 73— ((=A) ™ 2e s 2e.0)
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(II) Using the definition of r, , in (3.19) and the assumptions (2.3.8) we obtain

H(yeb,ua ("A)ﬁNs"'e,p) - H(ze,w (_A)ﬁMtre,p) <

(3.36) 1 1
< HoZ|(-A)7 7 (M = Ny)ze ] + Holze.ul(l + ;|(—A)ﬁ']Mtze,,,|)

We now estimate the right hand side of (3.36). First by the properties of M(A) we

have

. 1
(3.37) Jim HoZ|(-A)P~ (M = No)zeu| = 0.
Moreover

1 _ 1 -
(3.38) Holze,ul(l + gl(’A)ﬁ lMtze,#l) < Holze u| + Hoglze,u”(_A)ﬁ lMtZe,Ml-
Observe that, by (3.34) and (2.1.5), for any o > 0 there exists C, > 0 satisfying
(3.39) Ize,p”(—A)ﬁ—lze,#' < Ulze,u|2 +Col(=A) ze s Ze,u)-

Use (3.39) with 0 =01 = 4—}1—0 to estimate the last term in (3.38)

1. =1 |2e,u]?
Holzeu|=|(=A)" " 2e u] < 2 +
(3.40) € ¢

1. = -
+2HoCo, (~A) 200 2e)

This concludes our estimate of the second term in (3.33). In sum, setting t = t,, and
$ = Sp, and letting n go to +o00 by (3.36) — (3.40) we get

li

m
n—oo

{H(ys,w (-A)ﬁ/vs,, Te,p) - H(ze,pa ("A)ﬁMt,.re,p)} <
(3.41)
|z,

2
1. — -
< TZ' + Holze | + 2 HoCo, (= A) 2 s 2e,)

We can now substitute (3.35) and (3.41) into (3.33) to obtain

|Ze,u'2 <
28 =

1 -
< 2p+ h(p,€) + k(p,€) + ng(ze,,,, (—A) ze ) + Holze 4]

U(Te,u) — V(Ye,u) +
(3.42)

where we have set C; = (Hoﬁc,1 + |F|%ip](-,4)"}5|).
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Now we recall that, by (3.14), /i(/x,e) + fc(/x,e) is bounded in a neighbourhood of O.
Moreover, by’ (3.9) and (3.8) (zty"{-Ay’z[") is bounded, and u and v are bounded by
hypothesis. Then, inequality (3.42) yields '

(343) kadi < #ol2gu| + ¢,

for some C3 > 0, for every sufficiently small /x and e. Clearly this implies that

(344) t/£<Cy

for some C, > 0. Substitute (3.44) in (3.42) and use (3.9) to conclude that

(3.45) UX) - Viyr) <2p + HoV2Cae + 4C,m(\V2C,E) + fi(Ix,€) + kg, €).
Since (Xg,m,Yesi) 1S @ maximum point for $£,/!, for every x € X we have

N u) - tlar) - Ix|x]? = *cuyi(x,x) < $eli*e,MAAM) A
(3.46) y y + k(u, €).
< u{xs®) - V(Yem) <2p + Hqyl2Cse + 4Cm(y/l2Ce) + [i(/X,€)

Let (i—> 0in (3.46) to obtain

A(X) - V(X) <2p + Hoyl2Cke + 4C,m(y/2Che) VXGI

Since p and £ are arbitrary, (3.5) follows from the above inequality. QED

The following uniquenessresult is a straightforward consequence of the above compar -
ison theorem.

COROLLARY 3.4. Assume that (3.2) hold true. Then equation (3.1) has at most
one viscosity solution in the sense of Definition 3.1.

REMARK 3,5. By the proof of theorem 3.3 it follows that the comparison result
(3.5) still hold true if we take test functions <f> e C\'(X) in definition 3.1. Indeed the test
function appearing in the proof of theorem 3.3 clearly belong to C)*{X). We will use this
fact in sections 5 and 6.

4. Properties of the value function.v and existence results

In this section we show that the value function of the problem (2.3.2) is the only
viscosity solution of the Hamilton-Jacobi equation

4.0 Xu(x) + F(x, (-A)*Vu(x)) - (Ax + F(x),Vu(x)) =0
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where the Hamiltonian H is as in (2.5.2). Since the Hamiltonian H defined in (2.3.7) satisfies
hypotheses of Theorem 3.3 (c.f. Remark 2.3.3), the uniqueness of viscosity solutions to (4.1)
follows from the results of previous section. In this section we will prove that, if the operator
(—A)~! is compact, then the value function v € BUC(X)NC,,(X) and is a viscosity solution
of (4.1) . Throughout this section we assume that (2.2.2),(2.2.3) and (2.3.1) hold true and
take A > 0.

We first study the regularity properties of the value function v.

PROPOSITION 4.1. The value function v is Holder continuous on X with respect
to the norm of (—A)~? for every 6 € [0,1]. More precisely, for any o < Wﬁ‘; and o <1 we
have:

(4.3) lv(z) — v(¥)] € Cool(-4)P(z—9)I° Vz,yeX; VOel0,1]

Therefore, if the operator A has a compact resolvent, then v is weakly sequentially continuous.

PROOF. We adapt some ideas of [6] and [15].
Let z,y € X and v € A be given. Set z(t) := z(t;z,~) and y(t) := z(t;y,7). Then by (2.1.3)
we have, for every t € [0, 7]

12(t) - 3(1)] < [e*4(z - 9)] + |Flzip / j2(s) = (s)lds <
(4.4) 0

M. _ t
< —to_el(—A) Sz —y)|+ IFIL.'p/O |z(s) — y(s)|ds.
Now set 7(t) = [y |z(s) — y(s)|ds and integrate the above inequality to obtain

lﬁ.{eel(—A)—o(x - y)ltl—o + IFILiP/O n(s)ds

7(t) £

Then, by Gronwall’s inequality we can estimate 7(t). Substituting this estimate into (4.4)
yields

C .
(4.5) lz(t) — y(¢)] < [;92 + Crelf ""‘tl"’] [(=4)~°(z - y)|
for some Cg,C7 > 0. For every o €]0, ]ﬂ"jﬂ—’[, 0 <1 (4.5) implies that
4 4 Cg 04(1—8)o ,o|F|Lipt -6 o
(46) la(t) ~ y()]° < 2° | & + Cti=DeeeFluist ||~ 4)~*(z - y))

We also have

(4.7)  |L(z(t),7) = L(y(t), M| £ (2Leo)* ~°|L(=z(t),7) — L(y(t),M)|° < Ljz(t) — y(t)|”
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where L = (2Lo,)!~°Lg. Choose T > 0 satisfying

2¢~*TL .
A

By the Optimality Principle, Proposition 2.3.1, there exists v € A such that

(4.8) <(-4)"(z-y)l°

T
(4.9) o(y) > /0 e ML(y(2),1(t))dt + e~ To(y(T)) — [(-4)~(z - 9)I°.

Again, the principle of optimality, formulas (4.7) and (4.9), the fact that |v(z)| < Lo for
every £ € X and the choice of T in (4.8) yield

v(z) —v(y) < /OT e ML(2(t),7(t)) — L(y(t), ¥(¢))ldt+
(4.10) +e M [u(z(T)) - v(¥(T))) + |(-A)*(z = y)|” <
< E/OT e Mz(t) — y(t)|°dt + 2|(-A4) (= — )|°

Finally, by (4.6) and (4.10) we obtain

lv(z) = v(y)] < 2/(=4)"°(z - y)|"+

R T —At
+Io [ [Cé’ w7+ c-:-’t“-")"e‘“'*"w”‘] dt |(-4)~(z - y)I”.

Since 0 < Tﬂ’-‘Z;, (4.3) follows from the above inequality.
Q.E.D.

Motivated by Proposition 4.1 in the remainder of this paper we assume that
(4.11) (-A)"!: X — X is a compact operator
This assumption, together with proposition 4.1, guarantees the weak continuity of the value

function v. The main result of this section is the following.

THEOREM 4.4. Assume that (2.2.2), (2.2.3), (2.3.1) and (4.11) hold true, and let
A > 0. Then the value function v is a viscosity solution of (4.1), in the sense of Definition
3.1.

PRrOOF. Take )\ = 1.

Step I. In this step we will show that the value function is a subsolution of (4.1).
Fix T € X, ¥ € I. Consider a constant control function ¥(t) = 7 for every t > 0. Set
Z(t) = z(¢; T;7). Then by the Principle of Optimality (2.3.4) we have

o(®) < /0 e L(T(s), 7)ds + e~'vwz(2))




22

which implies that

(4.12) .
z(t)) L wy(t) 5 0

A
|
'o\.

-~
|
»
=
8l
8l
<
2
QU
)
|
b~
=
H
2A
+
[~
—~~
3

due to the continuity of Z(-), v(-) and L(-,5). Now suppose that, for some ¢ € C*!(X),
(4.13) - ¥(Z) - ¢(%) = max(v - ¢) 2 v(Z(t)) — S(2(2).
Then, for every t > 0, (4.12) and (4.13) yield

(4.14) o(@) - L(z,7) + 22 _t¢(§(t)) <w(t) =80
Moreover ,
(4.15) $() - $(E(1) _ $(E) — $(e*T) | $(e*Z) - $(=(1)

t t t
Since ¢ is differentiable

#(et iC)t $(z(t)) l(v¢(§(t)),emf-5(t))

(4.16) = (V§(e*Z), (—A)P M, BY) - <V¢(e“f),% /0 te“‘”"F(i(s))ds)—

— HVB(EW) - V4(e4T), 7(1) - 43)

where £(t) = A(t)e*4 + (1 — A(t))Z(¢) for some X : R* —]0,1], and M, = %fot e*Azds as in
(2.6.2).
(From formula (2.2.11), we have

‘lAf|2 P 0+ 0

l%(v¢(€(t)) — V¢(et4Z),Z(t) — e4T)| < |V Lip Z(t) —te

uniformly with respect to 5 € I'. Moreover,

(V(etz), 3 f = IAF(3(s))ds) - (V4(@), F(2)) =

= (V9(e47) - V9@ ; [ AR (E(s))ds)+
t Jo
+(V9(@), ; /0 et=IA[P(z(s)) - F(D)ds) + (V(@), (M~ DF(@) ¥ L+ L+ 1y
where
|B] < sup |F(Z(s)lIV4liiple*E — =]
s€[0,1]
1] < V()| sup |F(E(s)) - F@)

|I3| < [V$@)|M,F(Z) - F(2)|.
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Therefore,

@1 (VD) 3 [ AP @) = (Vo(@), F(E) +es(t) S50,

uniformly with respect to ¥ € I'. By (4.14) — (4.17) we thus obtain

N
(4.18) o@) - (V(z), F(z)) + 22 f (€72) _ Lz7)-
— (—AP M.V 4(e47), BY) < wi(t) =5 0

where wy(-) is independent of 5 € T'. In the above estimate we have used the equality
(~AYM.V4(c*42), BY) = (V4(e"*T), (- A)P M. B7).
So, taking the supremum over all ¥ € I in (4.18) we conclude that

L e e

(4.19) v(Z) + (Vé(Z), F(T))

t—0+

+ H(Z, (~A)° M,V $(e4T)) < ws(t) == 0.
Letting t | 0 (4.19) yields

u(ZT) + (V¢(T), F(T))+

=\ _ A-— —
+limlsoup{¢(x) f’(et Z) +H(?E,(—A)BMtV¢(eM§))} <0
t

which implies that

. : $(T) — p(e4z) - BT An
Meulg(A) hntxl%up{ + H(Z,(-A)PM,Vo(et4T)) » <0

Q.E.D. STEP |

Step II. In this step we will now prove that the value function is a supersolution of
(4.1). Let ¢ € C¥}(X) and T € X be a (local) minimum point for v — ¢. Then, for every
t > 0 we have

(4.20) v(Z) — v(Z(t)) < #(Z) — H(Z(2)).

Recall that by the Bellmann Optimality Principle (2.3.4) we have

(4.21) v(Z) = inf {/Ot e *L(Z(s),(s))ds + e"v(i(t))} .

7(-)EA
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Therefore, (4.20) and (4.21) yield

422)  wp {-1 feHW(S), y(9)d, + E=Tluay) + LL=2EON 5 ¢
Arguing asin (4.12), we obtain
it [EE}L(X(S)MS))ds+ (Luiniyy)) =
=-1l Ll(gx,*y(s))ds+v(xj+u>6(t)

where lim; o+ UQ(t) = 0 uniformly with respect to 7(«) € A. Moreover by the same reasoning
used in step I, (see (4.15), (4.16) and (4.17)):

(4.23)

o) = ol + i el
_ $(z) - ¢(*7)
(4.24) - t

- (V<t>(e‘Ax1),h-Af J[ ltfz(“")"‘B"}r(.‘s)ds} + wr(t)
- 0

where lim;_.o+ * (0 = O uniformly with respect to 7(-) € A. Now, from (4.22), (4.23) and
(4.24) it follows that:
(4.25)
=Y _ | —
o) - (v9(@), F(z)) + LB D,

+ SJp!' L[ Lp,7(s)ds - (Vo(etz 2 (-4) [ e“"’"’"‘B'r(S)ds)} > —wa(t)

‘7(')6-4( (j * Jo
where lim,_.o+ ~ (t) = 0 uniformly with respect to 7(-) € A.

Now observe that
(1 ft — tA= 8 ‘ (t—s)A
RaTe y [HE e~ Va2, - [[ e men]as <

(4.26) ' _ L ﬁt sup { -L(Z,7) - ((—A)ﬂe(“‘]“‘v¢(e“"§), Bq)}ds =
*Jo teA

t
=1 ; H (x,(-Afer -Av<I>(e%))ds
* Jo
Then, by (4.26) and (4.25) we have

T) — ¢(e*4T
o) ~ (ve(@), F(z)) L2 AT

+

+TZJ f HEX,(-Afer-"14v ¢(e*AT))ds > ws(t),
(0]
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and so, for every t > 0 there exists s; €]0,t] such that

@) - (V9(@), FE) LEL=HED) | iz (—a)peravg(ettz))ds 2 an(t)

Let t | 0 to obtain

v(Z)—(Vé(Z), F(Z))+

+ lir?l%nf{ ¢(2) —f’(em?i) + H(Z, (—A)Be“AV¢(e‘A'a’:))ds} > 0.

As seen in section 2.6, the family of operators e*4,t €]0, 1] belongs to M(A), and taking the
supremum in M (A) we conclude that

v(Z)—(V¢(z), F(T))+

=\ _ A=
+ o lm (i)nf{ $(Z) t“’(et 2) 4 H(z, (-A)ﬁM,w(emz))ds} >0,

Q.E.D.

5. Solution of the Hamilton-Jacobi equation in the Lipschitz case

We give in this section a simplified version of the existence and uniqueness theory for
viscosity solutions of our Hamilton-Jacobi equation:

(5.1) Au(z) + H(z, (-A)PVu(z)) — (Az + F(z), Vu(z)) =0

Troughout this section we assume (2.2.2), (2.2.3), (2.3.1), (4.11) and the following:

(5.2) ‘FlLip <A

Under the hypothesis (5.2) we have (see proposition (4.1)

Va € [0,1], 3C, > 0 s.t.

(5.3) -
lv(z) - v(y)| < Cal(-4)"%(z -9)| Vz,yeX

This fact implies that the semidifferentials of v are contained in the domain of the fractional
powers of (—A) (see Lemma 2.4.1):

(5.4) Vz € X, Va€[0,1] D*u(z)c D((-A)%)

In view of (5.3) and (5.4) we give the following definition.
DEFINITION 5.1. Consider a function u € BUC(X) N C,(X) such that:

(5.5) lu(z) - u(¥)| < Cl(-A)P(z-y)| Vz,yeX
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for some constant C > 0. Then, we say that u is a viscosity solution of the Hamilton-Jacobi
equation (5.1) in X if V¢ € CL’I(X ) we have

(1) Subsolution. If u — ¢ has a local maximum point at zo € X, then

w(zo) + H(zo, (—A)PVé(z0)) — (F(20), V(o))

(5.6) + i inf #(zo) — d(ethzg)
t10 t

<0

it) Supersolution. If u — ¢ has a local minimum point at o € X, then

u(z0) + H(zo, (~A)PV(c0))

(5.7) —(F(z0), Vé(zo)) + +1intllsoup $(x0) — (e Azo) S0

1 =

REMARK 5.2.
A) As one can easily see, if zg is a local maximum (minimum) point of u — ¢, then by
(5.5) and Lemma 2.4.1 it follows that
V§(z0) € D*u(zo) C D((-A)°)

so the term (—A)PV¢(zo) in (5.6) and (5.7) is well defined.

B) If, in addition we have that Dt u(zg) € D((—A)?), then V¢(zo),zo € D((—A)?) so
that

lim inf ¢(z0) — d(e*z0) _ lim sup ¢(zo0) — p(et4x)

t10 t t10 t = <<_A)I%x0’ (_A)%V¢($0))

and in such case the definition 5.1 could be simplified further replacing the lim inf and
lim sup in (5.6) and (5.7) by ((—A)¥zo, (—A)% Ve(zo))

C) By formula (5.5) it follows that
(5.8) lu(z) - u(y)| S CI(-A)Pllz—y| VzyeX

so that the function u € Lip(X; X).

The main result of this section is the following:

THEOREM 5.3. Assume (2.2.2), (2.2.3), (2.3.1), (4.11) and (5.2). Then the value
function v is the only viscosity solution of (5.1) in the sense of Definition 5.1.

PROOF We divide the proof in two main steps proving separately existence and
uniquess of a solution of (5.1).
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Step 1. Existence. Assume (2.2.2), (2.2.3), (2.3.1), (4.11) and (5.2). Then the
value function v is a viscosity solution of (5.1), in the sense of Definition 5.1.

We prove the subsolution condition. The other one follows in the same way. By
theorem 4.4 the value function v satisfies equation (5.1) in the sense of definition 3.1. Then
by definition 3.1 and the fact that C}!(X) € C1}(X) we easily get that, given ¢ € cy(X),
we have

Av(z) — (F(z), Vo(z))+

(5.9) + inf lim inf{ ¢(z) — ¢(etx) +H(z, (—A)ﬂMtV¢(e‘Ax))} <0
MEeM(A) tl0 t

at every z € argmax(u — ¢).

Let ¢ € C},’I(X) and zo € argmax(u — ¢). By remark 5.2 A) and property (5.3) we
have that V¢(zo) € D((~A)?) and therefore, o € D((—A)P), by definition of C}*(X). It
follows that

ethzy 2% 2o in D((—A)P)

which implies, still by definition of Ci’l(X ), that
Vé(e*4zg) = V(zo)  in D((-A)°).

Finally, by the property of the class M(A) and by the continuity of the function H(zg,-) we
obtain that for every M, € M(A) we have

(5.10) lim H(zo, (AP M V(e Az0)) = H(zo,(—A)PV(z0))

and putting (5.10) in (5.9) we get that u satisfies the subsolution condition of definition 5.1.

Step 2. Uniqueness. Assume that (2.2.2), (2.2.3), (2.3.1), (4.11) and (5.2) hold
true. Let u,v € BUC(X)NC,(X) be respectively a viscosity subsolution and a supersolution
of (5.1) in the sense of definition 5.1, satisfying property (5.5). Then, for every z € X we
have:

u(z) < v(z).

The uniqueness result easy follows from the above statement.

Let u be a subsolution of (5.1) in the sense of definition 5.1 and satisfying (5.4). Then
consider a function ¢ € CA‘J (X) and z¢ € argmax(u — ¢). By formula (5.11) and definition
5.1 we obtain that
(5.11)

du(z) — (F(z),Vé(z))+ inf lim inf{ ¢@) = ¢(s) | g (z, (—A)"M:V¢(6‘A-’r))} =

MEM(A) tl0 t

) = 8(eta)
1 R J

= du(z) — (F(z), V¢(z)) + lira%nf ¢z + H(z, (—A)Bng(:z:)) <0
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which implies that » is also a subsolution of (5.1) in the sense of definition 3.1, when the
test functions belong to C}q’l (X). In a similar way we can see that v is a supersolution of
(5.1) as in definition 3.1 when the test functions belong to C}"l. Now, to conclude, recall
that by remark 3.5 the result of Theorem 3.3 remains true when the class of test functions is
restricted to C}"l.

Q.E.D.

6. A control problem with boundary and distributed control

- Now we modify the control problem (2.2.1) - (2.3.3) by adding a distributed control
z(-) : Rt — X, in the state equation (see also [15] for the study of this problem). Formally
the state equation becomes

(6.1) { :( E)t)) = ;tz(t) + F(z(t)) + 2(t) + (~A)PBy(2)

that can be written in mild form as
t ¢
(6.2) z(t) = e*4zy +/ et=DA[F(z(s)) + z(s)]ds + (—A)"/ e(*=2)4 By(s)ds, zo € X.
0 0o :

The mild solution z(¢;zg,~, z) of (6.2) exists and is unique as one can easily see by a simple
modification of Proposition 2.2.2.

Denoting by Z the space of measurable controls z : Rt — X, we study the problem of
minimizing the functional

+o0 4
1
(63) o) = [ e ML, 10) + glae)]a
0
overall v € A, z € Z. The value function of this problem is

(6.4) v(z) = 76}‘1;&:62 J(z,7, 2)

and the Hamilton-Jacobi equation associated to this control problem is precisely
1
(6.5) Mu(z) + H(z, (~4)°Vu(z) + 5|Vu(@) - (A2 + F(z), Vu(z)) = 0

where H is given by (2.5.2).

PROPOSITION 6.1 Under assumptions (2.2.2), (2.2.8), (2.3.1), the value function
vy ts Lipschitz continuous with respect to the norm induced on X by (—A)~< for a € [0, %[,
te.

(6.6) Va € [0, %[, AC, > 0 s.t.|ug(z) — vo(y)| < Cal(—A)"%(z — y)| Vz,y€ X
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PROOF. Take A = 1. Let a €]0, J[, and Xq, xi € X. Without loss of generality we

can assume that

(6.7)

\(-A)-3(X1-Xo)\\WA\go.

Let 70 € A, ZQ € Z be such that, setting xo(t) := x(i;x0;70,20) “e"ave

(6:8)

vo(zo) + \(-A)~3(Xi - Xo)| > I(Xo,70s20) 2
T
> 1 et [L(z(t), (1)) + -;-lzg (t)|2] dt + e~ Tug(z0(T))
Jo

for every T > 0 (see remark 2.3.2). Set

(6.9) 21(t) N zo(t) + F(XcfL) - F(Xo(t) + €%(xi - Xo))
so that
(6.10) xi(t) =" x(t;Xjo,z) = Xot) + €4(x - Xo).
Then
T
(6.11) wi@) € | e [L(), () + 5la O] dt + e Tro(a(T)).

Jo

Subtract (6.8) from (6.11) to obtain

(6.12)

vo(z1) — vo(To) <

<3 cI e—%|LMt"oW—Lixoit"oit))] J+hEi (HO\*\zo(H)\]] 3dt+

+e T o/(\zl(T))VO(XO(T))‘] +\{'A)'a(x| 'XO)l -
=5+ I + Iy + |(—- A) (1 — 7o)

Now we estimate every single term. For the first one we easily obtain, for every T > 0O,

(6.13)

\li\ 5 o / © 17i(0 ~xo(t)|dt <LQ_|I e"\e”"(x\ — xo)\dt <
JO Jo
J+00 —t
< LoMg |
Jo *

dt\(—A)~2(Xi — XQ)\ = Kiyc\(—-A)~2(Xi — XQ)\ .

[+

where K\,;, < +°° 22 € [0, |[. As fot the second term

(6.14)

\h\ =\ 1*et) - zo{t),zdt) + Z(O)\dt <

\
W
= S8 e ate) - @iz ) + ol <

rT
<3 ) € HFluole @ = o)l |la0(0) + n (0] .
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Now we can apply Hélder inequality to obtain

' 1 T % T %
(6.15) 12| < 51Flusp ( / e~ et (z; - mo)|2dt) ( / e~ zo(t) + zl(t)lzdt) :
0 0

The first term can be estimated as follows

1
2

T
(/ e~ tetA(zy —xo)lzdt> <
0

+o0 e—t

(6.16) )
< |(~4)=*(21 — 20)| Ma ( / t_det) =: Ky al(-4)~%(z1 - 20)|

i
2

where K3 o := Ma( 0+°° %dt) < 400 for a€|0, %[

At this point we estimate the term |zo(t) + 21(¢)|2. By (6.4) we have that ||v]|oc < Loo, which
implies, by formula (6.8), that

1 [t
3] 1Fd < L+ 1(-A) (o1 - 20)

Then, using the expression of 2;(t) in (6.9), it follows that

2
l20(8) + 2 Q)2 < [zlzo(t)l + |FlzsletA(z1 xo)|] <

< 4lzo(t)? + 2|F|Liple* (21 — zo)? <
M2

< 8L 8|(~4) (1 = 20)| + 2AF By 52 1(~ ) (21 — 7o)

Now, recalling that |[(—A)~%(z1 — 20)| < [[v]lec £ Leo,

3

T
617) (/0 e"‘|z0(t)+z1(t)|2dt) <
6.17

[ <] e—t

+
< 16L + 2IF|LipMaLoo/ t2—°‘dt = K3,a < 400 fO‘I‘ a € [0, %[
0

By (6.16) and (6.17) into (6.15) we obtain, for every T > 0,

1 -
(6.18) |I2| £ 5|F|LipK2,aK3,al(—=A4) (21 — 20|
Finally, for every T > 0,

(6.19) 1I3] < e T2||v]|oo < 26T Loo
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By (6.13), (6.18) and (6.19) in (6.12) we conclude that, for every T > 0 and a € [0, 3],

1
'U(:El) - 'U(xo) S [Kl,a + EIFILipKLaKS,a I(_A)—a(zl - zO)l + 2LOe‘“T

which gives the claim by letting T' — +o00.
Q.E.D.

REMARK 6.2. The main difference between Propositions 4.1, and 6.1 is the fact
that we obtain the Lipschitz continuity of the value function without assuming the strong
condition |F|Lip < A to obtain the claim. This gain in regularity is due to the presence of
the distributed control z in system (6.1).

Now we can repeat the theory of viscosity solutions for equation (6.5). The following
theorem can be easily proved with the same method as theorem 5.3.

THEOREM 6.3. Assume (2.2.2), (2.2.3), (2.8.1) and (4.11). Then the value func-
tion vy is the only viscosity solution of (6.5), in the sense of Definition 5.1.

Theorem 6.3 is a corollary of Theorem 5.3. One has just to pay attention to the fact
that the Hamiltonian term H(z,p) + 3|p|* of equation (6.5) does not satisfy a Lipschitz
estimate with respect to p as required by condition (3.2)v to obtain uniqueness. On the other
hand, this difficulty can be easily overcome since the behaviour of the Hamiltonian at infinity
is not essential when dealing with Lipschitz continuous solutions.
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