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Abstract. This paper describes a production system implementation of Bobrow's STUDENT 
program. The main features of the new program, Studnt, are described. Contrasts 
between the two versions are pointed out A discussion of the implementation brings out 
several properties of production systems, especially with regard to control. 

Studnt is then used as an example of the embedding of knowledge in a production system. 
The knowledge in Studnt is expressed as 218 natural language statements of thr&e types: 
task-oriented knowledge, implementation and programming techniques, and knowledge 
about production system control. Task-oriented knowledge is characterized by an abstract 
model with 16 statements, which can be organized as a problem space. A detailed example 
illustrates how the knowledge is mapped to the production rule form. The knowledge is 
largely at the problem space level, with about a fourth of the statements dealing with 
programming techniques, and a much smaller fraction dealing with production system 
control. The knowledge analysis brings out the importance of the explicitness of 
unordered production systems with respect to determining the knowledge encoded in each 
production. The model of knowledge acquisition suggested by the analysis indicates 
unique properties for production systems with respect to programming, debugging, and 
augmentation. The analysis gives rise to some measures along eight understianding-system 
dimensions. Comparisons with other research and consideratiori of the processes involved 
in the analysis point up the need for further work on this approach. 
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Studnt 

A. Introduction 

This paper is concerned with Studnt, a production system implementation of the 
STUDENT program of D. Bobrow (1964a, 1964b). The analysis of STUDENT grows out of a 
more general research program, whose aim is to rationalize the field of artificial 
intelligence (AI). The purpose is to clarify the scientific issues involved in AI , to 
characterize and justify the methods, and to firm up the theoretical and conceptual basis 
of A I. It is hoped that this would give better direction to research, bring about better 
teaching and learning of AI, improve the quality of reporting of research, and in general 
make AI more productive. The approach is to try to extend some sound preliminary work 
(Newell, 1969) by looking at specific AI programs. Given any system, questions were to 
be asked along the lines of: "Where is the intelligence in it?", "How does its behavior come 
about?", "What are the methods it uses?", "Is there some measure of its effectiveness?", 
and "Can we measure the relative contribution of its parts?" These questions arise 
naturally in the context of AI programs whose basis is heuristic search, where analysis and 
experimentation can lead, in a straight-forward way, to satisfactory answers. For instance, 
in evaluating a chess heuristic like the sorting of capture moves according to the value of 
the captured piece, it is possible to test various versions of a chess program and contrast 
their behavior.^ That kind of evaluation is in consonance with the scientific tradition of 
gathering knowledge by controlled experiments. It is not possible to carry over that 
approach to an analysis of STUDENT because apparently minor variations in STUDENT'S 
structure can give rise to major deficiencies in its behavior, so major that comparisons 
lose their significance. Therefore, we take the approach of making explicit and analyzing 
the knowledge embodied in STUDENT, and in measuring the degree to which that 
knowledge is understood by STUDENT. Then we can go on to determine what parts of the 
knowledge represent methods, what parts contribute intelligence, and so on. This paper, 
presents some initial progress, including some tentative measures, and puts forth a 
conceptual structure that may shape future work. 

The goal of exploring the properties of production systems (PSs)fr* as an A I 
language provides a second motivation. A PS program specifies everything in its behavior 
in terms of condition-action rules. The conditions all refer to a common Working Memory 
which is the complete dynamic knowledge state of the program, and actions are simply 
changes to that knowledge state. In practice, the numbers of conditions and actions are 
both in the range of half a dozen to a dozen. There are no control primitives as such, but 
rather control is achieved through explicit elements of the Working Memory. From this 
small collection of rather abstract properties, there are some features of PSs that we 
might look for in a PS program: uniformity and explicitness of expression of the knowledge 
content; flexibility and intelligence in the sense of doing a significant amount of condition-
testing for each small sequence of actions; flexibility also in the sense of being able to 
respond to unexpected items in the knowledge state; and modularity of knowledge 
organization, following from the way knowledge is encoded in small, independent units. In 
addition to these attractive properties, there is evidence that a PS-like organization is 
prominent in human cognition (Newell and Simon, 1972). The task area of Studnt is hardly 

<& This is being done by James Gillogly, as part of a Ph.D. thesis, in preparation. 
PS is used to abbreviate production system in this paper; PSs is its plural; P will be 

used to abbreviate production, plural Ps. 
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one that places demands* on the language that will exercise all of those properties, but 
nevertheless w e will get some preliminary data from examining the extent that STUDENT'S 
structures and concepts have changed in order to be functional in a different programming 
environment. 

The choice of STUDENT was based on personal preference, on the availability of a 
good description of the program, including a listing of the program in a rule-based 
language, and on simplicity and expected ease of implementation. 

Input to STUDENT (the original) was a story problem expressed in a highly 
restricted subset of natural language. STUDENT converted that to a set of equations plus 
a set of unknowns to be solved for, and then solved the problem. It was able to apply 
optional transformations, consult a global store of "knowledge", and ask the user for more 
information, in case the set of equations derived from the input was insufficient for a 
solution. A typical problem is: 

"The price of a radio is 69.70 dollars. If this price is 15 per cent less 
than the marked price, find the marked price." 

STUDENTS version of the equations and variables to be found can be expressed as: 

. (price of radio) = ( (69.70) X (dollars) ) 
(price of radio) « ( (.85) X (marked price) ) 
(solve-for (marked price)) 

STUDENT'S answer is: the marked price is 82 dollars. 

Studnt is designed to do only part of the above, namely, the translation from 
English-subset expressions into algebraic equations. Studnt thus includes the most 
interesting segments of STUDENT from the point of view of problem solving and natural 
language processing. In addition that portion of STUDENT was written in a readable PS -
like language (Meteor), and the relevant parts of STUDENT were included in Bobrow's 
report (1964a), so that the present implementation follows the content of original rather 
closely. The omitted portions, except for the equation-solving process, seem to be 
straight - forward extensions of Studnt, while the equation-solver is a distinct piece of 
program and rather peripheral to the interesting natural language and problem-solving 
issues. 

So, given a problem similar in form to those given to STUDENT, Studnt outputs: a set 
of equations; the set of variables in those equations as represented by the natural 
language text of the input; and a set of variables to be solved for. In addition, Studnt 
outputs the equivalences that it is assuming between certain phrases (which became 
variables) in the natural language text. 

Section B contains a description of Studnt, with progressively more detail towards 
the end of the section. The material starting with Section B.4 is optional for the first 
reading. Section C discusses the knowledge content of Studnt, and investigates knowledge 
interactions in forming the Ps. Some of the appendices deal with details of the Studnt 
processing, while the others are relevant to the knowledge section, as will be explained 
below. 
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Studnt Introduction 

Studnt is implemented in Psnlst (PS analyst), a PS language specifically designed for 
A I applications. A PS is an unordered set of rules, Ps, specifying changes to a symbolic 
model of a situation, to be applied according to satisfaction of explicit conditions on that 
model. In Psnlst, condition- or left-hand-sides (LHSs) of Ps match an associative, 
unstructured Working Memory of data instances (items), each of which is a list headed by a 
predicate, followed by arguments. On matching, changes as specified by the action- or 
r ight-hand-sides (RHSs) are made to the Working Memory, either adding or deleting 
instances. The match distinguishes between new and old data, and Ps are selected for 
matching according to a stack regime whereby those relevant to the newest data are tried 
first, with older ones pushed down for later consideration. The stack is called :SMPX, stack 
memory for production examinations. The set of Ps is thus ordered dynamically, not 
statically, if indeed it can be considered to be ordered at all. The following is a typical Pi 

T l ; "HOW OLD->WHAT" :: TFSCAN(X) & EQHOW(X) & LEFTOF(X,Y) & EQOLD(Y) 
& LEFTOF(Y,Z) 

«> MODLEN(-l) & EQWHAT(X) & WORDEQ(X,'WHAT) & NOT WORDEQfX.'HOW) 
& LEFTOF(X,Z) & NEGATE(ALL); 

M T r is the label, "HOW OLD~>WMAT" is a comment string, and the condition (LHS) and 
action (RHS) are conjunctions separated by "*>". T l is intended to recognize the sequence 
"HOW OLD" and change it to "WHAT", deleting and updating "LEFTOF" links. This brief 
description should be sufficient for the reader to follow the examples scattered throughout 
the text. Appendix A gives a more systematic explanation of Psnlst features and explains 
in detail the various characters that are output by the running interpreter. 
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B. The Studnt Production System 

B . l . General overview 

The main processing of Studnt is driven by a single left-to-right scan of the input, 
dividing it into smaller units called chunks, which are then parsed before continuing the 
scan. During this initial scan three things are done to provide information for the parsing 
process. First, simple string transformations are made, mapping the input to a form more 
acceptable to later processes, for instance, "twice" is converted to "two times". Second, 
dictionary tags are attached to key words, for instance, "times" is tagged as an operator of 
class "0P1". Third, the initial scan detects the operator, in the portion scanned, which has 
the highest "precedence", according to the parsing scheme to be described below. After 
the occurrence of a question word or phrase, the initial scan goes into FV mode (FV for 
find-variable). Each type of FV, as determined by the first word, has its own chunking 
cues, and each chunk becomes a variable, which requires no parsing. 

The parsing of a chunk is based on a system of precedences, in such a way that the 
chunk is split at the leftmost operator of the set of those operators having the highest 
precedence in the chunk. The chunk is split into two chunks, and each of these is 
processed in the same way. The precedence system, for instance, assigns a high value to 
"is", the main equation operator, and lower values to "plus", "times", and "the sum of", 
respectively. That is, the higher-precedence operators are assumed to apply to higher 
levels of the resulting expression tree, for instance, "a times b plus c times d" is taken to 
mean "(a times b) plus (c times d)M. 

When a chunk can be split no further, it is taken to represent a variable. Thus, 
noun phrases are determined by their boundaries (operators and delimiters), and the only 
knowledge about internal structure consists of the features used in determining 
equivalence with previous noun phrases. Each variable is compared to each previously -
determined variable. Two variables are the same if they have the same words in the same 
positions, with the following exceptions: a phrase which is the "head" of a previous phrase 
is taken to refer to the same object, for instance, "the number of fish" will match to a 
previous phrase "the number of fish in the pond"; "the" corresponding to "a" is taken as a 
match; and so on. The features used are independent of the meaning of the nouns used, 
and dependent on properties of structure and function words (pronouns, determiners). A 
variable containing "this" might be taken as referring back to some previous variable, in 
particular the "subject" of the previous sentence (for sentences of the form "xxx is equal 
to where xxx contains no operators). Alternatively, "this" refers to a whole 
expression, as in "this product", provided the previous sentence had an operator as its 
main connective different from EQUAL 

After each variable has been examined, the pieces of the original sentence are put 
back together into a tree-structured expression according to labels that were formed as 
the chunks were split. That is, as each chunk is split, a marker is formed for each half of 
the chunk, with a pointer back to its parent; the halves become operands, the parent 
becomes the operator at the node of the tree. The label of the parent chunk in turn points 
to its parent, and so on. The tree is built from the bottom up until labels run out, and if 
the operator at the top of the tree is "EQUAL", it is noted as an equation. 
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The subdivision of FV (find-variable) chunks is quite distinct from the preceding. An 
FV chunk is simply a list of one or more FVs, delimited in special ways according to the 
initial words of the FV chunk. For instance "What are" is followed by two or more FVs 
separated by "and". As another example, "How many ... do .., have ?" is taken to mean 
"what is the number of have ?", that is, the FV starts out, "the number of". Each 
portion of an FV chunk delimited in these special ways is taken to refer to a variable of 
the problem, and a comparison is made to previous ones until a match is found. 

When the end of the input is reached, unreadable internal representations are 
transformed into lists suitable for output. The natural-language text corresponding to 
each variable is collected into a list, and variables determined to be FVs are gathered into 
a single list. 

B.2. An example problem in detail 

This subsection summarizes Studnt's processing on the example TEST2. This should 
give a good idea of how Studnt works in a general way; fine details of the actual Ps and 
data representations are given in later subsections. 

The run begins by inserting the full representation of the text of the problem into 
the Working Memory (Figure B.l). The last insertion gives the external representation of 
the text. . 

INSERTING (ASCAN PQ-1) (PROBLEM PB-1) (TGSCANFIN SB-1) 
(LEFTOF SB-1 A l - 1 ) (EQA A l - 1 ) (WORDEQ AI -1 A) 
(LEFTOF A l - 1 F2-1) (EQFIRST F2-1) (WORDEQ F2-1 FIRST) 
(LEFTOF F2-1 N3-1) (EQNUMBER N3-1) (WORDEQ N3-1 NUMBER) 
(LEFTOF N3-1 P4-1) (EQPLUS P4-1) (WORDEQ P4-1 PLUS) 
(LEFTOF P4-1 * 5 - l ) (EQ6 #5-1) (WORDEQ » 5 - l 6) 
(LEFTOF #5-1 16-1) (EQIS 16-1) (WORDEQ 16-1 IS) 
(LEFTOF 16-1 E7-1) (EQEQUAL E7-1) (WORDEQ E7-1 EQUAL) 

(LEFTOF S34-1 N35-1) (EQNUMBER N35-1) (WORDEQ N35-1 NUMBER) 
(LEFTOF N35-1 ?36- l ) (EQ? ?36- l ) (WORDEQ ?36-l ?) 
(LEFTOF ?36- l SE-1) 

' (STRLENGTH 36) (ENDMARK SB-1) (ENDMARK SE-1) 
(TEXT 

(A FIRST NUMBER PLUS 6 IS EQUAL TO A SECOND NUMBER . 
TWICE THE FIRST NUMBER IS THREE TIMES ONE HALF OF THE SECOND NUMBER . 
WHAT ARE THE FIRST NUMBER AND THE SECOND NUMBER ?)) 

Figure B.l Initial Working Memory contents for TEST2 
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The portion starting with the first LEFTOF and ending, with the last LEFTOF is the internal 
representation of the text, which is the argument of TEXT. Each word of the text has 
associated with it a token, A l - 1 , F2-1, N3-1, etc. A token consists of the first letter of the 
word concatenated with the position of the word in the text, then " -" and a number which 
gives the number of tokens that have been generated from the identifier which precedes 
the " - " (the final number insures uniqueness for all such generated tokens). Relations are 
then attached to these tokens (the structure of token names is never used internally). 
LEFTOF gives relative positions of tokens in the string, while EQwww (for some word 
w w w ) and WORDEQ relate the tokens back to the external representation. (Why two 
predicates are necessary for this is explained in Section B A ) The two tokens SB-1 and 
SE-1 are ENDMARK's marking the left (beginning) and right (ending) ends of the string, 
respectively. The first insertion, (ASCAN PB-1), is a signal that the problem is to be 
checked for clues as to whether it is an age problem. This age-problem check must be 
done before everything else, because transformations and other processing depend on the 
result. PROBLEM gives the problem an internal name, which is very rarely used, 
STRLENGTH means "string length", and its value is used in making estimates of certain 
quantities having to do with the monitoring processes (I Ps), which will be explained in 
Section BA. TGSCANFIN is the single most important predicate in the above list, since it 
initiates the scanning process, at token SB-1. 

The first major piece of processing has to do with the text up to the first period. 
The following describes the essence of this processing, ignoring many of the finer details. 
The first segment is the chunk C - l : (A FIRST NUMBER PLUS 6 IS EQUAL TO A SECOND 
NUMBER). After the initial scan, PLUS is marked as an operator of class 0P2, with 
precedence 7. The EQUAL TO is deleted by a transformation, and IS is assigned precedence 
8, The highest precedence in C - l is thus 8, and the chunk is split at the IS, to form CL-1 : 
(A FIRST NUMBER PLUS 6) and CR-1: (A SECOND NUMBER). CL-1 and CR-1 are labelled so 
that when fully parsed the tree for the arithmetic expression can be re-built from the 
fragments. For instance, we have (LABELU C - l 1 TOP) and (LABELU CL-1 2 C - l ) ; thus, 
CL-1 has a level-2 label, with parent node C - l . The U in LABELU stands for "unfinished". 

A precedence scan is now done on CL-1 (picked by virtue of its being leftmost of 
the "unfinished" chunks, computed by a numerical priority; the effect of the numerical 
ordering is similar to that of a stack) and a split occurs at PLUS, which is the only thing in 
CL-1 which has a precedence value. In general, the precedence scan picks the element 
with highest precedence for the next split, and in case of ties picks the leftmost such. 
CL-1 becomes CL -2 : (A FIRST NUMBER) and CR-2: (6). CL-2 undergoes the precedence 
scan, and the absence of any precedences indicates that it is a variable chunk. The 
variable identification process is done, and since no other variables have the same form, it 
is given a new token, VAR-1, as its expression (a chunk has associated with it an 
expression, which may be trivially a single VAR token). CR-2 similarly becomes VAR-2. In 
the process of giving the two chunks expressions, LABELU is changed to LABELF, F for 
"finished", and the presence of two "finished" chunks with the same "unfinished" parent 
node (CL-1) results in assigning CL-1 the expression formed from its operator, which was 
noted when it was split, and its two descendant nodes, namely (PLUS VAR-1 VAR-2). 
Having done this, control passes again to the precedence scan, which now examines CR-1; 
CR-1 was formed in the first split, but was "forgotten" while the left half of the split was 
being parsed, CR-1 has no precedences, and becomes VAR-3, after checking that it is not 
identical to any of the other VAR's. This prompts the construction of (EQUAL (PLUS VAR-1 
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VAR-2) VAR-3), since the two descendants of C - l are now "finished". This expression is 
marked as an equation (ISEQN) by noting that it has EQUAL as its operator, and that its 
expression-tree level is • 1. The first chunk is now complete, and the scan resumes, 
starting at TWICE. 

The second main chunk is processed in a way similar to the first. Three new 
transformations are applied before it is parsed: TWICE becomes 2 TIMES, ONE HALF 
becomes 0.5, and the OF after the 0.5 becomes TIMES. 

The third main chunk, starting at WHAT, is an FV chunk, since WHAT is recognized as 
a QWORD (question-word). The action on the third chunk involves splitting it at the AND, 
and processing the two halves as variables. The variables (A FIRST NUMBER) and (THE 
FIRST NUMBER) are recognized to be the same, differing only in A as opposed to THE, so 
that (THE FIRST NUMBER) is known to be VAR-1. Similarly, (THE SECOND NUMBER) is 
VAR-3 . 

The portion of the Working Memory that gives the final solution is in Figure B.2. 

ISEQN <C-1 (EQUAL (PLUS VAR-1 VAR-2) VAR-3)) 
( C - 2 (EQUAL (TIMES VAR-4 VAR-1) (TIMES VAR-5 (TIMES VAR-6 VAR-3)))) 

HASREPR (VAR-1 (A FIRST NUMBER)) (VAR-2 (6)) (VAR-3 (A SECOND NUMBER)) 
(VAR-4 (2)) (VAR-5 (THREE)) (VAR-6 (0.5)) 

FVLIST (PB-1 ((VAR-1 VAR-3))) 
EQVARCHUNK (C-3 CL-2) (C-4 CR-1) (CR-4 CL-2) (CR-6 CR-1) 

Figure B.2 Final output for TEST2 

ISEQN denotes the two equations found; HASREPR gives external representations for each 
of the VARV, and FVLIST gives the list of FVs. Instances of each predicate are ordered 
lexicographically by their first element. The EQVARCHUNK instances give which chunks are 
assumed to be equivalent. We see that two occurrences of VAR-1 (CL-2) are noted in 
addition to the first, and also two other occurrences of VAR-3 (CR-1). (The chunk names, 
C - l , e tc , refer to actual text segments, whereas the VAR's are more abstract, and can be 
represented by several different C's.) 

B.3. Comparison with the original 

One of the primary differences in the overall processing between Studnt and 
STUDENT is due to Studnt's being driven by the left-to-right scan. The Meteor language 
had built- in facilities for efficient scanning over arbitrary string segments to pick out 
patterns; Psnlst is more general, and must do the scan more deliberately. The original 
repeatedly applied its templates to the entire input string until no more valid applications 
could be made, thus imposing an order on template application as opposed to Studnt's 
order of examining text. This means, for instance, that sentence-boundary templates in 
STUDENT were all applied before, say, the breaking of sentences into equations was 
started. Studnt proceeds in contrary fashion, making full use of all information seen in the 
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scan up to a boundary, before continuing beyond that boundary. This contrast is quite 
visible in the actual programs. A significant portion of STUDENT consisted of sets of rules, 
with individual rules in those sets consisting of processing plus a branch to the initial rule 
in the set. Exhaustion of one set of templates led to a branch to another set. The 
corresponding left-to-right sequencing is evident in Studnt's "S" group of Ps, which control 
applications of the various rule sets at each scan point. 

A second major difference arises from the internal representation. STUDENT was 
written in a language specifically oriented towards processing data organized as one -
dimensional lists. The underlying language for Studnt, Psnlst, is designed to require all 
such structure to be explicit rather that built-in, partially for the purpose of allowing 
examination of just how much use is made of the string structure of the input, and partially 
for the purpose of retaining generality. 

This can be illustrated by comparing a specific rule from STUDENT: 

(* (HOW OLD) (WHAT) IDIOMS) 

to the corresponding rule from Studnt: 

T l ; "HOW OLD->WHAT" :: TFSCAN(X) & EQHOW(X) & LEFT0F(X,Y) & EQOLD(Y) 
& LEFTOF(Y,Z) 

»> MODLEN(- l ) & EQWHAT(X) & WORDEQ(X/WHAT) & NOT W0RDEQ(X,'HOW) 
& LEFT0F(X,7) & NEGATE(ALL); 

In the former rule, there are four elements: the label of the rule (actually * is just a place
holder, with control passing implicitly from the previous rule); the left-hand-side; the r ight -
hand-side; the "GOTO" field of the rule. Some rules have an optional action sequence 
between the third and last positions. Note that the Studnt P makes explicit the LEFTOF 
links and the updating necessary for the transformation, while this is implicit in the 
STUDENT rule. Also, the Studnt rule has a data signal TFSCAN instead of the combination 
of a label, which might be the target of a GOTO, and a GOTO field. Overall, STUDENT had 
about 290 rules, which included high-level control and output printing, whereas Studnt has 
about 260 Ps, so that the advantages of the specialized notation seems to result in 
compression in size of rules rather than changing the number of rules in the entire system. 

Minor differences can be noted in some of the details of the processing. Not 
everything done by STUDENT was in the program as published; thus certain assumptions 
were made along the way that resulted in some differences in the final results. For 
instance, STUDENT used a plural convention, converting occurrences of singular forms to 
their plurals ("1 span" becomes "1 times spans") whereas Studnt converts plurals to 
singulars ("6 feet" is "6 times foot"). STUDENT deleted occurrences of "the" and "a", so 
that noun phrase comparisons have some automatic equivalences, while Studnt retains 
those words, and uses explicit Ps to encode the knowledge that the difference between 
"the" and "a" is non-essential. In this case, and perhaps others, Studnt is less general, 
since it doesn't have Ps to handle all of the cases implied by STUDENT'S mechanism; this 
specificity seems desirable from the standpoint of analysis of just what knowledge is 
required for the task. Studnt doesn't check for error conditions; STUDENT recognized a 

\ tmw limited types of "errors" in the input problems. Overall, Studnt performs as well as 
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STUDENT on the test problems published in the original report (given the more modest 
definition of "solution"), so that there is good reason to assert close similarity in 
knowledge content of the two versions (see Appendix E for results on that set of tests). 

The ways in which the control of the two programs differs can be illustrated by 
displaying the actual code for processing that results in parsing the input according to the 
operator precedence tags. First, the rule.s from STUDENT, with commentary enclosed in 

(* (8 (SI / 0P1) 8) ((FN CAR <*K 2))) 
(/ (*S LEFT <*K 1)) (*S RIGHT (*K 3))) OPTST) 

Z this stacks the left operand onto LEFT, the right onto RIGHT 1 

(OPTST ( t l *) (1) %) 
% the operator itself is used to determine branch target % 

(TIMES ( « ) ((*EN LEFT)) *) 
(* (81) OFOK) 

7, tests for nonempty, prepares to work on left operand % 

(OFOK ( « ) ((*K TIMES (FN OPFORM (*K 1)) 
(FN OPFORM (*N RIGHT)))) END) 

£ the recursive step: these rules are all part of OPFORM t 

Studnt does the same thing by a loop for the precedence scan (P20-P29, P50), followed by 
the split into operator and operands (C25, C60), followed by the assembly (C70): 

P20j "NEW HIGH PREC" PRECSCAM{C,X) & HIGHPREC(C,N,Y) & HASPREC(X,M) 
& SATISFIES2(M,M;(GREATERP M N » & LEFTOF(X.W) 
& NOT CHUNKENDR<X,C) 

=> PRECSCAN(C.W) & H1GHPREC(C,M,X) & NEGATE* 1,2); 
P23; "PREC SCAN ON" :: PRECSCAM(C.X) & HIGHPREC(C,N,Y) & HASPREC(X.M) 

& NOT SATISFIES2(M,N;(GREATERP M N)) & LEFTOF(X,W> 
& NOT CHUNICENDR(X>C) 

=> PRECSCAN(C.W) & NEGATE* 1); 
P26; "PREC SCAN ON" :: PRECSCAN(C.X) & NOT< EXISTS(N) & HASPREC(X.N) ) 

& LEFTOF(X.W) & NOT CHUNKENDR(X,C) 
- > PRECSCAN(C,W) & NEGATE(l); 

P27; "PREC SCAN DONE" :: PRECSCAN(C,X) & H]GHPREC(C,N,Y) & HASPREC(X (M) 
&SATISF1ES2(M,N, ,(GREATERP M N)) & CHUNKENDR(X,C) 

=> HIGHPREC(CMX) & PRECSCAND(C) & NEGATE(1,2); 
P28j "PREC SCAN DONE" :: PRECSCAN(C,X) & HIGHPREC(C,N,Y) & HASPREC(X.M) 

& NOT SATISFIES2(M,N, ,(GREATERP M N)) & CHUNKENDR(X,C) 
.=> PRECSCAMD(C) & NEGATE(l); 

P29j "PREC SCAN DONE" PRECSCAN(C,X) & NOT( EXISTS(N) & HASPREC(X.N) > 
& CHUNKENDR(X,C> 

=> PRECSCAND(C) & NCGATEU); 

P50j "HASOP1" PRECSCAND(C) & H1GHPREC(C,M,X) & SATISFJES(M,'(EQ M 5)) 
=> HASOPKC.X) & NEGATE(2)i 
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C25; "OP1 BRK" :: HASOPKC.X) & WORDEQ(X.XW) 
«> CSPLIT{C,X,X) & HASOP(C,XW) & NEGATE* 1); 

C60> "SPLIT CHUNK" :: CSPLIT(C,LOCL,l.OCR) & LEFTOF(Xl,LOCL) & LEFTOF* LOCR,X2) 
& LABELU(C,N,P) & MXCPRIOR(M) 

- > EXJSTS(CL,CR) & Ni;WPLOP<C> & RRENAME(X2,C,CR) & LRENAME(X1,C,CL) 
& LABELU(CL,N+1,C> & LABELU(CR,N+l,C> & HASCPRI0R*CL,M*2) 
& HASCPR)OR(CR,M+l) & MXCPRI0R(M+2) & CHUNKENDL(X2,CR) 
& CHUNKENDR(X1,CL) & NEGATE* 1,2,3,5); 

C70j "FINISH SEG" :: LABELU{C,N,P) & I.ABELF(C1,M,C) & LABELF(C2,M,C) 
& HASOP(C,X) & SATISFIES(P,P NEQ 'TOP) & HASCPRI0R(C1,PR1) 
& HASCPRJOR(C2,PR2) & SATISFIES2(PR1,PR2,PR1 ?*GREAT PR2) 
& SATISFIES2(M,N,'(EQUAL (?*DIF M N) 1)) 
& HASEXPR(Cl.Y) & HASEXPR(C2,Z) 

=> HASEXPR(C,<X,Y,2>) & LABELF(C,N,P) & NEGATE* 1); 

(For help in understanding those Ps, the reader might refer to Section B.5.) How Studnt 
encodes the choice of which chunk to do the precedence scan on (P10) is not shown here, 
but it suffices to note that the choice is based simply on a numerical priority (HASCPRIOR) 
assigned to the chunks. How STUDENT makes the same selection is implicit in the 
recursive calling of OPFORM illustrated above. 

One further example illustrates the differences in the languages used to express the 
two versions. STUDENT uses the following: 

REMEMBER ( ... (PEOPLE IS THE PLURAL OF PERSON)... ) 

where there are many similar phrases as arguments to REMEMBER, to set up internal 
properties which are then used by the rule: 

(WORDS (SI ) 0 (/ (*Q SHELF (FN GETOICT 1 DICT))) WORDS) 

which cycles repeatedly over the entire problem string. Studnt's corresponding rule is: 

D61} "PEOPLE PL" :: TGSCAN(X) & EQPEOPLE(X) => ISPLURAL(X,'PERSON) & NEGATE(ALL); 

Thus STUDENT could be augmented by adding rules of a natural form, but the class of such 
forms was rather small, and the larger issue of significant augmentation could certainly not 
be encompassed by this mechanism. One of the aspects of the Studnt knowledge analysis 
below is an approach to the more general problem of augmentation. 

B.4. Description of the productions 

Now we describe the Ps of Studnt in some detail, in groups according to their 
function, pointing out features of interest with respect to the use of PSs. Some of the 
descriptions include a typical P and a trace segment (starting at "!") showing its operation. 
In order to understand everything in full detail, the reader will need to refer to the 
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meanings of the predicates, Section B.5, the program listing, Appendix B, and perhaps 
the cross-reference, Appendix C. The groups of Ps in this subsection are ordered by 
importance, which corresponds to their order in the program (though such order has no 
effect on program behavior). There are twelve groups: S (scan), T (transformations), 
D (dictionary tags), P (precedence tags), M (main verbs), C (chunking), R (renaming), 
V (variable identification), F (FV chunking), A (age problem), B (building output), and 
I (information monitoring). P names in Studnt are a single letter (the letter of the 
containing group) followed by one or two digits, e.g. S13, perhaps in rare cases followed 
by another letter, e.g. V33R. 

S Ps: Scanning the problem string (14 Ps) 

The S Ps make the primary scan of the input, resulting in the application of 
transformations, the addition of dictionary tags, the segmentation into sentences, and the 
determination of the highest operator precedence seen in each segment scanned. The 
important predicates are: LEFTOF, TFSCAN, TFSCANFIN, ISSCANCHUNK, TGSCAN, 
TGSCAMFIN, TGSCANFIN?, TFASCAN, TFASCANFJN, HIGHPREC, HASPREC, FVSCAN, 
ISSCANFV. These Ps have the effect of sequencing the firing of other sets of Ps to 
accomplish the things mentioned. This sequencing ir» explicit, using two signals for each 
evoked process. For instance, TFSCAN evokes the transformation processing, and 
TFSCANFIN signals that the TFSCAN signal has been examined. These two signals are both 
asserted by S13 (and others), but TFSCANFIN follows TFSCAN in being asserted, and is 
therefore stacked in :SMPX until all the consequences of the TFSCAN have been examined. 
The signals for major processing are asserted as follows: TFSCAN (transformations, see T 
Ps), TFASCAN (age-problem transformations, called optionally, see A Ps), TGSCAN 
(dictionary tags, D Ps), and TGSCANF1N2 (leads either to precedence checks of S20-S30, or 
to FVSCAN, see F Ps). S20-S30 determine the leftmost position that has the highest 
precedence. 

S40 is the key to segmentation of the input at the period delimiter. The 
PRECSCANP assertion in the RHS of S40 evokes the extensive parsing process on the 
chunk just scanned, passing control to the P Ps. S40 also contains the start of the scan of 
the next segment (TFSCAN and TFSCANFIN); these signals are stacked in :SMPX throughout 
the parsing. S70 notes that the end of the input is reached, and signals the answer-
building process (B Ps). 

A typical S P: 

S13; "TF SCAN" :: TGSCANFIN2(X) & LEFT0F(X,Y) & NOT ISDELMX) & ISSCANCHUNK(C) 
& CHUNKLEN(L) 

- > TFSCAN(Y) & TFSCANFJN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1) 
& N(:GATE(1,5) & NOT TGSCAN(X); 

! 7. S13-1 " T F S C A N " 
USING (TGSCANFIN2 A l - 1 ) (LEFTOF A l -1 F2-1) (ISSCANCHUNK C - l ) (CHUNKLEN 1) 
INSERTING (TFSCAN F2-1) (TFSCANFIN F2-1) (INCHUNK A l - 1 C - l ) (CHUNKLEN 2) 

(NOT (TGSCANFIN2 A l - 1 ) ) (NOT (CHUNKLEN 1)) (NOT (TGSCAN A l - 1 ) ) 

This P firing moves the initial scan pointer from Al -1 to F2-1, i.e., from "A" to "FIRST", in 
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problem TEST?. C - l is the current chunk. Transformations are invoked on F2-1, A l - 1 is 
added to C - l , and the lenglh of the chunk goes from 1 to 2. This is the seventh P firing in 
the process of solving TEST2. 

T Ps: Transformations on the input string (38 Ps) 

These Ps specify that certain sequences of tokens in the input are to be replaced 
by equivalent sequences, so that the parsing process can work with a standard form of 
input. Examples of transformations were mentioned in Section B.2. Some Ps achieve this 
by changing external names associated with tokens, while others assert new tokens and 
remove the old ones. In doing this, the LEFTOF links are maintained, sometimes requiring 
changes to the scan pointers that were set up originally by the S Ps. There are many 
uses of the macros STRJNGEQ and STRJNGINS; for an explanation of what these expand 
into, see the comment at the very beginning of the Studnt program listing, Appendix B. 

External names of tokens are encoded in two ways, by EQwww and WORDEQ, as we 
saw in Section B.2. WORDEQ's could be used everywhere, without a need for the 
EQwww's, except that since WORDEQ has an instance for every input token, there would 
be much more searching during the matching process. On the other hand, WORDEQ is 
required to give a direct link from a token to its external name, for instance in comparing 
arbitrary phrases for identity. 

The T Ps form a non-deterministic if-statement (COND). All of their conditions are 
keyed to the TFSCAN signal, and the checking of the conditions is done in a non -
deterministic order. When a P succeeds in matching, the result is to delete the TFSCAN 
signal, thus disabling any further firings of other transformations. Another view would call 
these Ps a subroutine, control being passed by a data condition instead of in the 
conventional way. Other sets of Ps in Studnt also maintain control of processing in a 
coherent way, but use a larger set of signals to achieve communication.. 

T50-T52 are used (as a sort of subroutine) by several other Ps to properly r e 
arrange the global scan pointers in case old tokens become inoperative as a result of 
replacement. The S Ps function as if nothing had happened. 

Example: 

T2; "IS EQUAL TO->IS" :: TFSCAN(X) & EQIS(X) & STRINGEQC(EQUAL TO),X,Y) 
«=> MODLEN{-2) & LEFTOF(X,Y) & NEGATE(ALL,-2); 

! 26. T2-1 "IS EQUAL TO->IS" 
USING (TFSCAN 16-1) (EQIS 16-1) (LEFTOF 16-1 E7-1) (EQEQUAL E7-1) 

(LEFTOF E7-1 T8-1) (EQTO T8-1) (LEFTOF T8-1 A9-1) 
INSERTING (MODLEN -2) (LEFTOF 16-1 A9-1) (NOT (TFSCAN 16-1)) 

(NOT (LEFTOF 16-1 E7-1)) (NOT (EQEQUAL E7-1)) (NOT (LEFTOF E7-1 T8-1)) 
(NOT (EQTO T8-1)) (NOT (LEFTOF T8-1 A9 -D) 

"IS EQUAL TO" is transformed to "IS" by removing the two extra words, E7-1 and T8-1 , 
and by fixing LEFTOF pointers to make 16-1 left of A9-1. The first insertion is a signal to 
the I Ps that a change in problem length has taken place. 
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D Ps: Dictionary tags (43 Ps) 

The tags applied to word tokens arc: IS0P2, IS0P1, ISOPO, ISVERB, ISPERSON, 
ISPRON (optionally, only in age problems), ISPOSSPRON (another optional one), ISPLURAL, 
ISSINGULAR, ISQWQRD, and JSDEL1M These tags are applied in a control environment 
similar to the that for the T Ps. 

P Ps: Precedence scanning and tagging (23 Ps) 

P1-P9 are sensitive to the tags applied by the D Ps, adding precedence values for 
operators. PJ.0-P29 form a precedence-scanning process that is called after chunks 
scanned by the S Ps are split. P10 and P15 determine which chunk to scan next, 
according to the explicit sequencing tag, HASCPRIOR. The unscanned chunk with highest 
value is chosen. 

Actually P10 also notes the next-highest chunk, and re-inserts the ISCHUNK 
predicate for that chunk. This is necessary to be sure that P10 or P15 will be tried again 
after a precedence scan is completed, because ISCHUNK, as used in P10 and P15, actually 
means a new ISCHUNK, at least for the CO one. Each time the match is done, though (even 
if it fails to succeed using a particular ISCHUNK as the new one), all new ISCHUMCs 
become old, and without the re-assertion, P10 or P15 would not be examined again, 
resulting in neglecting some ISCHUMfCs. So, in P10, the next-highest chunk is re-asserted, 
making it new again, and stacking it in :SMPX behind other data which cause other 
processing to be done before coming back for more precedence scanning. P15 checks that 
no other unprocessed ISCHUNICs exist, so that no re-assertion is necessary. 

P20-P29 make up a precedence-scanning loop, going from left to right in the chunk, 
with the result that the leftmost instance of the highest precedence is selected. 
PRECSCAN is the scanning signal, CHUNKENDL is used to start the scan at the left end, and 
HIGHPREC records the progress. The set of Ps is a loop, because each new assertion of 
PRECSCAN results in examination of the elements of the set to determine the next action. 

P30-P75 emit signals that are picked up by C, M, or V Ps, depending on the 
particular signal; so, after the precedence is determined, the chunk is split at an operator, 
transformed according to its verb structure, or taken as a variable chunk with no further 
splits possible. 

Example: 

P10; "START PREC SCAN" :: ISCHUNK(CO) & CHUNKENDL(X.CO) & HASCPRI0R(C0,M0) 
& NOT PRECSCAND(CO) & ISCHUNK(Cl) & HASCPRI0R(C1,M1) 
& SAT1SFIES2(M0,M1,M0 ?*GREAT Ml) & NOT PRECSCAND(Cl) 
& NOT( EX)STS(C2,M2) & HASCPRI0R(C2,M2) 

& SATISFIES2(M0,M2,M2 ?*GREAT MO) & NOT PRECSCANCKC2) ) 
& NOT( EX)STS(C3,M3) & HASCPRJ0R<C3,M3) 

& SATISFIES3(M0,M1,M3,'(GREATERP MO M3 Ml)) 
& NOT PRECSCAND(C3) ) 

=> PRECSCAN(CO,X) & HIGHPREC(CO,0,X) & ISCHUNK(Cl); 

! 68. PlO-1 "START PREC SCAN" 
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USING (ISCHUNK CL-1) (CHUNKENDL A l -1 CL-1) (HASCPRIOR CL-1 3) (ISCHUNK CR-1) 
(HASCPRIOR CR-1 2) 

WARNING (CR-1) ALREADY UNDER ISCHUNK *+ 
INSERTING (PRECSCAN CL-1 A l - 1 ) (HIGHPREC CL-1 0 A l - 1 ) (ISCHUNK CR-1) 

A precedence scan is initiated on C I -1 at position A l -1 , its left end. (ISCHUNK CR-1) is 
re -asserted so that PIO will be examined again, after C l -1 is processed, to look at CR-1. 
P I O insures that CO, assigned to C l - 1 , is the chunk with highest priority, and that no 
chunk has priority between CO and C I , assigned here to CR-1. 

M Ps: Main verbs, Miscellaneous post-tag transformations (10 Ps) 

M10-M55 split or re-arrange chunks according to the main verb. M10 handles the 
simple "is" case. The others are much more complex. For instance, M20 applies in 
situations such as "Tom has twice as many fish as Mary has guppies", transforming it to 
"The number of fish Tom has is twice the number of guppies Mary has". 

M60-M75 are sensitive to outputs of D Ps, either un-doing their effects, or carrying 
them somewhat further, according to context not taken into account in the tagging. These 
actions could be incorporated into D's; their form is a carry-over from the original 
STUDENT, which did the tagging and transforming in such a way that assumptions about 
the contexts used in M60-M75 could not be made until after all of the transformations had 
been done. The left to right scan in Studnt removes that difficulty. 

C Ps: Chunk splitting and re-combining (19 Ps) 

C2-C55 act on the signals sent by P1-P9, by setting up to split chunks at the 
marked operators. The actual splitting and attendant bookkeeping is done by C60. C70-
C78 put the chunks back together after they are parsed fully, with a separate P for each 
of three cases. C75 and C78 are concerned with saving referents of future "this" (this is 
only done for the highest level in the sentence, so that C70 handles other cases). C80-
C85 handle bookkeeping for the "this" referents. C90 notes that a completed expression 
is an equation. The important predicates for this segment are: CSPLIT, URENAME, 
HASUOPCHUNK, ISUOPDUM, NEWREFEXPR, ISREFEXPR, ISEQN. 

C15-C52 (except C25) are somewhat more complex than the other Ps. Their 
purpose is to control the parsing of unary operators (square, squared) in such a way that 
the single operands of the operators are parsed before further action is taken. This is as 
if parentheses were put around the operands. It is necessary to do this because the 
other operators in Studnt are binary, and expect a variable as argument. But in the case 
of, say, "two times the square of the number", the second operand of the "times" is the 
unary-operator expression. Thus the unary operators insert a dummy where the unary 
expression used to be, rename the unary expression as another chunk (using URENAME 
and Ps C20-C22), parse the unary expression, and signal that the dummy stands for the 
unary expression, so that it won't be treated as text when the ordinary processing gets to 
it (see V I0 ) . 

C70> "FINISH SEG" :: LABELU(C,N,P) & LABELF(C1,M,C) & LABELF(C2,M,C) 
& HASOP(C,X) & SATISFJES(P,P NEQ TOP) & HASCPRI0R(C1,PR1) 
& HASCPRI0R(C2,PR2) & SATISFIES2(PR1,PR2,PR1 ?*GREAT PR2) 
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& SATISFJES2(M,N/(EQUAL (?*DIF M N) 1)) 
& HASEXPR(Ci.Y) & HASEXPR(C2,Z) 

«> HASEXPR(C I<X>Y,Z>) & LABELF(C,N,P) & NEGATE(l); 

! 112, C70-1 "FINISH SEG" 
USING (LABELU CL-1 2 C - l ) (LABELF CL-2 3 CL-1) (LABELF CR-2 3 CL-1) 

(HASOP CL-1 PLUS) (HASCPRIOR CL-2 5) (HASCPRIOR CR-2 4) (HASEXPR CL-2 VAR-1) 
(HASEXPR CR-2 VAR-2) 

INSERTING (HASEXPR CL-1 (PLUS VAR-1 VAR-2)) (LABELF CL-1 2 C - l ) 
(NOT (LABELU CL-1 2 C - l ) ) 

T w o finished chunks, CL-2 and CR-2, which are variables VAR-1 and VAR-2, are formed 
into an expression using the operator PLUS of the parent chunk CL-1. CL-1 is marked 
finished (LABELF) and is ready to be formed into the expression of its parent C - l (that 
won't occur, though, until the second operand, CR-1, is finished). 

R Ps: Renaming chunks after splitting of a chunk (6 Ps) 

R2-R4 rename a chunk going from right to left, R6-R9 rename a chunk going from 
left to right. R6-R9 additionally are able to name pieces of a sequence of text that were 
not previously in any chunk (R2 and R4 assume a previous chunk). New pieces of chunks 
as checked for by R6-R9 are added by Ps like M20. The important predicates are: 
INCI-IUNK, LEFTOF, CHUNKENDL, CHUNKENDR, LRENAME, RRENAME. Each group of R Ps is a 
loop, maintaining control structure through LRENAME and RRENAME instances. After 
completion of the renaming, the ISCHUNK signal is emitted, to be picked up by P Ps. 

V Ps: Variable comparison, for equivalences (26 Ps) 

V5-V37 perform a number of tests on new variable chunks (chunks with no 
operators), in order to determine if the chunk, or something very close to it, has been 
seen before. These tests are performed in a particular sequence, as controlled by 
instances of the predicates UNTESTED, THISTESTED, EQVARREMD, and EQCHUNKTEST. V5 
emits the UNTESTED, after a check for a unary operator dummy; V10 handles the dummy 
case. V15-V21 check for "this" in the chunk, and resolve references accordingly. V 2 3 -
V24 remove comparisons to variables that have already been proven equivalent to others 
(such comparisons would just be duplication of effort). V25 initiates comparison of the 
new variable to all previous variable chunks, except as just mentioned. The comparison is 
done by stepping through the variables to be compared, on the LEFTOF links, with either 
check for equality or check for correspondence according to several special equivalence 
conditions. These special conditions are checked by V31-V37, as follows: "the" « a 
previous "a"; "they" matches "the xxx", where xxx is an unspecified word, e.g. "the 
Russians"; "the" may be skipped; a singular form matches "the number of xxx", where xxx 
is the plural-form of the singular word (only for words that have been tagged by D's); 
"first number" « "one number" (the latter is in a new variable); "first number" « "one of 
the numbers" (latter is new); "second number" - "other number" (latter is new). 

V40-V50 note that two variables are equivalent, when the comparison goes through 
the entire chunks being compared. V55 counts the variable chunks as they are compared 
to the new one, in a particular sequence to prevent the P match from finding multiple 
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assignments; if it were allowed to find multiple ones, incrementing the count as kept by 
CHTESTED would be done only once, effectively, since each increment would use the value 
of CHTESTED before any of the multiple firings. Allowing multiple firings is a feature of 
Psnlst; it was used to advantage in V25, to find all comparisons to be made with a single 
match, but in V25, the order didn't matter, and no values depended on non-multiple firings. 

The presence of V55 is actually not necessary, by analogy with a similar comparison 
process elsewhere in Studnt, A63-A69. The latter test makes better use of the implicit 
stacking mechanism of Psnlst; it was coded somewhat later in time than the V tests. V55 
was left in because it seemed desirable to use it as an illustration of alternative methods 
of expression in Psnlst, and because it illustrates an approach applicable in more general 
situations, where stricter control is essential, 

V60 notes that all tests are finished, and creates a new VAR token. V65-V90 are 
used to remove all testing signals from the Working Memory; this is useful in case one test 
succeeds before all I he others are done, so that they need not be continued. 

V30; "VAR « " :: EQCHUNKTEST(C1,C2,X,Y) & WORDEQ(X,XW) & WORDEQ(Y,XW> 
& LEFT0F(X,X2) & LEFT0F(Y,Y2) & NOT CHUNKENDR<X,C1) 
& NOT CMUNKENDR(Y,C2) 

=> EQCHUNKTEST(C1,C2,X2,Y2) '& NEGATE(i); 

! 123. V30-1 "VAR « " 
USING (EQCHUNKTEST CR-1 CL-2 A9-1 A l - 1 ) (WORDEQ A9-1 A) (WORDEQ A l - 1 A) 

(LEFTOF A9-1 SJ0-1) (LEFTOF A l - 1 F2-1) 
INSERTING (EQCHUNKTEST C R - i CL-2 S10-1 F2-1) 

(NOT (EQCHUNKTEST CR-1 CL-2 A9-1 A l -1 ) ) 
• 

This is an example of the variable comparison process. In this case the next positions to 
be tested will not be the same, since CR-1, "A SECOND NUMBER", is being matched to CL -2 , 
"A FIRST NUMBER". 

F Ps: FV scanning and segmentation (15 Ps) 

The type of scanning and segmentation for FV chunks depends only upon the initial 
question-words. For instance, if a sentence starts with "What are", Studnt expects more 
than one variable, separated by "and". These expectations are set up by asserting 
instances of: RTANDQMGOING, RTQMGOING, RTD0G0ING, RTDOESGOING, RTHAVEGOING, 
RTANDPERGOING. The scan is actually sequenced by the S Ps, using FVSCAN. In a couple 
of cases, more complicated transformations are done, for instance, F45 will change phrases 
like "How many fish does Mary have?" to "the number of fish Mary has". Example: 

F5> "WHAT ARE FV" :: FVSCAM(X) & EQWHAT(X) & ISSCANFV(C) & CHUNKENDL(X.C) 
& LEFTOF<X,Y) & EQARE(Y) & LEFT0F(Y,Z) 

=> CHUNKENDL(Z.C) & RTANDQMGOING(C) & NEGATE0.4); 

! 439. F5-1 "WHAT ARE FV" 
USING {FVSCAN W27-1) (EQWIIAT W27-1) (ISSCANFV C-3) (CHUNKENDL W27-1 C-3) 

(LEFTOF W27-1 A28-1) (EQARE A28-1) (LEFTOF A28-1 T29-1) 
INSERTING (CHUNKENDL T29-1 C-3) (RTANDQMGOING C-3) (NOT (FVSCAN W27-1)) 
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(NOT (CHUNKENDL W27-1 C-3)) 

Here the beginning of an FV chunk is noted, T29-1, starting "THE FIRST NUMBER", keyed to 
"WHAT ARE". A signal is set up so that "AND" and "QMARK" are treated appropriately 
when encountered. 

A Ps: Age-problem transformations (44 Ps) 

The age heuristics in Studnt closely parallel those in STUDENT, so that the following 
descriplion is somewhat cryptic; scanning the Ps should help to fill in the details. Most of 
the relevant predicates start with "AGE". A I - A 3 detect clues to whether a problem is an 
age problem; the occurrnnce of any of the special words is conclusive evidence. A11-A12 
delete superfluous phrases. A15-A20 translate the occurrences of verbs like "will be" into 
more suitable forms. A24-A28 note the occurrence of phrases that may be used later on 
to modify age variables that are not otherwise modified. A31-A35 translate age operators 
into arithmetic operators, for instance "age 5 years from now" becomes "age pluss 5" 
(pluss has a different precedence from plus). A38-A43 detect the need for an age 
operator, as first noted by A24-A28, collect that operator, and place it in the string after 
the current age variable. A50-A59 replace an occurrence of "their ages" by a list of all 
age variables seen so far, separated by "and" These AGEREF's are collected in the order 
seen, by using a numeric argument. Pointers to all age variables are collected as scanned, 
by A61-A69, which also do a comparison, so that several occurrences of the same age 
variable do not appear in the replacement for "their". A71-A75 replace the occurrence of 
a personal pronoun by the first age variable seen, A81-A85 do a similar thing for a 
possessive pronoun. 

B Ps: Build up answers (6 Ps) 

Several functions are performed in building answers: chunks that are FVs are 
collected into a list, replacing the chunk name with the variable it stands for (B1-B2); a 
check is made for an answer unit (as in, "How many spans ..."), by B3; and the external 
representation of problem variables is collected for output, by B5-B8. Note that the FVs 
are collected in a particular order, by using HASCPRIOR. B2 constitutes a single-
production loop, continually firing until all the ISFV's have been collected onto the FVLIST. 

B5 is also a single-production loop of sorts: the RHS specifies that BUILDREPR is to 
be done, followed by a re-assertion of an ANSWERBUILD2 instance, which causes B5 to be 
examined again for more possibilities, and so on until the variables to be represented are 
exhausted. In the variable-representation collection process started by the B5 BUILDREPR 
assertion, since several variables may be equivalent, and since those that are equivalent 
have the same expression but not necessarily the same string representation, HASCPRIOR 
sequencing is used, so that the first representation seen in the scan is used as the 
collected list (the second HASREPR argument). 

I Ps: Information gathering (13 Ps) 

These Ps are not part of Studnt proper. Rather they monitor Studnt's progress by 
counting operators, variables, equations, and FVs, and by estimating how many more of 
those are likely to be found, assuming the worst case. These counts and estimates are 
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recorded in SPACESI7ES instances. The information as recorded was at one time used to 
attempt to measure the contribution of each P-firing towards reducing the combinatorial 
possibilities of the final output of the process. Thus, as each piece of new information is 
added, more is known about the form of the output, in terms of a reduction in the number 
of a priori possibilities. On the basis of that reduction, the ultimate H value M of each P 
might be measured, with due account being taken of the fact that it depends on outputs of 
previous Ps, and so on. 

X Ps: Examples for testing (27 Ps) 

Each X P contains the initial data for an example, including signals to start the Studnt 
processing. These tests are in sets of three, so that during testing, only a small amount of 
storage is taken up by problem statements. The modules represented by the EXPR's were 
loaded separately, and after testing, deleted, before loading the next set. Each test uses 
the macro INITPROB to translate from a string representation into a sequence of 
predicates with arguments, for the internal representation. INITPROB is explained in a 
comment at the very beginning of Appendix B. 

B.5. Description of the predicates 

In the following alphabetical listing of predicate descriptions, conventions on the 
types of arguments have been adopted to shorten the descriptions and to ease 
comprehension. Unfortunately, this typing is not done in exactly the same way in the body 
of the program (its value was not realized soon enough). Six argument types are 
distinguished, based on the first letter of the argument: 

c: chunk; a chunk is a sequence of tokens linked by LEFTOF which forms 
a unit. 

I: list structure, 
n: number. 
p: position in string; each position is represented by a token, for which 

various properties can apply, 
w: word; the external name for a chunk element, e.g. "TIMES", 
x: other, to be explained with specific uses. 

Arguments that are multiply used within a predicate description are numbered. If numbers 
for different types correspond, then the arguments also correspond, for instance, 
(c l ,c2 ,p l ,p2) refers to two chunks, and two positions in those chunks, with p i in c l , and 
p2 in c2. 

The reader can refer to Appendix C to find names of Ps (Appendix B) that use these 
predicates. 

» 

AGEC0MP(pi,p2) loop status for comparing age variables in an age problem to sat if a now one is 
the nam* as one already seen; (he tokens at pi and p2 are to be compared next. 

AGECOMPFIN(p) eignel that an age variable comparison has been inltiatod, for a now variable 
starting nt p; creates a new AGEREF if not removed by the AGECOMP loop. 

AGECOMPREM(p) doleto all AGECOMP sifnets, sinr* the test has failed. 
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AGEOP(p,c 

AGE0PNEE0<pl.p2,p3,1 

AGEPO$SCOL(pl,t,p2 

AGEPROB(x 
AGEPRONCOUp Up2 

AGEREF(p,n 

AGEREFCHK(p 

AGEREFCNKn! 
ANSUNITCHK(x 

ANSWE«BUllD(x 
ANSWE«BUllD2(x 

ASCAWx 

BUILDREPR(x 
CHTCOUNTED(cl,c2 

CHTESTED(c,n 

CHUNKENDKp.t 
CHUNKENDR(p,c 

CHUNKlEWn: 
CSPUT(c,pl,p2 

DEFOPUST(n,w 
DElAYEXPND(x 

ENDMARK(p 
EOCHUNKTEST(ci,c2,plfp2 

EQVARCHUNK(cl,c2 
EQVARREMIXc 

EQwww(p 
FVUST(x,l 
FVSCANKp 

FVSCANEND(p,c: 

HASCPRIOR(c,n 

HA8EXPR(c,x 

HA5!S(c,p 
HASOP(c,w 

HASOPrn<c,p 
HA$PREC(p,n 
HASREPR(x,i 

HASSQUARE(c,p 
HASSQUARED(c,p 

p statin an age operator for c; the operator may be used later in the chunk to 
modify an npo variable that is otherwise unqualified. 
collet thn words of an AGEOP, as lis! I, wilh current collecting poDilion p3i the 
result will fill in between pi and p2. 
collect words starting at pi into I; result is to replace the possessive pronoun 
at p2. 
x is an age problem; this enables special heuristic transformations and processing. 
collet words starting at pi into I; result is to replace the pronoun nt p2. 
p in the starting position of on age variable with priority n (lower means seen 
before); en nge variable io any age problem variable which starts with a person. 
phrono starting at p is to be checked to see if it is • new distinct aft variable 
(AGEREF). 
count AGEREF's, for assigning priorities to now ones, 
check for creation of an ANSUNIT, in the process of anewer-buiWint for problem 
x. 
signal that the nnnwor-buikling process eboukl bogin for problem x. 
signal the check for initiation of the collection of the external representation of 
variable, in nnnwor-buikling, problem x. 
do proliminary check for keywords signifying an age problem; x is the current 
problem. 
buikl up the external string representation for variable x. 
in the variable-test counting process, marks cl as having been counted wilh 
respect to tests on c2 
c has been tooted with respect to n other chunks; initialized to 1 to include c 
itself. 
element at p is at the left end of c. 
element at p is at the right end of c. 
current length of current scan chunk in n; used in I Ps. 
chunk c in to bo split into two chunkn, with pi directty to the left of the 
oporator phrnno at the split, and p2 directly to the right, 
the n'th definite operator found in w. 
Psnlrt primitive for delayed oxpnnr.ion of a PSMACRO; used here because of 
innertion of new, variable text during the problem runs. 
an omt of the problem text string io at p (left or right oral). 
toot for equivalence between cl and c2, which are assumed to be variables. 
cl and c2 represent the same variable. 
signal that all EQVARCHUNK's have been removed from consideration in the 
variable comparisons. 
the word at p in the string is equal to "www". 
I in a lint of FVs for problem x. 
signal to initiate check for special FV transformations at p. 
p in c marks the end of an FV; results in the set-up for another FV to follow, or 
in detection of the end of the input string. 
c has priority n; lower means seen first, if the chunk was created in the initial 
scan; otherwise a higher value is given to the left chunk than to the right, whon 
a chunk in split in two; values from later oplita are higher than for earlior ones, 
c has expression x; x is either a token referring to a variable, or a list structure 
for the expression. 
c hen IS aa highest precedence element, at p. 
c has oporotor with name w; thin will be used in constructing the output 
expression 
c han OPrn, for m « 0 1 2, as highest precedence element, at p. 
p has precedence n. 
x has external representation I; usually the Nat of words for the token x of a 
variable chunk 
c has highest-precedence oporator SQUARE, at p. 
c has highest-precedence oporator SQUARE0, at p. 
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MASUOPCHUNK(p,c) p in a unary oporotor dummy, set up io hokl • position in c white the unary 
opcnotor expression it represents is parsed; result will replace the dummy as an 
opoiand in c. 

HASVERB(c,p) c has a vorb as highest precedent* element, at p. 
H)GHPREC(c,n,p) the highest precedence for c is n, at p. 

IFDELETED(x) signal that an IF has been doletod in the scan; x is a dummy argument. 
INCHUNK(p,c) element at p is in c. 

ISANSUNIT(w) w in the unit in which the annwer is to be expressed; before the annwer-buiklinf 
p f o c c s D , it is juut a position in the string. 

ISCHUNK(c) c in a (new) complete chunk; innerted after the entire chunk has boon initially 
scannrd, or after it has been renamed as a result of the splitting process. 

ISDEUM(p) p is a delimiter. 
ISEQN(c,x) c in an aquation, with expression x. 

ISFV(c) c in an FV. 
ISIS(p) p is "in"; uced to establinh precedence value. 

ISOPrn(p) p is oporotor of class m, m « 0,1,2; used to establish precedence value. 
ISPF.RSON(p) p is a porton 

ISPI.URAL(p,w) p is the plural form of w. 
ISPOSSPRON(p) p is a poonessive pronoun (only age problems). 

ISPRON(p) p is a pronoun (only ago problems). 
ISOWORD(p) p is a quontion-word 

JSRF.FKXPR(c) c in a reference expression, io, a candidate for a future "this"; c is either a 
sentence that isn't an equation or the subject of a sentenoe. 

ISSCANCHUNK(c) c is currontly being scanned; it is not an FV. 
ISSCANFV(c) c is an FV, and in currontly being scanned. 

ISSINGULAR(p) p is the ningular form of some word. 
ISUOPDUM(p) p io a unary oporator dummy, see HASUOPCHUNK, 

ISVARCHUNK(c) c is a variable chunk, ie., no operators, a noun phrase; thie is a signal for 
initiation of variable comparison processes. 

ISVERB(p) p is a verb. 
LABELF(cl,n,c2) cl is labeled finished, expression-tree (eve) n, parent c2. 
LABEI.li(cl,n,c2) cl is labeled unfininhed, expression-tree level n, parent c2. 

LEFTOF(pl,p2> pi in directly to the left of p2. 
LRENAME(p,cl,c2) cl ie renamed to c2, current position p, proceeding to the loft from p. 

MODLEN(n) modify the length of the string of the problem by n; used for estimating apace 
sires in 1 Ps. 

MODLENC(x) x in a dummy argument; a chunk boundary has been reached; the string length 
uned to computo worst-case space-sices (I Ps) can be adjusted based on tho 
length of the chunk just scannrd. 

MXCPRIOR(n) maximum chunk priority number is n; used to assign to each chunk a unique order 
number. 

IMEWDVAR(c) c is a new distinct variable; signal to I Pa. 
NEWEON(x) signals a new equation to I Ps. 
NEWFV(c) c is a new FV, signal to I Ps. 
NEWOP(x) signal that x is a new operator; for I Pa. 

NEWPLOP(x) signal a newly-placed oporator to the I Pa. 
NEWPLVAR(c) c is a newly-placed variable; signal to I Ps. 

NEWREFEXPR(c) signal a new reference expression, to become the ISREFEXPR. 
NEWREFOP(w) signal that w is the oporator of a reference expression, to I Pa. 

NEWSlZE(x) signal that a new space-fire vector needs to be computed; x is s dummy 
argument. 

NUMVARCHUNKS(n) n dintinct variable chunkn are known. 
PLACOPLIST(n,w) the n'th placed operator is w. 

PRECSCAN(c,p) precedence scan is boing done on c, current point p. 
PRECSCAND(c) precedence scan has been done on chunk c; signal to note result and proceed 

accordingly, oithor to split chunk or test as variable. 
PROBLEM(x) x is the name of the current problem. 

B.5 



The Studnt Production System Studnt 

PROBxxx(n.) whore xxx in VARS, EONS, OPS, or FVS; arguments art values contributing to 
spnce-sira as noted in the comments accompanying I I (see Appondix B); INDEF 
ie an estirrwto based on string length of what ie considered the worst case for 
the givon quantity; ie, aseumptiona are made on lengths of entities giving rise to 
the largoot oxpoctod count; DEF reflects actual count ao far found; PLACED 
reflects that an operator or variable may bo determined but its position i n the 
output expression tree remains undetermined 

RRENAMr!(p,cl,c2) cl ie renamed to c2, current ponition p, proceeding to the right from p. 
RTANOPERGOING(c) signal to apply FV tranaformationn when "PERIOD" or "AND" is scanned, 

som?whero to the right of the current Bean position; c ie the current scan FV, 
limiting the scope of the signal. 

RTANDQMGOING(c> similar to RTANDPERGOING, for "AMD" or "QMARK". 
RTDOESGOING(c) similar to RTANDPERGOING, for "DOES". 

RTDOGOING(c) similar to RTANDPERGOING, for "DO" 
RTHAVEGOING(c) similar to RTANDPERGOING, for "HAVE" 

RTQMGOING(c) similar to RTANDPERGOING, for "QMARK" 
SPACESlZEN(n) the number of space-sire vectors. 

SPACESIZES(n,l) I is the n'th space-sire vector; components correspond to arguments f o r ell of 
the PROBxxxV 

STRINGEQ macro for generating strings of EQwww's, LEFTOF's, etc. - see comment in 
program tinting. 

STRINGINS macro for generating strings of EQwww's, LEFTOF's, etc. - see comment i n 
program tinting. 

STRLENGTH(n) the length of the input string remaining to bo scanned. 
TANt)DIFF(c) trannform "AND" in c to "MINUSS", since the difference oporator has preceded it. 
TANDSUM(c) trannform "AND" in c to "PLUSS", since the SUM oporator has b o o n s o o n . 

TBYJS(c) trannform "BY" to "IS" as requirod by "EXCEEDS" 
TFASCAN(p) signal to check for epoci*! age-problem transformations. 

TFASCANF)N(p) signal completion of TFASCAN at p. 
TFOUT(pl,p2> rearrange the TFSCAN poinlors that uned to b e a t pi, to be at p2; necessary i n 

6on>? tranaformationn that actually re-order the string. 
TFOUTDELAY(pl,p2> do a TFOUT on pi and what bocomes to the left o f p2, after insertion of 

generated, variable text. 
TFOUTLEN(pl,p2,n) TFOUT with a string length adjuntment of n. 

TFSCAN(p) signal to initiato chock for string tranaformationn at p. 
TFSCANFlN(p) signal completion of TFSCAN at p, ready for next step in the scan process. 

TGSCAN(p) signal to initiate check for dictionary tags st p. 
TGSCANFIN(p) done with TGSCAN at p, record precedences or do FVSCAN; also a special signal 

to initiato the scan to begin the problem 
TGSCANFIN2(p) completion of initial scan processing at p, ready to move acan pointor. 

THErRCOLL(pl,p2,p3,p4,l) collrct an age variable starting at p3, currsnt collection position p4, list of text I, 
to bo innerted along with other variables between pi a n d p2 whon collected. 

THElRCOLLD(pl,p2> age reference starting at pi has boon collected, for "THEIR" which io t o bo 
replaced at p2. 

THEFRRI:.F(pl,p2> a signal to collect a lint of all ages seen B O far, which are referred to b y 
"THEIR", and put them between pi and p2 when collected. 

THEIRREFI.O) a lint of all toxt collectod so far for a "THEIR" replacement; each variable is 
collected separately end then added to thin lint. 

THISTESTEO(c) the variable tost for "THIS" has been done for c; signals the initiation of the 
match of c against other variable chunks. 

UNTESTED(c) c in not tentod with respect to equivalences with other variables; signals for the 
first of a series of tests to bo started. 

URENAME(<l,c2,p3,p4,p!5> cl, which in the operand for a unary oporator, is t o b o renamed t o b o c2; 
renaming iB currently at p3, to be terminated a t p4; o n termination, the chunk is 
to bo split at p5. 

VARCHCOUNT(cl,c2) signals failuio of equivalence tests of cl with respect t o c2; chunks are countod 
after being tested. 

VARCLEANUP(c) clean up assertions having to do with the testing of c, since the result is known. 
WCOLLECT(c,x,p) collrct words for c, with expression x, at p. 
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WOR0EQ(p,w) the w o r d at p ie w. 
WORDINS macro for generating EQwww and WORDEQ for a ttring poaition ~ sea comment 

in program listing. 

B.6. Conclusions on the implementation 

This subsection considers the following aspects: validation, program control, 
representation, and efficiency. First, in order to verify that Studnt is close to the original, 
Appendix E gives the results of test runs on 27 problems as given in the original 
publication. All of Studnt's answers are acceptable approximations to the solutions 
produced by STUDENT. These tests used all of the Ps of Studnt except: S65, T3, T6, T7, 
T19, T20, D l , D9, D13, D in , D65, D67, D75, D87, P8, P28, P65, M30, M50, C5, C50, C52, 
V21, A3, A15 (that is, 25 out of about 260). There is no essential difference between 
these Ps and Ps that were actually used for the tests, so that this deficiency is not 
serious. 

Programs written in Psnlst must use data signals to provide control, as is the case in 
all PSs. Several features of Psnlst are useful in coordinating control signals. The main one 
is its stack memory, :SMPX, which is a temporary memory that effectively orders new 
elements of the Working Memory by their recency of assertion. Ps are selected for firing 
on the basis of this recency order, with those using the most recent data selected first, 
and with others pushed down in the stack until all the consequences of the newer data 
have been considered. The recency order is specified by the left-to-right order in RHSs 
of Ps, such that the left-most assertion is considered to be the most recent. If a data 
instance is re-asserted at some time after its initial assertion, it is given a higher position 
in the recency order, corresponding to its most recent assertion. This re-assertion is 
analogous to data rehearsal in other systems. Another Psnlst feature is that when a P is 
selected for matching, it may fire more than once, as opposed to firing once, allowing other 
Ps to be examined relative to the new data from that firing, and then returning to consider 
other possible matches that were available at the time of the original match. That is, all 
possible firings occur, in arbitrary order, before proceeding. Thus a set of Ps 
representing steps in some process can be working on more than one input element at a 
time, with multiple firings giving the appearance of parallel sequencing on the inputs. 

In Studnt, control passes in various flexible ways between: S Ps and T, A, D, and F 
Ps; P and C, M, and V; C and R; M and R; R and P. The I Ps are evoked by most other 
groups. Appendix D gives a picture of the changes in control. The recursive nature of the 
parsing process, that is, the maintenance of the tree structure of the chunks, is encoded in 
the labels attached to chunks as they are split Strict control sequencing is exhibited in 
the initial scan processing (S Ps), in the splitting of chunks (PIO), in the variable 
comparisons (V Ps), and in the answer-building (B5). That is, the S, V and B Ps use 
specific signals to perform definite sequences of steps in fixed orders. The chunk-splitting 
process orders the chunks by attaching to each a numerical priority, and then processing 
according to that, resulting in the appearance of a stacking mechanism. The sequencing of 
the main scan, with control passing from S to (and from) T, A, D, and F Ps makes use of the 
stacking mechanism of :SMPX to order the consideration of process initiation and 
completion signals, which are emitted simultaneously by S Ps. That is, an S P emits both 
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an initiation signal and a completion signal, with the initiation signal processed immediately 
and Ihe other stacked in :SMPX for consideration after everything relating to the initiation 
signal has been completed. Many looping processes were noted : P20-P29, C20-C22, two 
in the R's, V5-V60, several in the A's, and two in the B's. A loop can easily maintain tight, 
control by using a special signal which is asserted first in its actions, and which is only 
used by other Ps in the same looping process. The mechanism of re-asserting data to 
cause re-examination at some later point is used twice, in PIO and in B5. Multiple firing of 
Ps is used to advantage in three places, V25, A63, and A67, and special care is taken to 
prevent it in V55. In V25, for instance, a new variable is compared to all previous ones, 
with the set of previous ones considered all at once instead of serially. In summary, we 
see that in an environment without conventional control primitives it is straight-forward to 
achieve a variety of flexible control facilities. 

The unstructured Working Memory of Psnlst is intimately connected with Studnt in 
two ways. The number of items in the memory is much larger than is efficiently stored in 
the linear Working Memory of other PSs. The range of Working Memory size for the Test2 
example is from 115 to 321 items (these are initial and final figures, since no intermediate 
values are known, but no significant differences are expected for more accurate 
monitoring). The final memory size for Test 16, the biggest test, is 765. The :SMPX 
mechanism narrows the focus of attention to a small portion of this mass, but even :SMPX 
becomes relatively large. For instance, the maximum number of :SMPX entries for Test2 is 
126, but this is probably much larger than the number of distinct memory items that are 
referred to, since a data item occurs in many entries. Very little effort was made to limit 
the memory size, since the interpreter is capable of handling such magnitudes efficiently. 
Thus, these figures should not be taken as representative. The second effect of the 
Working Memory is that it is more general and more cumbersome than the special string 
representation used in STUDENT, but the benefit of making everything more explicit 
counteracts that minor difficulty, as we see in Section C. 

The execution times of the tests given in Appendix E are in the range from 2 
minutes to 20 minutes, with the average around 5.6 minutes (on a PDP-10 computer). This 
is within an order of magnitude of what would be considered reasonable times for these 
tasks as performed by humans. One might expect a computer with the limited knowledge 
that STUDENT has to do an order of magnitude better than that, so that PSs seem not 
particularly speedy^. Two things might easily make this order of improvement: more 
efficient implementation of the interpreter, and some way of compiling Ps (they're run 
interpretively at present). Also, the efficiency limitation may not be as serious as it 
appears, because one might argue that as more knowledge is added, little is .added to total 
run time, since the number of applications of Ps in doing a. particular task would not 
necessarily go up significantly. This assumes that not much is added to the time required 
for selection of the next P to fire. This is reasonable based on limited experience so far, 
which indicates that the ratio of examinations to firings is fairly low. (Humans probably 
have no problem with huge amounts of knowledge because of some parallelism in the 
recognition-selection process.) It also may be that new knowledge would interact only 
slightly with existing knowledge, so that there would be little interference with, the 

# These times are in the right range for humans; the only STUDENT figure is that it took 
less than a minute (on a 7094) to do the age problem TEST6, which Studnt does in about 
7.5 minutes, about a factor of 20-30 slower. 
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selection processes. That is, things that are relevant to present Ps would only rarely be 
relevant to new ones#. Memory usage is on the average about 95K 36-bit words. About 
35K of that is devoted to the Lisp and Psnlst interpreters. 

<s> This is similar to the problem space closure concept in Newell and Simon (1972). chapter 
14, pages 819-820. 
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C. The Knowledge in Studnt 

The primary results presented in this section are based on viewing Studnt as the 
result of a knowledge encoding process. Philosophically this view is similar to McCarthy's 
Advice Taker proposal (1958), which laid out a plan for a general program that could 
modify its knowledge and its internal working procedures in accordance with advice given 
externally, The details of McCarthy's proposal were expressed with reference to a 
systematization of common sense knowledge as declarative statements in predicate logic, 
whereas the present approach expresses knowledge informally in unrestricted natural 
language and has a PS program as its target. That is, Studnt is analyzed as if it were the 
result of the assimilation of a large number of knowledge statements (KSs) in natural 
language. These KSs are shown to interact with each other to form the encoding of the 
knowledge as a PS. 

The general strategy taken here is appropriate when viewed in the framework of a 
knowledge acquisition approach to AI. This general approach consists of several steps: a 
precise formulation of the knowledge that it is necessary or desirable for an AI program 
to have; a suitable programming language, interpretable by a computer, for the ultimate 
expression of knowledge as procedures and data; and some way to bridge the gap 
between the external representation and the internal (procedures and data) representation 
of the knowledge. This is to be contrasted with a knowledge generation approach, which I 
believe is implicit in approaches using mechanical theorem-proving techniques, perhaps 
inspired by McCarthy's Advice Taker. Knowledge generation takes knowledge in the form 
of axioms and operates on it according to inference rules, in the hope that knowledge 
sufficient to produce intelligent behavior will result. A generation approach does not 
distinguish the three steps above, in part because the internal and external 
representations are the same; also it is not concerned with exhibiting a full body of 
knowledge, but rather with finding an adequate basis for generation. Since the generation 
approach has not yet been successful, the present approach is proposed as an alternative. 
Since it is a first approximation, some aspects have been alluded to, illustrated, and 
circumscribed, but it remains informally (and vaguely) expressed. Expressing the 
knowledge precisely in any language (natural or artificial) is no small endeavor, and it is an 
activity that has not been carried out at the present scale by any previous work. The use 
of unrestricted natural language in the present work will be justified below (Section C. l l ) . 

At present, a computer program for the knowledge encoding process does not exist, 
allhough.no insurmountable difficulties in constructing such a program can be foreseen. 
Rather, the knowledge has been obtained by an analysis (also not computerized) that 
represents a dual of encoding knowledge, namely, by a knowledge extraction process. The 
extraction is based on the meanings of the predicates that compose Studnt's Ps. Although 
the KSs were obtained analytically by an extraction process, it has seemed most natural to 
express them as if for use in encoding. Of course, Studnt is the result of an encoding 
process, but there is no basis for saying what the author had in mind during that original 
encoding, since accurate records were not kept. 

The KSs fall quite readily into three major classes, which will be referred to as the 
N class, the Q class, and the Z class. The N-class statements (IMs) contain all of the task-
oriented knowledge, for instance, knowledge about how arithmetic expressions are 
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represented in natural language, how to recognize a specification of which variable is to 
be solved for, how to transform idioms, and so on. Most of the description of Studnt in the 
preceding section is at this level, loosely speaking. To organize this knowledge, we will 
use and augment slightly the concept of problem space (Newell and Simon, 1972, chapters 
3 and 14), and we will refer to N statements as being at the problem space level. 

Q-class statements (Qs) deal with implementation knowledge. These define terms 
used at the problem space level and provide a collection of programming techniques 
suitable for the requirements of the problem space. The Qs are stated in a sufficiently 
general way to be useful in conjunction with other problem domains than Studnt's domain 
and with other programming languages besides Psnlst. 

The Z class of statements (Zs) deal with Psnlst control constructs, namely the special 
control features of Psnlst that affect the actual form of the Ps. The present analysis 
neglects other Psnlst features such as syntax and the properties of P conditions and 
actions; this level is suppressed because of its straight-forward, routine nature. 

In addition to the three classes of KSs that comprise the abstract content of actual 
Ps, a fourth, concrete component is central to the analysis: the predicates, which are the 
problem-specific programming constructs. The knowledge extraction process is entirely 
dependent on the predicates' meanings (see the preceding section) for forming the KSs. 
The knowledge encoding process as presently formulated takes the predicates as given, 
and uses them at the appropriate (near-final) step in building the Ps. The predicates are 
the basic expressive primitive* for all the KSs, so that their meanings span the three 
classes (N, Q, and Z). 

The division of KSs into Ns, Qs, and Zs raises some interesting questions relating to 
what kinds of KSs might be necessary to augment Studnt's capabilities and relating to what 
might happen to the contents of each class as shifts to other programming languages, 
other task domains, and so on, are considered. But the division has also led to the 
hypothesization of a more general model of knowledge acquisition. The model puts the N, 
Q, and Z components into a larger framework, and indicates the location of some 
interesting topics for further work. It is used to display the interdependences of those 
three classes, it makes more explicit what other knowledge is needed to complete the 
knowledge encoding process, and it allows questions about the origins of the Ns, Qs, and 
Zs to be posed. In particular there are interesting questions relating to the formation of 
the problem space that is the basis of Studnt. Finally, the model of knowledge acquisition 
makes contact with work by other researchers. 

This section commences by presenting a model that can be used to give an overview 
of the Ns; the model describes the knowledge at the problem space level abstractly, and 
provides a basis for determining the relationships of various subsets of KSs. A definition 
of problem space is included in that discussion. Section C 2 goes through the knowledge 
encoding process for a particular P, illustrating how KSs interact and how contact with 
Studnt predicates is made. The interactions of KSs in forming a selection of other Ps is 
given in Section C.3, illustrating the uniformity of the encoding process over all of 
Studnt, and raising the question of "bugs" that became evident. The encoding process is 
summarized in Section C.4. We then shift the focus to the division into Ns, Qs, and Zs, 
giving abstract characterizations for the Qs and Zs to parallel the model given in Section 
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C . l ; other aspects of the division are discussed at the same time. Section C.6 returns 
to the topic of knowledge extraction, the preceding subsections having laid a foundation 
for the necessary details. The more global view provided by the hypothesized knowledge 
acquisition model is elaborated in Section C.7. The last four subsections, Section C.8 
through Section C l l , give conclusions, comparisons to other approaches, considerations 
with respect to understanding systems, and foreseeable problems in extending this work. 

C . l . Characterizing the content of the knowledge statements 

The Ns are the class of KSs that deal with the knowledge in Studnt at the problem 
space level, namely knowledge about the task environment and how to deal with it 
(problem space is defined more precisely later in this subsection). In other words the Ns 
are a mixture of process-independent facts about the domain of algebra word problems 
and of knowledge about specific methods and control sequences that can be used to 
coordinate the application of the domain facts to produce appropriate problem-solving 
behavior. They are a mixture because they are what is immediately extractable from the 
Studnt Ps. As we will see below in discussing the model of knowledge acquisition (Section 
C 7 ) , the consideration of pure task environment knowledge is one level removed from 
the problem space level, and in any case the problem space level cannot be bypassed, as 
that model is presently envisioned. 

To provide an overview of the Ns and to establish a vocabulary of elements and 
relations, we propose a model, in the following sense. A model is a coherent body of 
objects and relations that represents some more complex structure, in such a way that 
manipulations (relations) on elements of the model correspond to manipulations (relations) 
on elements in the modelled structure. A model generally abstracts, suppressing some 
elergents and relations and thus emphasizing others. In this sense a flowchart is a model 
of the control flow of a process. 

The model of the Ns gives a global overview, grouping the Ns according to their 
more global function. For instance, key terms in the model (for instance, "chunk") are 
defined at some point, have relations to other terms, are manipulated or transformed, and 
so on, in ways that are clearly specified in the model. For more detail, the model provides 
pointers into the actual subsets of Ns. The presentation of the model at this point should 
help the reader to place the Ns that occur in the following subsections in perspective; the 
model is also essential to the identification of this level as the problem space level. The 
model is central to the knowledge encoding and knowledge extraction processes, but in 
ways that are difficult to pinpoint given the informal stage of the present analysis. That 
is, the use of such a model was evident at many places while the analysis was being done, 
but a clear picture of its use did not emerge; it probably will not do so until the processes 
are automated. We will discuss this further below. 

The model of the Ns consists of statements a. through p. below. The objects in 
square brackets, such as [NS6-NS10, NS13], are sets of KSs that are elaborations of the 
associated model statement. The KSs are listed in full in Appendix F, and they will be 
discussed further in the subsections following this. 

a. Input: a sequence of "words", each occupying one "position". 
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b. Output: a set of "equations" composed of "expressions" consisting of 
algebraic variables (domain: real numbers), real constants, and 
common arithmetic operators; a list of specific variables whose values 
in the solution of the set of equations is sought, with an optional 
"answer unit" in terms of which the answer is to be expressed; a set 
of assumed equivalences between sequences of words that stand for 
algebraic variables. [NI31-NB3]. 

c. For every sequence of words there is a desired (canonical) form, to 
which the sequence is transformed. [NT1-NT32, NM9-NM11]. 

d. A word may belong to one of several classes of words; other 
operations that depend on the word may use its class membership 
properties. [ND1-ND14, NM13} 

e. The operations of transforming the input sequence and assigning 
words to classes are correct only if done in particular order relative 
to each other and within the word sequence; this sequencing is 
achieved by the "initial scan". [NS1-NS5, N S i l , NS12, NS14, NP2, 
NCI 5], 

f. The sequences are broken into "chunks" according to membership of 
words in particular word classes, and according to interrelationships 
between the words in these classes. 

g. The first subdivision into chunks is based on membership of 
boundary words in a set of classes distinct from the classes that 
determine further subdivisions. [NS6-NS10, NS13]. 

h. Further subdivision of the chunks is conditional on certain class 
memberships, i.e., there are two ways of proceeding from the first 
subdivision. [NS4, NS5]. 

i. Under the first kind of further subdivision, the chunks are subdivided 
according to the properties of words of the "operator" class, and 
according to relative positions of these, as determined by a "scan", 
with each resulting chunk associated with the operator which formed 
its boundary as an "operand"; when a chunk is subdivided, the chunk 
membership property of the operand parts is changed by "renaming". 
[NP1, NP3, NM1, NM8, NC1-NC10, NC15, NR1, NR2]. 

j . One class of words requires a chunk to be rearranged in specific 
ways before it can be subdivided into variables and operators; i.e., 
"verbs". [NM2-NM7, NM12]. 

k. The resulting chunks and operators are then arranged as expressions 
in a tree structure (the tree structure is thus also determined by 
class memberships of its operators); such a tree structure with the 
operator "EQUAL" at its top node is an equation. [NC11, NCI2, 
NCI 7]. 

I. A chunk that can be subdivided no further is termed a "variable"; 
variables which have similar word-sequence structure are assumed 
to refer to the same algebraic variable; similarity is determined by a 
set of rules; a variable may also refer to some previous expression. 
[NP4, NCI4, NCI6, NV1-NV18]. 

m. The second type of subdivision is determined in ways specific to 
particular word configurations; its result is the second output 
component, i.e., the list of variables to be solved for, termed "FVs". 
[NFI -NF9] . 
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n. An input sequence that is recognizably of a particular class, "age 
problem", undergoes special transformations in addition to those 
normally applied in reaching the desired (canonical) form for 
sequences of words. [NA1-NA1 1, IMA 13]. 

o. In an age problem, certain segments of text may be copied from one 
position to another, dependent on class memberships or on the 
presence or absence of particular word sequences. [NA12, NA14-
NA17J 

p. The result of certain of the above operations is that certain 
estimates of the size of the space of possible outputs can be made 
or adjusted. [NII-NUO]. 

The concept of problem ;.£ace arose out of the need to describe the space in which 
human problem solving activity;:-; take place (Newell and Simon, 1972, p. 59). In particular, 
it is essential to be able to describe the possibilities for the behavior, rather than being 
limited to describing only the actual behavior. As originally formulated (Newell and Simon, 
1972, pp. 810-811) a problem space has five components: (1) a set of elements, each 
representing a state of knowledge about a task; (2) a set of operators that produce new 
elements from existing ones; (3) the initial element; (4) the desired element or set of 
elements, to be reached from the initial element by applying operators; (5) the total 
knowledge available, which ranges from temporary dynamic information to long-term 
reference information. This can be seen to be similar to a general formulation of the 
heuristic search method (see, for instance, Newell, 1969), but there are differences. In 
human problem solving, a set of invariant features that are restrictive compared to 
heuristic search hold for problem spaces: the set of operators is small and finite (or 
finitely generated); a new knowledge state is produced every few seconds or so; and 
backup (the set of elements that can be returned to) is very restricted. Also,'as we will 
illustrate below, the Newell and Simon definition allows the existence of plans that can give 
varying amounts of direction to the search. The instantiation of the problem space 
concept for Studnt presented below has ordered components (3) and (4) before (1) and 
(?); it has combined (1) and (5), since there is in Studnt no need for any distinction in 
knowledge states; and it has added two components (e' and V) whose presence will- be 
further discussed below. The following gives Studnt's problem space by referring to the 
model of the Ns above. 

a'. The initial state of knowledge is statement a. 
b \ The problem or desired state is b. 
c\ Elements, or knowledge states: the partially processed input string + 

all of the internal symbol structures pertaining to the problem. 
d\ The operators, which produce new elements: 

i. initial-scan operator set: transformations, dictionary tags, and 
segmenting: statements c, d, f, g, n, and o. 

ii. FV-segmentation operator: m. 
iii. parsing operator: scanning and splitting chunks, building 

expressions: f, h-k. 
iv. variable-matching operator: I. 

e \ Plans: e; sequencing implicit in g-m. 
f. Monitoring transitions to new knowledge states: p. 
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Two features of this problem space description deserve closer attention. First, 
something needs to be said to justify the size of the operators chosen, since the operators 
are sets of Ps. Studnt fortunately has a set of Ps that monitor the knowledge state as 
major new information comes in, the I Ps, providing a natural dynamic boundary for the 
operators. To briefly reiterate the function of the Fs, they are connected with measuring 
the size of the space of possible outputs at any point in the process of solution. For 
instance, at some point, we may know that there are two equations, five operators, and 
four distinct variables, which determines a finite number of possible outputs (the task of 
Studnt being to reduce that number to one). Further support for this division into 
operators comes by assuming 50 milliseconds for each Working Memory action of the 
process, and then computing the time this gives for each dynamic operator segment. The 
result (measured on a typical example) puts the time within the three- to five-second 
range observed by Newell and Simon (1972) for comparable problem space operators in 
general human problem solving. In particular, on the problem TEST2, the P 13 fires about 
3 0 times, and there are about 2100 Working Memory actions, giving 70 actions between 
firings of 13; 70 X 50 milliseconds « 3.5 seconds. These figures are approximate, and 
actually only about two-thirds of I3's firings are meaningful as operator boundaries (it 
fires more than once at some boundaries), but this still gives five seconds as the result. 

The second feature of the problem space that needs to be discussed is the 
existence of plans, point e' (e. in the model). A plan is some kind of explicit control that 
guides the applications of operators (Newell and Simon, 1972, pp. 822-823). At one 
extreme of planning in this sense is a specific algorithm that is guaranteed to achieve the 
desired result. The main plan in Studnt is the initial scan, which rigidly controls the order 
of application of the operators by moving a scan pointer along the input string from left to 
right. A plan controls the ordering of the operators in the initial-scan operator set. If we 
remove the sequencing assumptions in these plans, we get a process with more of a 
heuristic search structure, with various orderings tried according to some search scheme, 
and with some way.of ordering the resulting end products in order to pick the best. Some 
search is necessary as is illustrated by the phrase "30 per cent of". "Of" is changed to 
the operator "times" if preceded by a number, and "30 per cent" becomes "30". Clearly 
two different results obtain depending on the order of testing for "per cent" and "of 
preceded by a number". An interesting problem for further research is the transition from 
a planless process to the final Studnt, and in particular, whether plans are added bit by 
bit, with processing taking advantage of pieces of plans wherever possible, and searching 
otherwise. To investigate this further, the PS formulation, with all control explicit in the 
data state and in P conditions, seems more suitable than standard control structures. 
Formulating Studnt as a problem space in this way serves to organize the model (at least, 
for purposes of exposition), it points out interesting research questions, and it makes 
contact with other research in problem solving that will be discussed in Section C.7. 

C.2. Knowledge interactions in forming a production: S13 

We now present an example of the knowledge encoding process as it is envisioned 
for an important Studnt P. The implied form of the encoding process, however, is not 
nearly as important at this stage as the KSs themselves and how they can be seen to 
interact. The following briefly introduces the process, postponing a more exact discussion 
until examples are presented. 
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The knowledge in a P is built up around a particular KS, its principal The P 
results as parts of the principal KS refer to subjects of other KSs, thereby causing them 
to interact with it, defining its terms and elaborating the conditions under which it applies. 
A particular N interacts with other Nr. to give the total intention of the P. Qs and Zs are 
then added as required to define terms, to provide specific techniques, and to make 
contact with the control structure of the underlying language. This process will now be 
illustrated by examining S13 in detail. In case the reader loses the overall structure of 
the following details, the material is summarized in Figure C.l at the end of this 
subsection, and Section C.3 gives a summary in a different form. 

S13 is a P that controls the initial scan of the input problem, invoking the 
transformation process and doing some bookkeeping on the string elements scanned. 

S13; "TF SCAN" :: TGSCANFIN2<X) & LEFTOF(X,Y) & NOT ISDELMX) & ISSCANCHUNK<C) . 
& CHUNKLEN(L) 

TFSCAN(Y) & TFSCANFIN(Y) & INCHUNK<X,C) & CHUNKLEWUl) 
& NEGATE(1,5) & NOT TGSCAN(X); 

where NEGATE(1,5) • NOT TGSCANFIN?<X) & NOT CHUNKLEINKD 

The principal KS for SI.3 is NSUe 1: 

NS1 J. THE INITIAL SCAN PROCEEDS FROM LEFT TO RIGHT IN THE PROBLEM STRING, 
PERFORMING THE FOUR FUNCTIONS®* AT EACH POINT IN TURN, AND ADDING EACH 
WORD SCANNED TO THE CURRENT CHUNK. 

The first phrase brings in Q4: 

Q4 THE PROCESS OF SCANNING INVOLVES MOVING A SCAN POSITION FROM AN OLD 
POSITION TO A NEW ONE. 

To determine the old position, use is made of TGSCANFIN2: 

TGSCANI'IN?<p) completion of initial scan processing at p, ready to move scan pointer. 

The new position is determined by using Q8 which brings in«-*e LEFTOF: 

Q8 PROBLEM STRINGS AND SUBSTRINGS ARE SEQUENCES OF WORDS, READ FROM LEFT TO 
RIGHT, WITH EACH WORD DIRECTLY TO THE LEFT OF THE WORD FOLLOWING IT. 

LEFTOF<pl,p2) p i is directly to the left of p2. 

This has determined everything relevant to the old position of the scan pointer, 

«> Ns are given labels of the form N + initial of a P group + number + occasionally a letter. 
«e> These are defined by separate KSs presented below. 
00® Some of the connections between KSs and between KSs and predicates may require 
free interpretation and detective work on the part of the reader. It is beyond the present 
scope and purpose to be more precise. 
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represented by the first two LHS conjuncts in S13. At a knowledge level that is 
suppressed here, it is understood that "old" would imply something in the condition (LHS), 
whereas the "new" refers to something in the action side of the P. What actually goes into 
the action side for the new pointer position depends on parts of NS 11 that will be taken 
up later, after the interactions from what has been done so far have been discussed. 

Now, the initial scan does not always proceed unconditionally, as stated by NS12: 

NS12 WHEN THE END OF A CHUNK IS SCANNED, THE CHUNK IS COMPLETE, AND THE INITIAL 
SCAN IS INTERRUPTED TOR THE CHUNK SPLITTING PROCESS. 

This interaction results, by indirection, in the third LHS conjunct. First there is an 
association to NS7, which defines how the end of a chunk is recognized: 

NS7 WHEN A PERIOD WITH A DELIMITER TAG IS SCANNED, THE END OF THE CURRENT 
CHUNK HAS BEEN REACHED, IF THE CHUNK IS NOT AN FV CHUNK. 

Using the meaning of ISDELIM, we get the third conjunct: 

ISDELIM(p) p is a delimiter. 

Here, a choice was made on whether the ISDELIM argument should be X or Y, that is, 
whether to interrupt the scan before or after looking at the delimiter of the chunk. The 
choice of X, namely the element just passed, follows from consideration of Q14 (which the 
knowledge encoding process would consult every time such a condition were tested): 

Qin DURING A SCAN PROCESS, WHEN A CONDITION IS STATED IN TERMS OF THE POSSIBLE 
OUTPUT OF SOME PROCESS THAT IS APPLIED AT EACH SCAN POINT, THE TEST FOR 
THAT CONDITION AT A PARTICULAR POINT SHOULD* BE DEFERRED UNTIL THE SCAN 
HAS PASSED THE POINT. 

In this case, one example of a relevant Studnt transformation is stated by NT25: 

NT25 ", AND" TRANSFORMS TO "PERIOD". 

We now proceed to the second phrase of N S l l , which refers to performing four 
functions in turn. This is elaborated by Q5: 

Q5 APPLYING A NUMBER OF FUNCTIONS IN TURN MEANS TO APPLY THE FIRST, AND WHEN 
THAT IS DONE, APPLY THE SECOND, AND SO ON. 

So we need to know what the first function is: 

N5I. THE FIRST FUNCTION OF THE INITIAL SCAN IS TO APPLY TRANSFORMATIONS AT EACH 
POINT IN THE SCAN. 

Since weVe doing a sequence of functions, we look at: 

<& This kind of imperative language is typical of expressing KSs as if to an encoding process. 
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Q1.5 WHEN A SEQUENCE OF ACTIONS IS TO BE PERFORMED, MORE FLEXIBILITY*" IN 
ALTERING THE COURSE OF THAT SEQUENCE OBTAINS BY BREAKING IT INTO 
SEPARATE STEPS, EACH REQUIRING AN INITIATE SIGNAL AND HAVING A 
COMPLETION SIGNAL; THIS BREAKING INTO STEPS IS ESPECIALLY USEFUL FOR 
LONGER SEQUENCES WHERE UNDER VARIOUS CONDITIONS, DIFFERENT ELEMENTS OF 
THE SEQUENCE ARE ACTUALLY EXECUTED. 

This gets us to the use of TFSCAN and TFSCANFIN: 

TFSCAN(p) signal to initiate check for string transformations at p. 
TFSCANFIN(p) signal completion of TFSCAN at p, ready for next step in the scan 

process. 

We use two signals because of: 

Q24 WHEN THERE ARE MANY MORE WAYS OF COMPLETING A PROCESS EVOKEO BY AN 
INITIATE SIGNAL THAN WAYS OF INITIATING IT, THE COMPLETION SIGNAL 
SHOULD BE EMITTED AT THE SAME TIME AS THE INITIATE SIGNAL, IN SUCH A 
WAY THAT THE INITIATE SIGNAL IS EXAMINED FIRST. 

Since the order of consideration of these two insertions is critical, we must make use of: 

12 THE FIRST TWO RIGHT-HAND-SIDE INSERTIONS ARE ORDERED AT THE TOP OF :SMPX; 
WHEN IT IS DESIRED TO DO ONE THING FOLLOWED BY ANOTHER, ORDER THE 
"INITIATE" SIGNALS ACCORDINGLY. 

So, now we have the first two conjuncts of the RHS. 

The final phrase of N511 deals with noting that each word scanned is part of the 
current chunk. This cannot be unconditional, because of an interaction with NSIO: 

NSIO THE PERIOD AT THE END OF A CHUNK IS NOT INCLUDED AS PART OF THAT CHUNK OR 
ANY OTHER CHUNK. 

This associates first to N57 (see above), which says we're testing on "period". By the 
same reasoning as used before, this exclusion also has to be done after the scan on a 
position is done, so the NOT ISDELIM test serves a double purpose. To add to the current 
chunk, we need to know what it is: 

ISSCANCHUNK(c) c is currently being scanned; it is not an FV. 

This is the fourth LHS conjunct, and the act of noting is taken care of by the third RHS 
conjunct, which uses: 

INCIIUNK(p.c) element at p is in c. 

«> The Qs at times express qualitative goals like flexibility and efficiency, rather than simply giving 
absolute direction. 
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The use of ISSCANCHUNK allows us to clean up a loose end regarding the use of NS7. We 
must ver i fy that in fact the end of the chunk has not been reached, and the NOT ISDELIM 
will work, provided this isn't an FV chunk; the definition of ISSCANCHUNK guarantees it. 

This takes care of the central action with respect to NS1I. It remains to consider 
some other associations which are related but are less essential to the main process. NI7 
has to do with scanning, in fact, wilh the number of words scanned: 

NI7 THE LENGTH OF THE PART OF THE PROBLEM AS YET UNSCANNED CHANGES EACH TIME A 
NEW OPERATOR, EQUATION, OR PERIOD IS SCANNED, AND IT CHANGES BY THE 
NUMBER OF WORDS SCANNED SINCE THE LAST CHANGE OR SINCE THE BEGINNING OF 
THE PROBLEM. 

CHUNKLEN is the counter: 

CHUNKLEN(n) current length of the current scan chunk is n. 

To change a counter, we need the old value in the LHS, with the new value as part of the 
RHS. Q6 requires us to delete the old value of the counter: 

Q6 WHEN A VALUE OF A COUNTER IS CHANGED, THE OLD VALUE SHOULD BE REMOVED. 

This gets the sixth RHS conjunct. 

We have not mentioned the fifth and seventh RHS conjuncts, whose purpose is to 
erase old scan signals. The appropriate KS: 

Q3 FOR STORAGE EFFICIENCY, PROGRAM SEGMENTS THAT RESPOND TO SCAN SIGNALS OF 
THE "COMPLETION" TYPE SHOULD ALSO REMOVE THE CORRESPONDING "INITIATE" 
TYPE, AS WELL AS REMOVING THE USED "COMPLETION" SIGNAL, IF IT IS 
POSSIBLE THAT NO PROGRAM SEGMENT RESPONDS TO THE INITIATE SIGNAL. 

There are other KSs that deal with the initial scan, which would be examined, but 
rejected, in the process of building SI3. 

NS2 THE SECOND FUNCTION OF THE INITIAL SCAN IS TO APPLY AGE-PROBLEM 
TRANSFORMATIONS, IF THE PROBLEM IS AN AGE PROBLEM, AT EACH SCAN POINT. 

NS3 THE THIRD FUNCTION OF THE INITIAL SCAN IS TO PUT DICTIONARY TAGS ON WORDS 
AS EACH WORD IS SCANNED. 

NS4 THE FOURTH FUNCTION OF THE INITIAL SCAN IS TO CHECK FOR A NEW HIGH 
PRECEDENCE WITHIN THE CHUNK BEING SCANNED, IF THAT CHUNK IS NOT AN FV 
CHUNK AS EACH WORD IS SCANNED. 

NS5 THE FOURTH FUNCTION OF THE INITIAL SCAN IS TO APPLY THE FV 
TRANSFORMATIONS, IF THE CHUNK BEING SCANNED IS AN FV CHUNK, AS EACH 
WORD IS SCANNED; AN FV TRANSFORMATION IS ANY OPERATION THAT DEALS WITH 
THE DETERMINATION OF FV CHUNKS. 

N56 A CHUNK THAT STARTS WITH A WORD THAT IS A QWORD IS AN FV CHUNK. 
N58. THE FIRST CHUNK TO BE SCANNED STARTS IMMEDIATELY TO THE RIGHT OF THE LEFT 

END OF THE PROBLEM STRING. 
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NS9 WHEN THi; END OF ONE CHUNK IS REACHED, ANOTHER BEGINS IMMEDIATELY, UNLESS 
THE RIGHT END OF THE PROBLEM STRING HAS BEEN REACHED. 

NSJ.3 THE LAST CHUNK IN A PROBLEM IS ALWAYS AN FV CHUNK. 

N52 through N55 are rejected because they deal with functions of the scan other than the 
first. N56 and N513 are rejected because the QWORD tag is the result of the third scan 
function, and is thus unavailable. NS8 is relevant, and interacts with NS11 to produce 
another P, S10. N59, NSIO, and NS12 (the last two were displayed previously) do not add 
to the action because of the exclusion of their conditions with the third LHS conjunct. 

Figure C. l summarizes the interactions between the KSs that form S13 as 
described above. Each arrow represents an interaction, with its origin at the KS (or 
predicate, in one case) that initiates the interaction by requiring further elaboration. 

C.3. Summaries of interactions for selected productions 

This subsection gives summaries of the formation process for a representative set 
of Ps. Since each summary lists only a P and its principal KS, the reader must refer to 
Appendix F, which lists the KSs in full, in order to follow the detail. 

Each summary starts out with a listing of the P and its principal KS. If the P has any 
macros, their expanded form is given. The body of the summary is organized into 
"sentences", delimited by ".", broken into segments delimited by ";". A sentence represents 
closely interrelated processing, with each segment dealing with the determination of a set 
of conjuncts of the P. The conjuncts are referred to by labels such as " L I " and "R3", 
which stand, respectively, for "first LHS conjunct" and "third RHS conjunct". In counting in 
RHSs, EXISTS conjuncts are ignored. Lines giving macro expansions also give labels for 
the conjuncts in []'s to aid in determining referents of labels for the conjunctions 
containing the macros. Within segments, is used to indicate "interacts or combines 
with", a binary operator on KSs; " ->" is used for "associates to". "&" has a higher binding 
power than " ->" , i.e., a & b -> c & d is really (a & b) -> (c & d). These are, of course, to 
be interpreted loosely. Each sentence has as subject its first element; segments that start 
wi lh or " - > " implicitly have an occurrence of the subject. 

The summary of S13 appears first, so that the reader may become accustomed to 
the notation on familiar material. The meaning of "excitatory interaction" is explained 
below. 
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N S U 

NI7 

TGSCANFIN2(X) & LEFTOF(X,Y) & NOT ISDELIM(X) & ISSCANCHUNK(C) 

& CHUNKLEN(L) 

TFSCAN(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1) 

NS1 Q15 024 Z2 

05 

• & NEGATE* 1 , 5 ) & NOT TGSCAN(X) 5 

Q3 Q6 

N S U 

Figure C.l Knowledge interactions in forming S13 
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Summary for S I 3 : 

The following summaries are given to indicate the uniformity and general 
applicability of the above knowledge encoding process to all of Studnt's Ps. T12 is a 
typical initial-scan transformation P, with much simpler structure than S13. M10, C60, and 
C75 deal with the process of breaking down chunks into operators and operands, and then 
putting the completed expressions together to form an equation. F60, F70, and F75 
illustrate the processing of one type of FV form. These examples illustrate the application 
of over half of the Qs, and introduce twenty new Ns, 

The examples also include three "bugs" which were discovered by the knowledge 
analysis (see C75, F70, F75). These are bugs from the standpoint of the analysis, not 
defects in the actual output of the program. The first involves having two Ps with 
overlapping conditions, where a combination of the two into one is more appropriate, and 
is dictated by the analysis. The second bug is an inconsequential incorrect ordering of 
RHS assertions. The third seems more serious, since it is an omission of updating the 
element that denotes which chunk is the current scan chunk. However, its bad effects are 
cancelled by the failure of other Ps to check for or make use of that information. A more 
general discussion of the types of bugs encountered in the process of doing the 
knowledge analysis is below, Section C.4. 
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S13; M TF SCAN" :: TGSCANFIN2(X) & LEFT0F(X,Y) & NOT ISDELMX) & ISSCANCHUNK(C) 
& CHUIvlKLEN(L) 

- > TFSCAM(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1) 
& NEGATE(1,5) & NOT TGSCAN{X); 

where NEGATE(i,5) s NOT TGSCANFJN2(X) & NOT CHUNKLEN(L) [R5, R6] 

principal (model statement e.): 
NS) J. THE INITIAL SCAN PROCEEDS FROM LEFT TO RIGHT IN THE PROBLEM STRING, 

PERFORMING THE FOUR FUNCTIONS AT EACH POINT IN TURN, AND ADDING EACH 
WORD SCANNEO TO THE CURRENT CHUNK. 

first phrase: Q4 -> L I ; Q4 & Q8 -> L2; 
excitatory interaction: N5J.2 -> NS7 -> L3; 

Q14 & NT25 {& others) -> arg of L3. 
second phrase: Q5 -> NSl & Q15 & Q24 & Z2 -> R l , R2. 
third phrase: L4, R3; 

excitatory interaction: NSIO -> NS7 & L4 defn -> L3 
(again, arg as above). 

Q4 -> NI7 -> L5, R4; Q6 -> R6. 
Q3 -> R5, R7. 



C.3 The Knowledge in Studnt Studnt 

Summary for T12: 

T12; "TWICE->TW0 TIMES" :: TFSCAN(V?-1> & STRINGEQC(TWICE),X,Y) 
- > MODLEN(J) & EQ2(V?-1) & W0RDEQ(V?-1,'2) 

& NOT WORDEQ(V?~ 1 ,'TWICE) & STRINGINSC(TIMES),V?-1,Y) 
& NEGATE(AI.L,-2); 

where STRJNGEQC(TWICE),X,Y) H LEFT0F(X,V?-1) & EQTWICE(V?-1) • 
& LEFTOF(VM,Y) [L2, L3, L4] 

STRINGINSC(TiME$>,V?-i,Y) m EXISTS(TI) & LEFT0F(T1,V?-1) 
& EQT1MES(V?-1) & W0RDEQ(V?-1,TIMES) 
& LEFT0F(V?-1,Y) [R5-R8] 

NEGATE(ALL,-2) s NOT TFSCAN(V?-1) & NOT EQTWICE(V?-i) 
& NOT LEFTOF(V?-l,Y) [R9, RIO, R l l ] 

principal {model statement c ) : 
NT 12 "TWICE" TRANSFORMS TO "2 TIMES". 

NT12 -> L3, R2, R3, R6, R7; (checks other NT's, by Q l l , but no effect); 
Q8 -> L2, L4, R5, R8; Q12 -> R4, RIO, R l l . 

"transforms to" -> NSl ••> L I ; Q7 -> R9; Q9 -> args of R2, R3, R4; 
NI9 -> R l (order determined by NI10 & Zl ) . 

Summary for M10: 

M I O ; "CONN « " :: EQIS(X) & HASIS(C.X) & LEFT0F(X,A2) 
& NOT EQMULTIPLJEO(A2) & NOT EQDIVIDE0(A2) & NOT EQINCREASED(A2) 

«=> NEWEQN(X) & CSPLIT(C,X,X) A HASOP(C;EQUAL) & NEGATE(2); 

where NEGATE(2) • NOT HASIS(C,X) [R4] 

principal (model statement i.): 
NC4 A CIIUNK WITH A HIGHEST-PRECEDENCE OPERATOR MARKED, EXCEPT "SQUARE" AND 

"SQUARED" , IS SPLIT INTO TWO NEW CHUNKS, WITH THE LEFT END OF THE LEFT 
CHUNK THE SAME AS THE ORIGINAL, RIGHT END OF THE LEFT CHUNK THE WORD 
DIRECTLY TO THE LEFT OF THE PHRASE REPRESENTING THE OPERATOR, LEFT END 
OF THE RIGHT CHUNK DIRECTLY TO THE RIGHT OF THE PHRASE REPRESENTING THE 
OPERATOR, AND RIGHT END OF THE RIGHT CHUNK AT THE RIGHT END OF THE 
ORIGINAL CHUNK. 

NC4 -> L I , L2; & NM1 & NC5 -> R 3 ; « Q16 -> RR. 
string in condition -> Q l l -> inter with NCI -> L4, L5, L6; 

& Q8 -> L3. 
"equal" in NM1 -> NC12 -> N i l ••> Rl (order by NUO & Zl ) . 
"split" in NC4 -> Q13 -> R4. 
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Summary for C60: 
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C60; "SPLIT CHUNK" :: CSPLIT(C,LOCL,LOCR) & LEFTOF(Xl.LOCL) & LEFTOF(LOCR,X2) 
& LABELU{C,N,P) & MXCPRIOR(M) 

=> EX1STS(CL,CR) & NEWPLOP(C) & RRENAk€(X?,C,CR) & LRENAME(X1,C,CL) 
& LABELU(CL,N+l,C) & LABELLKCR.N+l.C) & HASCPRIOR(CL,M+2) 
& HASCPRJOR(CR,M+l) & MXCPRI0R(M+2) & CHUNKENDL(X2,CR) 
& CHUNKENDR<X1,CL) & NEGATE( 1,2,3,5); 

where NEGATE( 1,2,3,5) • NOT CSPLIT{C,LOCL,LOCR) & NOT LEFTOF(Xl,LOCL) 
& NOT LEFTOF(LOCR,X2) & NOT MXCPRIOR(M) [Rl 1-R14] 

principal: NC4 (see above) 
N C I -> NC5 & Q16 & Q8 -> L I , L2, L3. 
"new chunks" -> NR1 & NR2 & Q53 -> NC15 -> Q19 -> R2, R3. 
NC5 -> Q20 -> L4, R4, R5, L5, R6, R7, R8. 
renaming -> Q21 -> R9, RIO. 
operator placed in expression -> Ni l -> NUO & 13 -> R l , 

order of R l , R2, R3. 
Q18 -> R l l . Q17 -> R12, R13. Q6 -> R14. 

Summary for C75: 

C75; "FINISH SEG =" LABELU(C,N,P) & I.ABELF(C1,M,C) & LABELF(C2,M,C) 
& HASOP(C,X) & SATISFIES(X,X EQ 'EQUAL) & HASCPRI0R(C1,PR1) 
& HASCPRI0R(C2,PR2) & SATISFIES2(PR1,PR2,PR1 ?*GREAT PR2) 
& SATISFIES(M,M EQ 2) & HASEXPR(Cl.Y) & HASEXPR(C2,Z) 

- > NEWREFEXPR(CJ) & HASEXPR(C,<X,Y,Z>> & LABELF(C,N,P) & NEGATE(l) ; 

where NEGATE(l) a NOT LABELU(C,N,P) [R4] 
and <X,Y,Z> converts to the LISP expression (LIST X Y Z) 

principal (model statement k.): 
N C I 1 AN EXPRESSION IS A TREE STRUCTURE OF THE FORM (a b c) WHERE a IS THE 

OPERATOR, b IS THE TREE EXPRESSION FOR THE LEFT OPERAND, AND c IS THE 
SAME FOR THE RIGHT OPERAND. 

NC11 -> L4, L10, L I 1, R2. 
"tree structure" -> Q20 -> NC5 & NC17 -> L I , L2, L3, L6, L7, L8, 

L9, R3; Q33 -> R4. 
"left operand" -> NC14 -> L5, R l . (conditional, others are C70, C78.) 
(in the given KS framework, NCI2 should also be included; reason 

for its absence is related to the growth of the program: 
C70 - C78 were not split into the three conditions originally, 
so that C90 was necessary.) 
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Summary for F60: 
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F60j "FIND FV" :: EQFIND(X) & FVSCAN(X) & ISSCANFV(C) & CHUNKENDL(X.C) 
& LEFTOF(X.Y) 

=> CHUNKENDL(Y.C) & RTANDPERGOING(C) & NEGATE(2,4); 

where NEGATE(2,4) s NOT FVSCAN(X) & NOT CHUNKENDL(X.C) [R3, R4] 

principal (model statement m.): 
NFS A SENTENCE WHICH STARTS WITH "FIND" HAS FV CHUNKS STARTING AFTER THE 

"FIND" AND SEPARATED BY "AND" , AND IT ENDS WITH "PERIOD". 
NFS ••> L I , L4. 
"FV" -> NS5 -> L2, L3; transformation -> Q7 -> R3. 
"find" adjacent to start -> Q8 -> L5. 
removal of "find" -> Q23 -> L4, R l ; last phrase of Q23 -> R4; 

& Q10, inhibited by NF9. 
separator after chunk -> later in scan -> Q22 -> R2. 

Summary for F70: 

F70; "&- . ." FVSCAN(X) & RTANDPERGOING(C) & EQPERIOD(X) & LEFTOF(W,X) 
«> ISVARCHUNK(C) & CHUNKENDR(W,C) & FVSCANENCKX.C) & NEGATE(i,2); 

where NEGATE(1,2) B NOT FVSCAN(X) & NOT RTANDPERGOING(C) [R4, R5] 

principal: NFS, see above. 
NFS & 022 -> L2, L3. "FV" -> NS5 -> L I . 
"period" -> NF2 & Q23 & Q8 -> L4, R2; 

NSIO & N S l l & Q14 inhibits NOT INCHUNK(X). 
end of FV -> NF3 -> R l ; -> Q16 -> R3; -> Q18 -> R5; 

-> N512 -> 12 -> order of R l , R3 (bug: R2 should be after R3). 
transform -> Q7 -> R4. 
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Summary for F75: 

F75; & M :: FVSCAN(X) & RTANDPERGOING(OC) & EQAND(X) 
& LEFTOF(W,X) & LEFTOF(X,Y) 

«> ISVARCHUNK(OC) & CHUWKENDR<W,OC) & EXISTS(C) & NEWFV(C) 
& ISFV(C) & RTANDPERGOING(C) & CHUNKENDL(Y,C) & NEGATE(1,2); 

where NEGATE* 1,2) * NOT FVSCAN(X) & NOT RTANDPERGOING(OC) [R7, R8] 

principal: NF8, see above. 
NFS & Q22 -> L2, L3; & Q25 & Q8 & Q23 -> L4, L5, R2. "FV" -> NS5 -> L I . 
separator ~> NF3 R l ; -> Q25 & Q l & Q16 -> R4, R6; -> Q22 -> R5; 

Q25 new chunk -> Ni l -> R3. 
(bug: missing ISSCANFV update, apparently a serious bug, 

but it works ok because other Ps don't check) 
transform ~> Q7 -> R7; R5 & Q34 -> R8; 

end of chunk -> NS12 -> Rl before R4. 
N i l -> NUO -> Z3 -> order of RHS, except bug, should be R3, R l , R4, R2. 

C.4. Summary comments on the details of the analysis 

This subsection discusses in a more general way the knowledge encoding process 
revealed in the examples just given. Then, there is a short discussion of the bugs that 
were detected in carrying out the analysis for all of Studnt. The reader will need to refer 
to Appendix F to follow the examples used as supporting evidence. 

The knowledge encoding process starts out with statements that are close to the 
abstract model characterization of the target process. That is, particular KSs are selected 
to be principal KSs on the basis of their plan-like nature, as opposed to being simple 
assertions of facts. For example, among the NS7s, N51-5, 8, 11, 12 and 14 are used as 
principal KSs, while NS6, 7, 9, 10 and 13 are not (actually the inclusion here of N56 and 
NS9 needs to be qualified, see below). Similarly, NC2, 4, 6, 7, 10 and 11 are the NC's that 
are principal. It is evident from these examples, however, that it may be impossible in 
general to decide which KSs can be principal without fully working out the interactions, to 
see how the KSs stand in relation to each other. Note that model statement g. (Section 
C . l ) is elaborated almost entirely by non-principal KSs. This may indicate that the 
structure of the model can be helpful in distinguishing principal from non-principal. 
Another common feature of non-principals is the use of phrases like "whenever": NM12, 
NM13, and NF9 are examples. 

Once a principal KS has been chosen, interactions of three main sorts occur: 
definitional, excitatory and inhibitory. A definitional interaction is an interaction in which 
one KS defines a term in another. We have seen a definitional interaction in the use of Q5, 
dealing with sequential application of functions, which is further elaborated definitionally 
using NS1, ultimately obtaining conjuncts Rl and R2 of S13. An excitatory interaction is an 
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interaction between KSs that results in additional specific conditions for the application of 
the principal KS, e.g., NS12 interacts with NS11 to result in conjunct L3, a condition 
element thai excludes the normal scan processing when a delimiter is seen. An inhibitory  
interaction, on the other hand, is one that suppresses elements of Ps; an illustration is the 
interaction of Q10 and NF9 in the summary for F60 above, which suppresses rearranging 
scan pointers on the removal of "find" from an FV chunk. 

The Q KSs interact according to the definitional type of interaction, above, and 
perform two other types of function: erasing unneeded Working Memory items and adding 
programming techniques. These three broad types of Qs are discussed further below, but 
at present we consider how they come to be applied. Erasing Qs are applied after other 
interactions have been completed, and the application is fairly direct from their statement. 
For instance, Q6 applies in the SI3 example to delete the old value of the counter when a 
new value is computed. The programming-technique Qs are more central to the process, 
as is illustrated by the episode which results in conjuncts Rl and R2 of S13. N S U speaks 
of performing some actions in sequence (paraphrasing freely), so that Q15 is directly 
applicable, along with Z2, by virtue of stated application conditions. The justification of 
024 is not nearly so direct, involving aspects of the process which are more problematic. 
That is, it assumes knowledge of a non-local sort, namely that there are many 
transformations (NT's). 11 also is complicated by being cast in PS-like terms, so that 
perhaps it should be classed as a Z not Q. These issues will be discussed further below, 
and need not detract from morn general considerations of how Qs and Zs come into the 
interaction process, as intended by the use of the S13 episode above. The Z KSs interact 
in ways similar to the programming-technique Qs. 

The process of selecting principal KSs and carrying out interactions can be viewed 
as a variant of a goal-subgoal scheme, where a goal might be to form a P from some KS, 
with subgoals generated during the interactions and stacked for later consideration (cf. a 
similar organization, "contingency planning", in Buchanan's (1974) automatic programming 
system). These subgoals arise when interactions are discovered which require KSs to be 
considered as principal KSs, which might not have otherwise been considered as such. Ps 
that result can be termed subsidiary Ps. One example of a subsidiary P whose "principal" 
occurs elsewhere as a non-principal is S65, with principal NS9 (this is, in fact, one of the 
Ns listed previously as exemplary non-principals). Another class of subsidiary Ps 
responds to store-recompute decisions, whereby some aspect is computed by the 
subsidiary P and stored as a data element to avoid repeating the computation. For 
example, S60 is built around N56, which is more assertive than plan-like and thus would 
not ordinarily be a principal KS. Certain kinds of programming techniques require 
coordination of more than one P. The primary example of this is looping, which requires a 
set of Ps representing the body of the loop and another set representing its termination. 
In this case a goal-subgoal organization could be used to keep track of the disjoint pieces 
of program. 

Analyzing the Ps from the standpoint of the KSs in them has resulted in the 
discovery of bugs, of the following five varieties: (1) omission of updates to data 
structures that turned out to be redundant (for example the group, taken together, F75, 
S15, V25 ff); (2) failure to delete properly (C2, F50); (3) RHS ordering not correct, with 
some assertions not important to order placed before ones whose order is important (F70, 
F75); (4) separation of Ps, where combination is possible (C75, C90); (5) awkward 
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combination of Ps, where separation would result in less complexity in P conditions (517-
S35 could be re-organized). The first type, although occurring only once, seems to be the 
most serious (it was discussed in Section C.3). The primary reason that the particular 
example didn't result in errors by the program is the redundancy of the Working hActnoryf 

that is, the Ps that processed the partially erroneous data did not check it for complete 
consistency. The redundancy is due to the overly cautious nature of the problem space 
plans, which dictated the structures to be built during initial scan ( N S i l ) , and the lack of 
the checks on the data structures is due to insufficient tendency of the Ns (in this case, 
NV6) to be associated with checks on data consistency. 

The basic issue here seems to be that in analyzing how a program ought to be 
written within the present scheme, and in comparing that with the actual program, the 
actual program falls short of expectations in ways that can not be tolerated in the output 
of some automatic programming procedure. That is, an automated procedure to produce 
programs in the present scheme would need to (and could be expected to) exercise more 
caution in such situations, producing programs as close to being correct as is possible. A 
further consideration is that the result of the bug's presence is that not everything is 
explicit. That is, effects of changes to the program would not have been noticed at 
locations where no checks occurred but things were by default assumed in good shape. In 
general, this is a bad practice, since PSs are capable of the desired explicitness, and 
should exploit it. It is clear that the second, third and fourth types of bugs are similar to 
the first in these respects. The fifth class of bug is really a matter of programming 
techniques that might have been used to result in less complex conditions, and in general, 
fewer Ps, since separating conditions into distinct sets of Ps makes the possibilities 
additive instead of multiplicative. In some places in the program this principle was applied, 
but the application was not uniform. The knowledge encoding process is expected to 
involve some search in investigating interactions of KSs, in order to decide between 
alternative expressions of program segments. 

C.5. Further characterizations of the knowledge statements 

We now return to the topic of the partition of KSs into the Ns, Qs, and Zs, which was 
introduced at the beginning of this section. The coherence of the N class has already been 
demonstrated by presenting a model for the Ns and by associating that model with a 
problem space formulation of Studnt's problem solving. The Qs and Zs do not appear to 
be coherent enough to construct a model at this time; the structure of the Q and Z 
knowledge will only emerge after a fuller set of such statements has been determined. 
This subsection will group the Qs and Zs into some broad categories, and then discuss the 
N-Q-Z partition with regard to substitutibility of other such sets of KSs for the present 
ones, modularity of knowledge, and augmentation of Studnt and how it affects the various 
classes of KSs. 

The Q KSs can be divided into 3 broad types: definitional [Q4, 5, 8, 25, 53], erasing 
[Q3, 6, 7, 12, 13, 17, 18, (23), 31, 33, 34, 37, (38), 39, 41, 46, (51)] and programming 
techniques [all the rest]. Some of them have secondary meanings which belong in a class 
other than the primary one, and this is indicated in the preceding and following lists by 
enclosing in parentheses. We have seen above that some of the Ns are also of a 
definitional type, so that we must distinguish between the two as follows. Definitions that 
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are problem space dependent, e.g. "the end of a chunk is the delimiter, period", are 
classified as Ns. Qs are intended to be just the opposite, since they define entities that 
can be encountered in many task environments, such as strings and scanning. 

The Qs can also be characterized by primary topic, as follows: 

a. Sequencing, applying functions, communication between processes, 
use of signals [5, 15, 16, 18, 19, 24, 28, 37, (38), (39), (41), 42,(49), 
50, (51)]. 

b. Scanning [3, 4, 14, 22, (26), (31), 44, 48], 
c. Transformations on strings [7, 9, 10, (26), 31, 42, (52)]. 
d. Numeric: counting, ordering, and finding maxima [6, 26, 27, 29, 30, 32, 

40]. 
e. Clean-up operations, attribute erasure [13, 33, 34, 38, 39, 41, 51], 
f. Strings [8, 11, 12, (22), 43, 52]. 
g. Looping [(21), 36, 45, 46, 49]. 
h. Structures: tree, linear, splitting linear ones, separators, renaming 

[20, 21, 23, 25, 53]. 
i. Initialization [1, 2, (27), 47]. 
j . Use of a dummy as a place-holder [35]. 

Topic a. is the topic which may appear to have the most dependence on PSs, so that 
something more is required Io justify any claims for generality. That topic's Qs are stated 
in terms of processes with two kinds of associated signals, initiation and completion, with 
the former emitted by the evoking process, and the latter by the evoked one. Signals are 
taken to be entities that can be processed, cancelled, and conditionally emitted. The 
crucial assumption is that signals can be emitted to be processed in a particular order, that 
is, that many can be emitted simultaneously, with processing of those in some specified 
order. This last assumption is the attribute that is most difficult to justify as appropriate 
to a non-production-system context. Further study will reveal if this is a major difficulty 
or not. Three of the KSs in particular are offensive in regard to possible scope limitations: 
Q15, Q24, and Q40. The first two use the signal order attribute just mentioned. Q40 
specifically mentions "multiple firings", which is recognizable as referring to firings of Ps. 
But the statement is referring to a more general concept, that of synchronizing the results 
of asynchronous processes, so that the choice of words may be questionable, but the 
concept maintains the desirable degree of generality. One further point is that the 
erasure component of Qs is not at all necessary (at least, visibly) in languages which 
automatically discard local memory contexts, or which don't require explicit data signals for 
control primitives. 

The Zs can be grouped into five topics: 

a. Order in RMSs of Ps [1, 2, 3, 11], 
b. Re-assertion of instances, use of :SMPX [4, 7, 8]. 
c. Peculiarities of the match, especially its being keyed to new data [5, 

6]. 
d. Contradictory actions possible [9]. 
e. Specific control of looping [10]. 
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The following model of Psnlst, although not fully general, suffices to explain the 
content of the Zs. Psnlst is a PS interpreter in which Ps detect conditions in an 
associative unstructured Working Memory. As a result of detecting conditions, specific 
actions are performed, consisting of additions to and deletions from the Working Memory. 
The Working Memory at any moment is partitioned into new data and old data, where new 
data are elements that have not been processed relative to specific Ps to which the 
elements may have relevance, i.e., Ps whose conditions may become true as a result of the 
elements. For a condition to be considered true, at least one element of it must match a 
new data element. The order in which new data elements are processed with respect to 
relevant Ps is determined by a stack, :SMPX, and the order of elements in the action sides 
(RHS?>) of Ps determines order of placement in the stack. Elements which may have 
become old become new again by repeating their addition to the Working Memory 
(referred to as re-assertion). Each data element's first element is its predicate, and 
elements of the Working Memory are grouped by predicate. Predicates can be declared to 
be nonfluents, in which case data elements with those predicates never have the new 
status, i.e., no :SMPX entry is made for processing conditions relevant to nonfluents. 
Predicates are fluents, if they are not nonfluents. 

Of the set of Zs three are related to the issue of whether there is some non-local 
knowledge in the Ps: 75, 76, and 78. That is, these seem to require that one P knows what 
actions some others are performing, and perhaps how they're sequenced. This in fact is 
not the case, with one exception which can be avoided. Z8 is similar to Q l l , in that it 
requires knowledge of other KSs, and need not be dependent on actual Ps. Z5 and Z6 are 
alike in that they can be handled in a very local manner, although one use of Z6 actually 
has a more global scope. That is, when a P wants to exclude firing again on data, part of 
which it has already processed, it can emit a signal specific to itself which indicates this, or 
it can include in its condition some part of its action which can be used for such an 
indicator. The use of Z6 (P V5) that violates localness (and which can be fixed in the 
former way) assumes that one signal it emits ultimately results in the change which is used 
in its condition to exclude spurious action later on. 

Three aspects of the way the KSs have been partitioned indicate a wider 
applicability for the model and motivate the particular boundaries chosen. First, the 
division into Ns, Qs, and Zs is intended to be such that other analogous sets of KSs could 
be substituted with no interaction with statements in the other sets. For instance, we 
might want to use the Qs and Zs in conjunction with knowledge about solving logic puzzles, 
or we might want to program STUDENT in a different language. It turns out that this ideal 
is attained strongly in only one direction. For instance, changing to a different problem 
space would not affect the statements in the Q and Z sets, although the sets would 
probably need to be expanded with additional elements to meet different demands on 
technique. A change in the underlying programming language would not necessarily affect 
the Qs and Ns, although it is often the case that such changes come about in order to 
adapt fully to the available language facilities. In the case at hand we have two instances 
of this kind of language dependence. In the comparison above between STUDENT and 
Studnt, we saw how the change in language affected some of the plans in the problem 
space. We have also seen above how PS concepts may have weakly influenced how the 
Qs are stated. The clean substitutibility of sets of statements at the N level is really the 
most important and desirable form of substitutibility, since in a larger knowledge 
acquisition context, the other forms of change would never occur. 
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The second aspect of the N-Q-Z division is the issue of modularity of knowledge. A 
body of knowledge is modular if it has internal coherence or rich internal inter -
connectedness while relations to external knowledge are significantly fewer. Modularity is 
useful because it allows a body of diverse knowledge to be decomposed into units 
(modules) larger than primitive elements, making it more manageable and allowing structure 
to be made evident more easily. Individual KSs are hardly modular: they interact to a 
large extent with other KSs. But they do have a certain orderliness with respect to the 
containing knowledge structure as represented by models. So instead of individual KS 
modularity, we have model-level modularity, of two types. Within a model, there may be a 
partition that allows some relatively independent part to be taken as a unit and perhaps 
replaced as a unit. An example of this might be a major change to the way similarities of 
variables are determined (model statement !., Section C.l). The model as a whole might be 
taken as a unit and replaced. For instance, a shift to a different problem space might 
occur. The considerations raised above in connection with substitutibility apply to this 
case. This approach to modularity is speculative, and it depends on the exact form taken 
by models when the knowledge encoding and extracting processes become actual 
programs. 

The third aspect of the way the KSs have been partitioned deals with augmentation 
of the set of Ns, rather lhan the larger operation of completely replacing it. One clearcut 
case of augmentation already exists in Studnt, namely the age-problem heuristics (A Ps). 
There are 19 Ns (all of the NA's plus NS2 and ND6) that are age-problem-specific, 11 such 
Qs (Q26, 31, 42-44, 47-52), and one Z (18). That is, those KSs were added to extend 
Studnt to the new set of tests (Test6, 9 and 10). The A Ps themselves use three Ns, 13 Qs 
and six Zs that are used elsewhere in Studnt, which indicates small N overlap but large Q 
and Z overlap. When we consider the age problems solved, we see that the A Ps were 
only about 87 of the total number of P firings, indicating a large overlap in processing with 
other problems. The conclusion from this is that augmenting the given framework to 
include a new class of problems can easily be seen as extending the knowledge sets 
involved, with a majority of new KSs in the N class. As long as the augmentation doesn't 
require major new kinds of processing (as sketched above, Section C.5), it can rely to a 
large degree on existing mechanisms. In fact, the original STUDENT design (and 
consequently Studnt's design) is such that the age problem augmentation was relatively 
easy to do, but this doesn't detract from the present conclusions, because the class of 
augmentations of the same type is large. Augmentations of a more difficult type (as 
defined in Section C.7) might have less Q and Z overlap. 

C 6 . The knowledge extraction process 

So far, our discussion has been oriented towards viewing Studnt as the result of a 
knowledge encoding process, but as stated in the introduction to this section, the 
knowledge was extracted from Studnt by an analysis. The primary attribute of the 
knowledge analysis is the many-many mapping between KSs and Ps, and to justify this we 
need to re-examine the knowledge extraction process. 

Since the reader already has some familiarity with S13, we can use it as an example 
of how the form of KSs emerges from its content. We review what each conjunct 
contributes as follows: 
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L I : finished with initial scan at x, ready to move pointer. 
L2: x is to the left of y. 
L3: x is not a delimiter. 
L4: current scan chunk is c. 
L5: current length of scanned chunk is I. 

R l : start transform check at y, the new scan pointer. 
R2: finish transform check at y, 
R3: x is in chunk c. 
R4: current length of scanned chunk is now 1+1. 
R5: negate L I . 
R6: negate L5. 
R7: remove old scan-check signal for x. 

From this description, we can sketch how the knowledge contained in S13 can be 
read off directly from the surface structure of the P. N S U is composed of three phrases, 
two of which derive from L I + L2 + R l , the third from L4 + R3. The first cluster says 
essentially that the scan is updated, left-to-right, and then the transform check is started. 
The second says that x becomes part of the current scan chunk. These elements fit 
together in such clusters by virtue of shared variables, x and y in the first case, c in the 
second, and by virtue of predicates with similar meanings. In the formation of NS). 1, Q4 
and QS have been abstracted as separate definitions, since they are recognizable as 
potentially useful in many places. An exception to the scan process is given by L3, by 
v irtue of its negative sign, so that it is known that some knowledge has interacted by 
specifying some incompatible action under the negated condition. From knowledge of the 
abstract model of the process, that negated condition is evidently an instance of the end 
of a chunk, so that N512 is hinted at, using the definitional KS NS7. A further refinement 
of L3 is that its argument, x, carries some information, since without other considerations, 
y would appear to be equally possible (of course, an arbitrary choice might have resulted 
in x, but we must look first for some other justification). How that information is 
elaborated should be clear from the analysis of S13 that was carried out in detail above. 
Interestingly, the argument x of L3 provides a link to two actions, and the interaction with 
N512 results only in the use of y in Rl which is linked to x by L2. It appears again in R3, 
so that another interaction is evident, this time having to do with adding elements to 
chunks, KS NSIO. Another feature that can be read off from the P is the update of the 
length of the scanned chunk, with argument I linking L5 and R4. This link is expressed by 
NI7. Finally, the last three RHS assertions, R5-R7, are deletions, and lead to the formation 
of the appropriate Q KSs. 

So, reading off what a P does gets a set of propositions, which are then taken singly 
as KSs, or, if several are so interdependent that they cannot stand alone, they are 
grouped as one KS. Support that some cluster is a meaningful grouping is gained from 
occurrences in many Ps, resulting in a certain economy of expression as the analysis is 
extended. The question of why the many-many mapping is obtained thus reduces to why 
the size of the P is what it is. S13 is the size it is because a certain number of things 
have to be done as the scan progresses, and they must be done before the process goes 
on. There is a good reason why it is less than elegant in operation if it is broken down 
into its component parts, with each a separate P. If each P did the thing stated by a 
single KS, the various Ps would be obliged to check each other's output, and at times to 
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force retractions of certain actions. For instance, in S13, without explicit interactions with 
NS12, a signal would be emitted as if the scan were to continue, but that signal would be 
intercepted and delayed while the chunk splitting process were done. As things actually 
are, that condition is recognized before any signals are emitted, and behavior adjustment 
occurs appropriately. Breaking up a P into smaller ones would thus require extra KSs for 
the additional control. Clearly Ihere is an optimum with respect to minimizing the number 
of KSs. Of course, matching overhead and efficiency would be affected by this change in 
organization, but that is a secondary concern at the moment. On the other hand, making Ps 
contain more KSs does not pay because one then has to multiply Ps in order to get all of 
the logical combinations of conditions. For instance, if three Ps perform one stage of a 
test, and four others perform another stage of the test, combining Ps might require as 
many as twelve Ps (where seven had sufficed) to handle all possible paths throught the 
two test stages. . 

Figure 0.2 illustrates the many-many mapping between Ns and Ps, for the S Ps, 
restricted to NS's. (Nl ? ,s, NPs, Qs, and Zs are not shown; S20, S25, S30, and S40 use NP3, 
while 513, S I5 , S40, S60, and 865 use NPs). 

Distributional data for the KSs over Ps supports the size that was chosen as a unit 
KS. This data is derived mostly from Appendix F, which gives the Ps that use each KS, and 
which has at its end a table that gives distribution frequencies for Ps having specific 
numbers of Ns, Qs, and Zs. The rest of the data comes from an inversion (not included) of 
that appendix, which gives the KSs associated with each P. 

For Ns, nearly a majority (59 out of 154) are used in only one P, somewhat fewer 
are used in two (33), and fewer still in three or four (14 and 3, respectively). Ns that are 
used in more than four Ps are less numerous, with frequencies at or near zero. There are 
extremes, however: NIJ.0 is used in 70 Ps (the maximum), and some others that are heavily 
used are N i l , N51, NS3, ND13, and NI9. For Qs and Zs the distribution in frequencies is 
about the same (10) for uses in each category for 1 to 3 Ps, down to around 3 for 4 to 9 
uses, and then at or near 0, with the maximum number of uses 105 for Q8 (other heavily 
used KSs: Z2, Q12, Z l , Q7, and QJ8). Thus the distribution of Q and Z uses is somewhat 
flatter and more spread out than for the Ns, which is in accord with their being more 
generally applicable than the Ns. The high frequencies for low numbers of uses supports 
a unitary property for KSs, as opposed to compositeness. The many-many mapping of KSs 
to Ps is supported as follow?., There are about 55 Ps for each frequency class for 1 to 4 
KSs in each of the N and Q classes (accounting for a total of about 220 Ps). This means, 
for instance, that about 55 Ps have 2 Ns and about 55 Ps have 2 Qs, though not 
necessarily the same 55 Ps. There are 3 Ps with only one KS (M40, V10, and A77), and 20 
Ps with only 2. There are about 10 Ps for each frequency class for 5 to 8 KSs in each of 
the N and Q classes, and the other KS frequencies are near 0 (S40 has the maximum of 19, 
wi lh close runner-ups: C60, F75, F15, M55, M50, M30, M20, and F35). 

With respect to principal KSs, a majority of KSs that are principal are principal for 
only one P. But only about 100 Ns are principals, so that some serve as principal for 
more than one P. One way this is possible is illustrated by NS11: it is principal for S10, 
S13, and S15, each of which elaborates a case of its use under different conditions. ND1 
(and other ND's) are composite, defining a set of words to be members of the same word 
class at once rather than (unconcisely) making a separate statement for each membership 
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Figure C.2 The mapping of NS's to S Ps 

assertion. NF l is not strictly a compound statement, but F5, F15, and F20 each use a 
subpart of it as their principal component. 

We now summarize the ways in which the various kinds of KSs can be extracted 
from Ps, based on the experience with the full Studnt analysis. As in the above example, 
the Ns are determined: by combining the meanings of predicates; by comparing the LHS 
and the RHS, using common variables; by the occurrence of NOT in the LHS, indicating an 
excitatory interaction. Determining the exact content, however, of Ns and Qs does require 
some kind of collection of several cases of use, so that an appropriate generalization can 
bo made, for economy of expression. Also it must be determined in a non-immediate way 
just which terms are to be handled by definitional sorts of KSs, and whether those 
definitions are Ns or Qs. But these considerations really only apply when the reading is 
started from scratch, and once the basic terminology for a PS is established, the 

51 



C.6 The Knowledge in Studnt Studnt 

determination process is much easier. To determine the Qs of the definitional and erasure 
types is quite straightforward: erasure Knowledge is based on occurrences of negated 
templates in the RHS, and definitional knowledge can be assumed whenever there is some 
gap between terms in Ns and predicates. To determine programming techniques, the 
following clues are used: presence of signals; ordering of signals in the RHS; presence of 
data that is elsewhere used in a particular way (Q28, Q42); particular type of predicate 
(e.g., QJ6); re-assertion (Q42). For the Zs, we have the following: order of the RHS; r e -
assertion; seemingly strange condition elements, for instance P-specific ones. With respect 
to the use of RHS order in determining Qs and Zs, something more must be known than 
local considerations, since Psnlst does not have an explicit notation for which of the RHS 
elements really do have an important order relative to each other. This "something more" 
is simply closeness to the principal KS of the P, or closeness to the problem space plans 
that are directing the processing. In general, only the first few elements, or in most cases 
just the first one, have an ordering constraint, with the rest being don't-care's. 

C.7. A model of knowledge acquisition 

The process of knowledge encoding fits into a model of knowledge acquisition along 
the following lines. An artificial intelligence is seen as an entity with capability for 
gathering pieces of information, which are used in formulating behavior patterns organized 
as problem spaces. A piece of information by itself is insufficient to produce appropriate 
behavior. Rather, it must be assimilated or understood by having it fit into models that 
have been previously acquired or that are built up by a problem-solving process. This 
process of understanding consists of first expressing the new information in terms that 
overlap with some problem-space-level model and then allowing the information to interact 
as* illustrated above to form new P rules. This broad model goes along with the view that 
intelligence is increased by increasing the ability to select a particular behavior out of all 
the possibilities in a given situation. In the PS model, selectivity is increased by adding 
rules and by correspondingly increasing the complexity of P conditions. This growth in 
selectivity can easily be seen as growth in a discrimination net (see Rychener, 1976, or. 
Hayes-Roth and Mostow, 1975) in which each condition element is taken as a node in the 
network. A match to a P condition then corresponds to finding a path in the network to a 
terminal node, at which are stored the elements corresponding to the action side of a P. 

Figure C.3 illustrates the components of the model. Each box in Figure C.3 
represents some body of knowledge, either as an abstract model or as a specific set of 
detailed facts. Boxes in solid lines have already been discussed, along with the processing 
indicated by the arrows that results in the Ps. Boxes in broken lines are parts of the 
process that are hypothesized, but are insufficiently elaborated at present to permit 
further specification. The figure shows static data dependence; i.e., it indicates that 
knowledge in one box is used in forming the knowledge in the other. It doesn't indicate 
anything, for instance, about how a knowledge encoding process would access the various 
bodies of knowledge dynamically, nor does it include the knowledge extraction process. 
Except where arrows merge, interaction of knowledge (as illustrated in Section C.2) occurs 
within the boxes, e.g., Ns with other Ns. The arrows show, rather, how a body of 
knowledge forms by development or elaboration from other knowledge (e.g., box 4 to box 
5), or how such developments merge in a largely additive way to form a body of 
knowledge (6, 7, and 8 into 9). 
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process of formulation and construction that the intelligence is added which results in part 
in the "plan" portion of box 4, that portion which directs the application of operators in 
the problem space. The specification of box 13 requires a process of concept-formation, 
which results in the set of predicates and their meanings which were taken as given in the 
above analysis. The creation of the elements in box 6 is possibly more complex than is 
indicated. It is conceivable that programming techniques are not simply a collection of 
facts, but rather are a capability in the form of more general knowledge and procedures 
which on demand can generate the particular instances of programming know-how which 
are the Qs in the above analysis. 

With respect to Figure C.3 it only remains to point out some examples for a few of 
its parts. The connection between boxes 12 and 6 is unused in the formation of most of 
the Qs, and we have discussed above for Q15, Q24 and Q40 some of the problematic 
aspects of this connection, and how they might be resolved. The connection between 12 
and 14 reflects the fact that a few of the predicates are oriented towards the structures 
used in the Psnlst PS. One example is the HASCPRIOR predicate, which assigns to each 
chunk in a Studnt problem a priority. If a stack data structure were available, these 
numerical values could be done away with, since the result is a stack-like ordering of the 
chunk processing. Another example is the set of predicates which are used to keep track 
of the tree structure of the arithmetic expressions. In a Lisp environment, for instance, 
the recursive nature of function calling would encode the same concepts. Finally, it should 
be pointed out that boxes 10 and 12 may have enough in common to be merged into a 
single body of knowledge, although with the present limited objectives their distinctness 
can be maintained. 

The major component of the task environment (box 1) is the method to be used. 
Studnt's method-is a variant of the Match method (Newell, 1969), where the "form" against 
which inputs are matched is expressed as a grammar, a set of rules capable of generating 
all passible forms to be matched. The grammar itself is not implemented as a generator of 
forms (top-down) but rather as a recognizer, a bottom-up precedence-based parser. The 
transformations that Studnt applies to bring the input to a recognizable form correspond 
to normalizations that are sometimes done by template matching procedures, to get inputs 
into suitable form for a given set of templates. Even if we take the method as given, there 
is still a significant amount of problem-solving to arrive at Studnfs problem space as 
described by the abstract model in Section C. l . Studnt divides a task into two parts: 
processing the input to arrive at a form suitable for the matcher and the matching 
(parsing) itself. To get the first part, a problem-solver must form such ideas as: 
transformations on strings; classes of words; marking word classes with tags; organizing 
the process as a left-to-right scan; organizing the input string as a series of chunks with 
delimiters and operators as boundaries; and so on. The match has two distinct 
components, the parsing process and the variable-identification process. The parsing 
uses: the concept of chunks; the system of operator precedences, which must be extracted, 
from ordering relations noted in the task environment somehow; properties of FV-specific 
words; and so on. Studnfs variable-identification process, which is applied after a 
structure has been parsed, is not itself a parser but consists of a rather weak collection of 
equivalence rules, but even this rudimentary process uses: a left-right scan of variables to 
be identified; rudimentary pronoun referent substitution; and specific equivalence rules. 

The phrases above referring to left-to-right scan bring out once again (cf. Section 
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C . l ) another feature of the requirements of problem space formation: the addition of plans. 
Plans take the place of exploratory (backtracking) search, so that their appearance in a 
solver's problem space is of importance. It remains a significant problematic aspect to 
determine how they're added. 

To summarize, the problem-solving involved in forming the problem space is of an 
i l l -structured nature, requiring concept-formation and plan-formation processes that are 
poorly understood at present (but see the discussion below in Section C.9 of the work 
of Hayes and Simon, 1973). Because the problems in studying the problem space 
formation process in more precise terms appear formidable, we should look for supporting 
evidence, and in particular we can question two aspects of the Studnt problem space: is it 
the correct problem space and can it be arrived at by other means. Concerning the 
correctness, there are three viewpoints: the human problem-solving viewpoint, the A I 
program viewpoint, and the implementation viewpoint. 

The first view deals with whether there is support for the model from human 
problem-solving studies. Paige and Simon (1966) considered exactly this question, and 
their conclusion was that humans' basic problem space is like STUDENT. They went on to 
consider informally a set of augmentations of the basic problem space, suggesting that 
STUDENT could accommodate at least some of those augmentations. The Paige and Simon 
paper did not consider the protocols relating to the basic problem space in sufficient detail 
to support or contradict the finer details of the STUDENT model, such as its system of 
operator precedences, but it is safe to assume that no gross differences were evident. 

The AI program viewpoint considers the question of whether Studnt (or STUDENT) 
can be extended comfortably to the real task, namely problems chosen without care to 
simplifying the language. My informal examination of a set of 33 problems from a college-
level algebra text (Rosenbach et al, 1958) can be summarized as follows: none of them are 
directly solvable, five could be solved by easy extensions, 14 by harder extensions, and 
14 by extensions of major difficulty. By easy extension, I mean addition of simple 
idiomatic transformations. By harder extension. I mean adding specialized knowledge to 
solve problems in particular domains of discourse, such as problems dealing with coins, 
interest, and mixtures (chemical solutions and alloys), and adding more context dependence 
to certain idiomatic transformations and pronoun referent replacements. By extensions of 
major difficulty, I refer to: problems requiring elaborate semantic models to create the set 
of equations, that is, where some inference is required to derive necessary relations from 
given information (e.g., certain complex rate-distance problems, for which a diagram is an 
essential part of a human's solution); problems requiring elementary knowledge of points, 
lines, and curves; problems calling for symbolic solution as opposed to numeric; problems 
requiring solving a previous problem with different numeric values; and problems requiring 
operations on relations, such as reversing the role played by two variables. This last class 
of extensions also has the property that a problem solver that is an extension of Studnt 
would spend more of its computing effort in the extension than in the basic Studnt 
mechanisms. This is not the case, I believe, for the first two classes of extensions. This 
assertion can be supported by results obtained with respect to examining the age-problem 
heuristics as an extension of Studnt, within the present Studnt, which is discussed in more 
detail below in considering the extension as an addition of KSs (Section C.8). The age-
problem extension is of the harder extension category. From this breakdown of how 
Studnt might be extended, we can take some support for the present problem space 
formulation. 
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The implementation viewpoint concerns itself with the problem of implementing the 
given version of Studnt, which has been solved in (at least) two cases. If the model of 
formulating the problem space, given the task environment, and then encoding thai 
problem space as a program, is approximately correct, then the problem solving involved is 
of a particularly high order, especially in comparison to the state of the art in A I. But 
since it is likely that the conceptual structures we find in the finished programs 
correspond to the problem space organization that aided in their implementation, we have 
still further support for the correctness of the present formulation. * 

This last topic ties in with the second aspect of the problem space formulation that 
we might question, namely whether the given problem space can be arrived at by some 
other means. In particular, can it be arrived at by a simple specialization process on 
previously- learned natural language processing? Has simplifying the input domain and 
building up a problem-solving process from scratch added unnecessary complexity? Given 
the lack of evidence on this, in particular with respect to more capable AI programs, we 
can only offer a few speculations, remaining within a human problem-solving viewpoint. 
Perhaps humans, in solving this class of problem, do not rely on plans as much as on 
weaker search-like methods. Thus the plan-formation aspect of the problem space 
formation process may not need to be explained. It is necessary, in addition, to consider 
the role of teaching and imitation as aids in the process (and perhaps teachers and authors 
of texts could benefit from the AI formulation). But certainly the concept-formation 
process is only pushed temporarily out of sight by saying that the problem space used is 
a specialization of some familiar capabilities. That is, the concept formation took place 
somewhere during the arising of these capabilities, although its occurrence over a longer 
period of time may make it, ultimately, more easily explained. 

C 8 . Conclusions on the knowledge analysis 

The knowledge analysis has shed light on the essential aspects of how knowledge is 
encoded in PSs, and thus takes a definite position on how PS programs are written, 
augmented and refined. A PS program starts out as (partial) encoding of knowledge stated 
in terms of some problem space. Ordinarily, the program is then tested, and defects come 
to light as a result of interactions that were not considered in the original encoding. The 
new interactions may be dealt with by forming new KSs which are then considered as 
additions, or they may correct oversights in processing that produced the original. For 
knowledge to be added, it must first be stated in terms that make contact with the problem 
space in which the program is formulated (or with an abstract model at the problem space 
level). Then there must be consideration of the ways the new piece of knowledge can 
interact with the given ones. In determining those interactions, the explicitness of 
expression, allowing knowledge content to be easily read as explained above, is 
instrumental, Replacement or modification of knowledge requires a similar consideration of 
interactions. It is important to emphasize that in this formulation, program behavior can 
not be augmented by simply adding Ps, as is the case in some rule-oriented systems, 
because Ps here are encodings of more than one KS. This is the case because of the 
conceptual structuring provided by the problem space (model). The circumstances allowing 
simple addition of rules are those where the plans in the problem space are lacking, so 
that some method of heuristic search among possible behavior sequences is undertaken. 
This allows the addition of knowledge in its pure form because at the higher level there is 
v e r y weak structure, and no basis for determining any interactions. 
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The analysis has demonstrated the directness of encoding of problem space 
knowledge, by virtue of the ratio of Ns to the other types of KSs. With 154 Ns, 53 Qs, and 
11 Zs, it is apparent that the Ns predominate, and that the control knowledge specific to 
PSs is quite minimal. These figures do not include the very low-level PS syntactical 
knowledge, for two reasons. That knowledge is fairly constant over the entire set of Ps, 
and it is sufficiently simple that it quickly becomes automatic for the programmer, requiring 
little attention during the programming process. Not only is the encoding of knowledge 
direct, with little knowledge required to bridge the gap between a high-level problem 
space description and the actual language, but it is also the case that the size of each 
programming unit is small in terms of number of KSs: on the average, each P contains 2,88 
Ns, 2,86 Qs, and 0.65 Zs. It is asserted here that the above analysis indicates that little 
other knowledge needs to be considered beyond these 6.39 KSs. The explanation for this 
is that the structure of the problem space has satisfactorily co-ordinated its component 
KSs. 

Because, with this framework of encoding, it has been possible to consider 
knowledge at rather general levels, it is appropriate to view it as the beginning of a 
comprehensive model of knowledge acquisition. It takes an explicit position on what 
knowledge is (at the natural language level, but not at a more formal level), it proposes 
mechanisms for its incorporation into some existing body of knowledge, and it exhibits the 
result of assimilation of knowledge, namely the Ps. It is interesting to point out that other 
experiments have indicated how P conditions can be stored as an EPAM-like (Feigenbaum, 
1963) discrimination network (see Hayes-Roth and Mostow, 1975, Waterman, 1975, and 
Rychener, 1976). The present formulation also indicates how processes of problem-
solving and concept-formation enter into knowledge acquisition. It takes a clear position 
on the difference between knowing and understanding some piece of information, namely 
that knowledge is not understood fully until its interactions with other knowledge have 
been considered according to the knowledge interaction process hypothesized here. 

As a model of knowledge acquisition, this approach may contribute to the automation 
of learning or of incremental addition of knowledge to a PS program. Going further, it may 
suggest a different mode altogether of expressing PS programs, namely natural language 
(or at least some language that expresses knowledge in a way similar to the KSs, 
orthogonal to the Ps), and in a mortf limited implementation, would constitute a powerful 
"programmer's helper". Along these lines, it can be noted that the division into Ns, Qs, and 
Zs would perhaps remove the burden of specifying programming techniques from the 
programmer. Also, variations in programs would result from variations in the set of 
predicates used by the program in constructing programs. That is, the predicates form a 
conceptual base for the programming system to work with, which might best be 
determined interactively. 

The three subsections that follow contain some tentative conclusions from this work, 
and attempt to structure its extension, its development, and its application to other areas. 
First, we compare this approach to related work and point out how this approach might be 
used to restructure those results. Then we consider Studnt as an understanding system 
and propose some ways that a knowledge encoding analysis can be used to measure 
various dimensions of understanding. Finally, further research that is essential to 
supporting this analysis will be discussed. 
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C 9 . Comparisons with other approaches 

It is difficult at this time to compare our results with other approaches to encoding 
knowledge, because no other studies have taken a sufficiently similar approach. However, 
we can point out features of interest as viewed from this approach, and indicate further 
studies that might be undertaken to this end. The reader is cautioned that some topics are 
raised in a very cursory fashion, with the intention that these may deserve further 
consideration based on this initial exploratory examination. This subsection is primarily 
intended to sketch how this work seems to relate to other approaches. 

A ve ry interesting comparison can be made to another PS organization, NewelPs 
(1973) PSG. This comparison is based on thorough knowledge of that system, but not on a 
detailed implementation of some program in PSG. The commonality of PSs indicates that 
we should only have to look at the corresponding Zs. PSG is a PS interpreter in which Ps 
detect conditiorrs in a linearly ordered Working Memory (STM). As a result of detecting 
conditions, specific actions are performed, consisting of adding, deleting, modifying and r e 
ordering the elements of STM. When more than one P condition is true at the time of 
recognition, that P is allowed to fire which uses STM elements closest to the front of STM. 
The detailed comparison is as follows (cf. the Z model given above, Section C.5): 

a. Order in RHS and order of examination of Ps: very similar to Psnlst, 
except order in the RHS is reversed; in PSG, the last (rightmost) RHS 
insertion is at the front of its STM. 

b. Re-assertion in Psnlst corresponds to data rehearsal (the NTC action) 
which brings elements to the front of STM. 

c. Matching and the problem of spurious P firings: it is possible to put 
elements in front of other elements, so that the others don't take 
part in matching, but PSG has no new-old distinction on STM 
elements; thus some (ad hoc) unknown memory structuring must be 
used to prevent spurious firings (e.g., renaming data elements, which 
retains the information but changes the set of sensitive conditions). 

d. Problem of contradictory actions: either non-existent because of the 
order of actions, with deletions getting done before insertions 
generally, or it must be handled in the same way as in Psnlst. 

e. The control of looping is the same for both systems. 

This comparison of PSG and Psnlst does not deal with all of their differences, because it is 
limited to the control mechanisms only, and because the control mechanisms that have to 
be considered are limited by the domain determined by Studnt. Our conclusion is that PS 
control issues are essentially the same in both systems, increasing our confidence that our 
assertions about PSs have some general validity. 

With respect to more conventional languages, a couple of points can be made as 
motivation for more detailed studies. The step size of PSs compares quite favorably to a 
small recursive LISP function. That is, a P and a recursive lambda expression have similar 
size, expressive power and isolation in terms of knowledge content. LISP, however, 
generally suffers from the "subroutine interaction problem", since knowledge interactions 
are not carried through to the extent allowed by PSs. The size of programming unit is 
much smaller than an ALGOL block structure, where the assumptions at some point in a 
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program depend on a lexically very large extent, with each inner nested block inheriting 
knowledge assumptions from its outer containing blocks. If we were to attach assertions 
at various points in an Algol program corresponding to KSs that are assumed at those 
points, then places that are nested in several block levels would have all the relevant local 
assumptions plus those of all the containing levels. For a P, the KSs that hold are 
determined locally. Thus a PS program has knowledge distributed more or less uniformly 
over its parts where an Algol program shows wide variations in density of knowledge. 
Proving correctness of a conventional program is done by attaching assertions to a 
flowchart and then following the flowchart sequentially, verifying assertions at a point in 
the context of accumulated assertions from the flowchart traversal, whereas for a PS, 
verification can be (it is claimed, to be supported by further research) much more 
localized, with no need to deal with control flow. The knowledge encoding approach poses 
the question of proving correctness of programs as the process of determining the 
following features: the knowledge content; whether the knowledge is correctly encoded, 
i.e., whether all relevant interactions have been explored; and whether the knowledge is 
correct with respect to the given task environment. 

If we are to compare PSs to Planner-like languages (see Bobrow and Raphael, 1973) 
it is essential to point out that at the Z level, these languages have a pattern-goal -
oriented implicit search, which may have large ramifications on how the other knowledge 
levels are formulated. A more general question to be answered is how the encoding of 
knowledge as Planner theorems is different from encoding it as Ps. An attempt at making 
a system flexible in terms of augmentation was done by Winograd (1972), and the result 
(unpublished) v/as that to add certain kinds of knowledge, some other knowledge of the 
internal workings of the program was necessary. In other words, more than just an N-like 
statement, with pure problem space content, was necessary. Charniak's (1972) 
systematization of a body of knowledge relating to children's stories would have to be r e 
formulated from a problem space viewpoint, in order to make comparisons. This is made 
more difficult because there is a lack of explicit statement as to exactly what that body of 
knowledge consisted of. A good deal of discussion by Charniak was based on the body of 
knowledge without getting down to a strict separation of the knowledge from various 
interesting issues related to it. 

A recent study by Hayes and Simon (1973) investigates the process of extracting 
problem-space-related knowledge from the instructions for a problem-solving experiment. 
This involves studying protocols of human behavior, and attempting to model the processes 
as a computer program. The program assumes a particular form for the problem space: 
the GPS (see Newell and Simon, 1963) form of heuristic search with means-ends analysis. 
The program thus addresses the area dealing with boxes 1 and 2 in Figure C.3; its output 
is a set of task environment "statements" that have a form suitable for input to a GPS-like 
problem solver. Although the work covers only a small portion of knowledge acquisition as 
outlined above and makes strong assumptions about the desired form of the problem 
space, it serves as a useful base point for further work along the lines of the acquisition 
model and especially for the problem space formation process. 

Finally, we compare the present approach to Sussman's (1973) model of skill 
acquisition. The model (Hacker) deals with the knowledge used in constructing problem-
solving procedures in a toy blocks world. There are several categories of Hacker FACTs 
(its version of KSs): one deals with details of the toy blocks world, giving attributes of 
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pre-def ined blocks operators, for instance preconditions for the PUSH operator; a second 
is programming techniques, which deal with the particular model of problem-solving being 
used; two others deal with Hacker's "critics' gallery," a body of knowledge about bugs in 
procedures; the fifth is a program library, with procedures that have been used for 
previous problems; and the sixth, a "notebook" with comments on programs in the library. 
Faced wilh a problem, Hacker uses the appropriate bodies of knowledge to build a first 
approximation to a procedure to solve the problem. By executing that procedue in a 
"careful" mode, bugs in the procedure are uncovered, the critics' gallery proposes a 
solution, and another attempt is made to execute the procedure. An example of how this 
works treats the problem of writing a procedure to build a tower of blocks. An initial 
procedure might do fine until it tries to pick up a block with another block on top of it. At 
that point, the critics' gallery might propose inserting a line of code before the pick-up 
operation, to ensure that no block is on top of the block to be picked up. 

Sussman did not gather together his FACTs and comment on them as a group, but by 
my count, there are 12 blocks-world FACTs, 16 programming techniques, and 8 critics' 
gallery FACTs. FACTs relevant to a particular procedure are not all combined at once as 
envisioned in the present knowledge encoding process, but it is necessary to put together 
a first approximation to a procedure and then execute it to see what happens. Thus, it is 
not the case that knowledge can be extracted from Hacker's procedures by an analog of 
our knowledge extraction process. To find out in detail the properties of a l ibrary 
procedure that was constructed previously, in order to modify or generalize it for a new 
problem, it has to be executed and its behavior monitored. Also, if the result of careful 
execution is new knowledge, that knowledge is not incorporated into the procedures for 
generating programs, so that it would be used appropriately for future problems, but 
rather it becomes a new entry in the critics' gallery, and can only be used to patch up 
bugs in carefully-executed procedures. In principle, there seems to be nothing to prevent 
the critics' gallery from growing to very unmanageable and inefficient proportions, 
especially with the possibility of critics' being formed to correct other critics' actions. 

Sussman's Hacker approach takes a definite and more or less traditional stand on 
the issue of modularity of knowledge, whereas the proposal here represents a different 
approach. Hacker's KSs are kept in pure form as FACTs and grouped conceptually into 
modules that are claimed to be substitutive or interchangeable for modules dealing with 
other problem domains. The Studnt approach (ideally, given that the present model can be 
implemented) is that individual KSs are not kept in pure form but only in the encoded form. 
The encoded form, however, is sufficiently explicit that the statements can be recovered, 
at least enough to compute further interactions. Modularity is still maintained at the 
problem space level. Thus the PS trades explicitness of representation for individual 
statement modularity. Just how the PS approach as proposed here would be worked out 
in detail is still an open question, and will be discussed below in connection with problems 
for further research. 

C. 10, Understanding and intelligence in Studnt 

In order to approach issues related to understanding, intelligence, generality, and 
similar topics, we adopt the understanding dimensions approach of Moore and Newell 
(1973). Moore and Newell define understanding by saying that a system understands some 
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piece of knowledge if if uses it whenever appropriate. They propose eight dimensions 
along which understanding systems are to be evaluated: (1) representation of knowledge; 
(2) action, the conversion of knowledge into behavior; (3) the assimilation to the internal 
structure of external (task environment) structure; (4) the accommodation of the? internal 
structure to external structure (which includes learning, incorporation, or acquisition of 
new knowledge structure); (5) directionality, the structure that initiates and guides 
processing toward specific ends by appropriate use of knowledge; (6) efficiency; (7) how 
the system responds to error; (8) depth of understanding, an indication of how effectively 
knowledge is brought to bear whenever appropriate. Studnt takes Ps as its ultimate 
knowledge representation, and the interpretation of Ps as the means of obtaining action. 
The following paragraphs discuss (3) through (8) in turn. 

Assimilation will be posed as a question of whether Studnt adequately encodes all of 
the KSs. That is, a KS is said to be assimilated when its encoding in Ps has been effected. 
For Studnt, this question is mapped into determining whether all of the interactions of the 
knowledge have been correctly considered, Evidence that the program can solve problems 
that require various subsets of its KSs is at best only indirect support that it understands 
the knowledge. We must postpone a definite determination of Studnt's degree of 
assimilation of its knowledge until more concrete progress is made in automating the 
knowledge-encoding process, thereby making more definite the meaning of interaction. 
The best possible estimate at present is based on taking the number of uses of KSs in Ps 
as the number of interactions (roughly 1650) and taking the number of "bugs" discovered 
in the process of the analysis (about 50), to get 977,. Even though this figure is suspect 
because it relies on the accuracy of my own judgment as to what is correct for the 5 0 
bugs found (in general, a more knowledgeable encoder is necessary, to judge the result of 
an encoding process either directly or through behavioral tests), it illustrates a measure of 
assimilation based on the knowledge encoding approach. 

The accommodation dimension raises questions with regard to how the Studnt 
structure can be augmented to expand its area of performance. As discussed above 
(Section C5), on a sample of 33 problems not given to Studnt, 5 (157c) would require easy 
extensions^ to Studnt, 14 (42.5Z) require harder extensions, and 14 (42.5Z) require 
extensions that present major difficulties. The first two classes (57.52) could be 
reasonably said to be within the range of Studnt's ability, while the rest require such 
radically different approaches as to be beyond Studnt, in the sense that the "Studnt" 
nature of a program to solve them would be diminished relative to the total program. Thus 
Studnt might be said to be 57.57 accommodating. These figures are, of course, based on 
this author's judgment of problem difficulty. They are suspect also due to the sample 
chosen: it is indeed a significant problem to determine what set of problems to examine. 
Studnt can solve a class of problems of unlimited size, and there are classes outside its 
reach that are also unlimited. The cautious appraisal of the 57.52 figure would be that it 
illustrates a possible methodology for measuring accommodation, dependent upon the 
knowledge-encoding approach (as it is used to evaluate the knowledge necessary to effect 
the accommodation), but that a great deal more research is necessary in order to support 
both the general approach and the specific measurement obtained. 

« Perhaps easy extensions are more properly considered to be assimilation, since they 
require little structural change. 
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In Keeping with the statement at the beginning of Section C.7, I would identify 
directionality with intelligence. This accords with the view expressed by Newell and Simon 
(1972, chapter 3, pp. 88-89) that the intelligence of a problem-solver is related to the 
difficulty of a problem for that solver, as evidenced by its search behavior. That is, the 
more directed the search is, implying examination of fewer irrelevant alternatives, the 
more intelligent the solver. Studnt's intelligence cannot be measured by examining its 
search behavior, because the only sense in which it does search is that it constantly 
progresses tov/ard completion by scanning, chunking, and building expressions. We can, 
however, examine qualitatively the knowledge that directs the constant progress, and 
comment on how it might be possible to formulate its limitations by studying the space of 
problem spaces. Studnt's intelligence is embodied in the plans it uses. These plans are 
inflexible, prescribing specific actions in specific orders. According to the model of 
knowledge acquisition presented above, this intelligence is acquired during the problem 
space formation process, and if the intelligence is limited, it is due to limitations in the 
problem space.- As Newell and Simon point out, if the problem space were richer, allowing 
the direction of processing to be based on more appropriate discriminations (as required 
by the task environment), a problem solver (Studnt) would have greater potential 
intelligence. A more exact understanding of the space of problem spaces for solvers of 
Studnt-like problems might allow Studnt's intelligence to be measured relative to other 
programs. Such a measure might be based on an analysis of knowledge in the form of 
plans contained in such problem solvers, especially if the body of knowledge formed by 
taking the union of all such sets of plan knowledge is a coherent whole. 

On efficiency, the main point we can make is that since knowledge is encoded 
procedurally as Ps, with only the temporary state in Working Memory, the interpretation 
sub-issue has little impact.® The interpretation sub-issue is that if many levels of 
interpretation of knowledge are required, the factors of extra computing time required at 
each level multiply (cf. the difference in running a program compiled, interpretively, or on 
a simulated computer). In particular, while Studnt is solving a problem, it is not the case 
that it must search to find the implications of some piece of knowledge or to decide how 
two items of information must interact. This apparent efficiency is at the cost, perhaps, of 
an expensive knowledge encoding procedure; this cost will only be known after further 
research. 

In the general category of error, the knowledge analysis leads to the consideration 
of how to assign blame? to particular KSs for some faulty behavior. This approach says 
that the error is not localized in particular Ps but rather is due to faulty (incorrect) KSs or 
to failure to consider interactions between KSs; thus an error may be due to the contents 
of a set of Ps. In diagnosing and correcting an error, it is clear that the processes of 
knowledge extraction and knowledge encoding are essential. We can speculate that not 
only will the contributing KSs have to be known, but that some relative reliability measure 
on KSs might be useful (reliability perhaps determined by successful use on past 
problems), in deciding on corrective action. For the present Studnt, there is a computation 
of the contribution of particular KSs to the total behavior. The listing of the KSs, 
Appendix F, gives the Ps in which each KS is used, and the actual TESTs in which each KS 
is applied by virtue of some P, which incorporates it, firing during the TEST. For instance, 

® We .will ignore whether Ps themselves are interpreted or compiled, given the 
understanding-system level of this discussion. 
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it is clear that the almost all of the NS*s (initial scan) are used for all the TESTs, whereas 
each of the NT's (transformations) is used in a small subset, where the subset varies 
according to which NT is examined. On the whole, the NT's, the ND's, some NM's, some 
NC's, the NPs, the NA's, 14 of the Qs, and Z8 are used only in subsets of the TESTs, while 
the other Ns, 39 of the Qs, and the Zs (except Z8) are used in all of the TESTs. 

To measure Studnt'6 depth of understanding within the knowledge-encoding 
approach, it is necessary to consider whether all knowledge interactions are properly 
worked out. For instance, it might be possible to construct an example that uses 
knowledge in Studnt in such a way that Studnt fails to apply it appropriately. Such an 
example has not yet been found, but that doesn't rule out the possibility entirely. (This 
task is much more difficult than finding problems that use knowledge that Studnt doesn't 
have at all, or finding problems where Studnt's knowledge is inaccurate.) The kinds of 
interactions that are worked out are perhaps determined by the problem space, so to find 
a proof or counterexample, it may be necessary to have an exact and full understanding of 
how interactions are related to the problem space (more is said on this in the following 
subsection). 

C . l l . Directions for further research 

The analysis of the knowledge in Studnt has provided a framework for posing 
further research questions relating to four major areas: (1) verifying the analysis by 
automating the knowledge-encoding process; (2) testing the extendibility of the model by 
adding knowledge that extends the domain of solvable problems; (3) testing the 
substitutibility of the model components by trying to apply the analysis to other 
programming languages; (4) testing the applicability of the overall model of knowledge 
acquisition by similar analyses of AI programs for other task areas. We have already 
presented some directions to go on question (4), in Section C.9. Topics (2) and (3) depend 
to a large extent on progress with respect to (1), either using PSs or some other 
programming language. The following paragraphs speculate on the central issues to be 
resolved in attacking question (1). 

An immediate question relating to automating the analysis is the choice of language 
for the KSs. One approach is to analyze the KSs themselves for underlying semantic 
structure, in order to determine the kind of mechanical translation that needs to be done 
to express the knowledge in a directly assimilable form, or in order to design a more 
suitable formal notation. Natural language was sufficient for the purposes of the present 
first approximation at a model of knowledge, and its use obviated the need to do a design 
of a formal language at the same time as the analysis was being done. Certainly it is not 
necessary to have a language more powerful than natural language, but rather it may be 
necessary to use a language that places less burden on the processor in filling in implied 
relations and objects. Any use of an artificial or formal language faces another problem: 
how to guarantee that the formal language has a systematic basis, or that it is possible to 
decide how to express some idea, for instance with or without making ad hoc extensions to 
the language. Sussman (1973) and Charniak (1972) both expressed knowledge in 
formalisms directly usable by their (partially hypothetical) programs. But they in fact 
ignored the theory of construction of these formal assertions, and in many cases simplified 
and altered them for human readability. (These two are emphasized in preference to 
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"pure" predicate calculus formulations for the reason that the predicate calculus approach 
has not been practically applied to such task areas to date.) In other words the 
syslematization of expressing the knowledge is inside the head of whoever is using it and 
is thus for purposes of analysis effectively lost. Also the parts of the programs that make 
assumptions about input form are scattered, rather than collected into a language 
interface. Using natural language, on the other hand, necessitates building some 
translation program, but that program can then be inspected, presumably, and the theory 
of construction of formal representations of knowledge that it embodies can be extracted 
and made explicit. 

The analysis of the KSs, either with a view towards using an artificial language for 
further work or as the actual interface to the encoding process, will require advances in 
the present state of the art. The most promising approach at this time may be to use 
ideas similar to those of Hayes and Simon (1973). Their approach, which was successful in 
analyzing the task instructions for a problem-solving experiment and which derives from 
an approach to automated protocol analysis (Waterman and Newell, 1973), is based on 
loosely processing the natural language input, attempting to make connections with known 
forms, but otherwise ignoring parts of the input that cannot be parsed (the parser is 
designed to react flexibly to such noise). 

As an adjunct to the actual automation of the process, it might be useful to test how 
much of the scheme can be used by humans in writing PSs. It is reasonable to look for a 
strategy of making explicit the knowledge to be encoded, at the same stage in the 
programming process that is occupied by a top-down "structured programming" strategy 
with a more conventional language. This would divide the programming into two stages, 
one involving the clear formulation of the body of knowledge to be encoded, and the other 
involving the problem-solving necessary to complete the PS encoding. 

The representation of the KSs internally is another major unsolved problem. The 
main aspect of this is the question of duality of representation: is it necessary to keep 
both the procedurally-encoded knowledge as it exists in the Ps, and something 
corresponding lo the individual KSs? It seems essential that knowledge be kept available 
for interactions arising some time after its initial acquisition. A fact might even be made 
use of for constructing and revising many different problem spaces, in addition to aiding 
the addition of knowledge in closely related areas. As sketched above, it seems plausible 
that a program could determine the knowledge in a P by examining it, given the meanings 
of the predicates, and given an overall understanding of the problem space. It might be 
possible to aid this process considerably by encoding the P LHSs as a discrimination net, 
and then using the net to discriminate, and to study the interactions of, the KSs 
themselves. Thus the net would simultaneously represent the desired duality, with one 
interpretation being used to match conditions of Ps, and another interpretation, based on 
predicate meanings, to regenerate the knowledge content of Ps. This adds to the design 
considerations for representing Ps as a discrimination net, and provides more motivation 
for pursuing that topic further. 

Several questions can be formulated with respect to the various components of the 
above analysis. First, it might be necessary to refine the decomposition into Ns, Qs and Zs 
that was developed above, since automating may add requirements to the structuring of 
the statements. The process of determining which KSs are to be taken as principal ones 
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needs more exact specification. It might be fruitful to investigate the question of how to 
generate the predicates, which would involve trying to characterize predicate meanings in 
a general v/ay, as well as the question of how to refine this concept structure to fit the 
needs of the specific implementation. This aspect would involve, in advanced form, the 
examination of the Ps' structure to determine which subsequences of conditions would be 
more suitably expressed as single predicates, perhaps making decisions as to whether 
some predicate could be computed once instead of being recomputed on demand, or vice 
versa. Finally, the question of whether Qs need to be kept as a body of statements (either 
explicit or implicit, depending on the solution of the duality problem) or whether there 
might be some method of generating techniques from more abstract statements, by some 
kind of problem-solving process with knowledge of functional aspects of programming. 

The process of how the KSs interact to form the Ps needs to specified much more 
carefully. Particularly important is to break them down in such a way that their 
associations and inter-relations with each other are clearer. The knowledge about Psnlst 
syntax at the lowest level, which wasn't considered here, would probably be encoded 
directly in the P-building processes. The process of applying the KSs of the Q and Z type 
requires recognition of conceptual structures that are not well understood at present. For 
instance, there would be a general set of criteria for recognizing a situation where 
knowledge about looping techniques can be applied (some of these situations are explicit 
in the Qs at present, but the statement of a general set of them, and how they're applied, 
remain as open problems). How the Ns interact raises the most interesting questions, 
which are difficult to approach at the present informal stage of the analysis. The model 
for the Ns (or the problem space that it represents) seems to provide a rich 
interconnecting structure for the basic objects that are described by the Ns. This 
structure allows some kinds of interactions and development to take place, and prohibits 
others. For instance, the model makes a clear distinction between chunks that represent 
arithmetic expressions and chunks that represent the find-variable (FV) specifications for a 
problem; processing done-on arithmetic expressions is by this distinction determined to be 
unnecessary on FVs. Since this kind of dependence of interactions on the containing model 
(problem space) structure was not central to the analysis of Studnt, it may be that it 
begins to have important effects only on more complex task domains, but it may be that 
the dependence will become evident as the analysis is automated. 

Further research must be directed towards supporting the idea, implicit in the 
formulation of the knowledge acquisition model, that knowledge can be compartmentalized 
in various models. One interesting problem is to make explicit the model of pure task 
environment knowledge (box 1 in Figure C.3), and similarly another is to produce a pure 
formulation of the problem-solving methods. The use of models to replace the loose 
abstract descriptions provided for the Qs and Zs (Section C.5) is an important topic to 
pursue. The Q model must include functional goals like flexibility and efficiency, which are 
evident in some of the Qs, but which are at present isolated and unrationalized attributes. 

The higher-level components of the model of knowledge acquisition, dealing with the 
formulation of the particular problem space given the nature of the task environment, 
introduce a very interesting set of research problems. As detailed above, there may be a 
significant amount of problem-solving and concept-formation in this process. This involves, 
for instance, the recognition that arithmetic operators form boundaries for portions of text, 
and that the operators can be processed by techniques used for phrase-structured 
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grammars. Given some weak-method formulation of the problem space, such as some way 
of using heuristic search, the addition of the problem space plans used above constitutes 
an interesting learning problem. 

The relationship of PSs to the overall knowledge acquisition model needs to be 
empirically determined. That is, a convincing case needs to be made that PSs can 
adequately represent the wide variety of procedures and data that have historically been 
used in AI programs. For instance, can PSs be used to represent semantic networks, and 
inferences of the type that have been achieved by using backtracking search? On a more 
general level, it would be useful to characterize the varieties of knowledge, and how 
knowledge is encoded and manipulated, for the full range of past AI systems. It may turn 
out to be the case that the class of programs whose knowledge fits into the present 
framework is limited. Whether this is the case might be determined by analyzing other 
PSs using the present methodology. A particular area of current interest is the problem 
of representing'uncertainty of knowledge sources (Shortliffe, 1974) and of learning and 
generalizing from real environments (Becker, 1973). At one level of description, more 
generally applicable Ps are ones with more general condition elements, but the process of 
acquisition and creation of more general knowledge for forming those elements needs a 
great deal of elaboration. 

The present analysis has tried to elucidate as many aspects of the knowledge 
encoding process as possible, without becoming committed to an amount of further work 
that would be impossible in the scope of the present paper. The fact that the analysis 
includes details for the entire Studnt program supports the basic conceptual structure of 
the model, and allows certain important conclusions to be drawn about how knowledge is 
encoded in PSs. It is suggested that this level of detail is appropriate for the other 
studies of knowledge encoding outlined above. Further detailed research into the 
effectiveness of the model for use in an automated knowledge system is best postponed 
until more basic questions with regard to the use of PSs as a language have been 
investigated (see Rychener, 1976). 
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D. Summary of Conclusions 

Our conclusions from this study can be separated into those from the implementation 
itself and those from the knowledge analysis. Studnt adequately solves 27 tests that were 
done originally by STUDENT. Interesting features of program control as achieved by the 
PS are: the use of explicit data as control signals; the use of data elements to imitate a 
recursive (hierarchical) parsing of the inputs, and to build the tree-structured output 
expressions; the use of Psnlst's :SMPX to sequence and coordinate processing; and the use 
of PsnlsFs multiple-firing capability in processing sets of items. The internal Working 
Memory representation of Psnlst embodies a choice for generality as opposed to the 
conciseness and ease of manipulation of a special-purpose string representation. The 
Working Memory is at least an order of magnitude larger than other known PS 
architectures can handle efficiently. The time efficiency of Studnt is quite reasonable for 
an interpreted language, and is less than an order of magnitude slower than a human on 
the same task. Studnt differs from STUDENT in the gross organization of the processing, 
doing a single left-to-right scan over the input to achieve what STUDENT did with several 
sets of rules applied in sequence, each of which made multiple scans of the input seeking 
various patterns. The two implementations use roughly the same number of rules, with 
Studnfs rules having more complex conditions and actions due to the data representation. 

The primary aim of the knowledge analysis is to examine in detail the knowledge in 
Studnt and how it is encoded in the Ps. The knowledge is expressed as 218 natural-
language statements of three broad categories, with the concept of problem space forming 
the organizational structure of the category comprising the majority of the statements. 
Each of the three classes of KS is described by an abstractly stated model, for which 
individual KSs are instantiations of detail. The S13 example illustrates the nature of the 
interactions of many knowledge statements in forming one of a set of related Ps. The 
mapping between Ps and KSs is many-many, due to the number of actions performed 
conveniently by a single P and due to the convenience of expressing KSs economically. 
This economy is in the sense of being usable for interaction in a variety of ways, thus 
gaining more contribution to the total Studnt program per KS. Data on the distribution of 
KSs over the full set of Studnt Ps give further support for the size of knowledge unit 
chosen and for the many-many nature of the mapping. An average P is the result of 
combining 2.88 KSs of the problem space type, 2.86 task-independent programming 
techniques, and 0.65 statements dealing with PS control. The mapping between problem 
space and Ps is fairly direct, given that of the 218 statements used, only about one fourth 
are programming techniques, with 57* of the total dealing with PSs. Thus the encoding 
process deals mostly with the addition of problem space knowledge. A brief look at a case 
of augmentation within Studnt indicates that most new knowledge is of the problem space 
category, with large overlap in the other categories. The knowledge analysis was 
developed entirely from the explicitness of P conditions and actions, allowing the. 
knowledge to be read off in a systematic way. 

The form of the knowledge analysis led to the hypothesization of a more 
comprehensive model of knowledge acquisition, as might be realized using PSs as a basis. 
The major problem of the formation of problem spaces from less structured task 
environment knowledge can be formulated in this model. This involves advances in the 
state of the art in problem-solving and concept-formation. Within the model, the process 
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of programming in PSs is seen as a knowledge-encoding process, where the explicitness of 
PSs is used to advantage in debugging and augmentation. The decomposition of the 
knowledge into problem space versus programming techniques is promising in terms of 
being able to build up a set of standard techniques which would effect the encoding of 
numerous problem spaces of diverse sorts, amounting to substitubility of the various 
knowledge models, The utility of the model is based on being able to automate the 
knowledge-encoding process, which depends on being able to process the natural language 
statements, determine the knowledge content of existing Ps, and carry out the interaction 
process. The model thus raises numerous questions for further research. Techniques 
being developed in protocol analysis and in aspects of human understanding, exemplified 
by the work of Hayes and Simon, may provide a basis for the natural language processing 
involved. 

Comparison to other approaches, especially SussmarTs Hacker model, brings out the 
position of PSs vis a vis modularity of knowledge. The models of the KSs are modular, but 
the PS encoding is an explicit representation of the full extent of possible interactions 
among the statements. Thus the encoding is at the extreme position of a modularity 
dimension, with access to the knowledge in a modular way dependent on explicitness. 

There are several benefits from positing a level of knowledge between its 
expression as knowledge about a task environment and lis expression as Ps. KSs as 
exemplified here are closer to problem-space-level models than are Ps. There is 
significant problem solving, namely finding the interactions of KSs, in making the translation 
from KSs to Ps. There is also problem solving, of a different sort, in forming the problem 
space from knowledge of the task environment and knowledge of methods. The separation 
of problem space knowledge from programming techniques and lower-level PS knowledge 
is promising with respect to applying known techniques to new bodies of problem space 
knowledge, with a minimal need for re-shaping the problem space to fit the available 
techniques. 

Measures along the understanding-system dimensions of Moore and Newell are 
suggested by the knowledge analysis. A (very tentative) figure of 977 for Studnt's degree 
of assimilation is based on taking the successful encoding of a KS into a P as a unit of 
assimilation. The kinds of problem Studnt could do, based on its present knowledge and on 
the knowledge required to extend its performance to other classes of problems, gives an 
estimate of 57.571 for StudnTs degree of accommodation (this is based on crude sampling 
but points out how the knowledge analysis approaches the question). The present 
approach suggests a way that depth of understanding and error might be handled using 
KSs as units contributing to a particular solution, but at present nothing more precise can 
be said. The figures given above are not to be taken as precise measures, but rather as 
indicative of the potential fruitfulness of the overall approach. 

We started out this study of STUDENT by asking questions related to its intelligence 
and understanding, from the viewpoint of an analysis of AI programs. What has developed 
is an elaboration of the use of models and particularly of the concept of problem space. 
Intelligence is seen as knowledge in a problem space, in the form of plans, that guides the 
application of other knowledge as a solution is sought. The plans in Studnt have been 
explicitly pointed out, and a better understanding of Studnt's use of the match method has 
been reached. What Studnt understands is made manifest in the 218 KSs, along with our 
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abstract characterizations of them. Further work to verify and extend the analysis will tell 
us how applicable it is. The details must be verified by deepening the formalization and 
by automation. The breadth of scope of the model will be realized from studies at a level 
comparable to the present study, on a wide variety of AI programs. 
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Appendix A. Short Summary of Psnlst Features 

A . L System architecture and production format of Psnlst 

A production system (PS) is a set of conditional rules, productions (Ps), that 
represent changes to a symbolic model of a situation along with conditions under which 
those changes are to be made. A production system architecture (PSA) provides: a 
Working Memory (WM), which contains symbol structures representing the dynamic state 
of the situation being modelled; a Production Memory (PM) which contains the Ps; a 
particular control mechanism known as the recognize-act cycle, by which Ps are 
repeatedly executed or fired - a P that is recognized to have its condition satisfied with 
respect to WM contents is fired by having its actions performed, whereupon the cycle is 
repeated using the new contents of WM (WM is updated by the actions of the P that is 
fired); and a set of conventions or ordering principles by which a single rule may be 
selected from the set of rules that are recognized to be satisfied by the contents of WM 
during any recognize-act cycle. 

The Psnlst (PS analyst) is a PSA, as follows. WM is an unordered set of data items 
called instances. Each instance is an ordered list of two or more elements, where the first 
element is a member of a set of constant atoms called predicates, and where succeeding 
elements are either atoms or list structures - list structures however are opaque, their 
internal structure not being accessible to the recognition mechanism of the PSA. Instances 
are considered to be grouped together in the WM according to their predicates. PM is an 
unordered set o.f Ps, each consisting of a left-hand-side or LHS (the condition part) and a 
r ight-hand-side or RHS (the action part). The form of LHSs and RHSs will be discussed 
below. The recognize-act cycle consists of a match of the LHS to WM, resulting in bindings 
f< ) r variables contained in elements of the LHS. A firing then uses those bindings to create 
WM instances according to the elements of the RHS. Two features of the match are 
unusual. First, all possible matches are found, and a firing occurs immediately for each 
match. That is, within a single recognize-act cycle, many firings of the same production 
may occur. Second, a match must include at least one data instance that is new with 
respect to the P that is matched, where new is defined as having entered WM after the 
previous firing of the P. The action part of a recognize-act cycle consists of adding or 
deleting WM instances, and of optionally making changes to PM using ADDPROD and other 
special operators explained below. 

The way Psnlst orders satisfied Ps to select one for firing (this is the fourth PSA 
component) is by ordering events that occur during the action part of the recognize-act 
cycle. This is done by using a stack memory that records, for each WM change, the set of 
Ps that might become satisfied as a result of the change. The stack memory is called 
$ M P X J slack memory for production examinations. More recent WM changes are stacked 
on top of older ones, so that Ps satisfied by more recent changes are guaranteed to fire, if 
satisfied, before Ps using older changes. The order of recency of changes with a P firing 
are determined by the order of conjuncts within the P's RHS. This ordering principle 
leaves two selection orders unspecified: if more than one P using the same WM change is 
satisfied, one is arbitrarily chosen to fire and the other is pushed down in :SMPX by the 
changes made by the selected P; if a P fires more than once in a recognize-act cycle (more 
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than one match is found for the P), the firings are done in an arbitrary order. With 
respect to the former arbitrary choice, if one P is to be selected before another one that 
uses the same WM change, the LHSs of the two Ps must explicitly be mutually exclusive. 
That is, it is the user's responsibility to distinguish between don't-care and necessarily-
ordered situations. Given the :SMPX mechanism for ordering P firings, the recognize-act 
cycle can be summarised as follows: a change occurs to WM, resulting in :SMPX entries; 
starting from the top of :SMPX, Ps are matched until a P condition is found to be satisfied; 
the actions of the satisfied P are executed, resulting in stacking up new entries in :SMPX; 
and so on. 

The following is a Psnlst production that appears in a PS that models a hungry 
monkey in a room with some bananas, as the monkey recognizes its hunger and tries to 
reach for the bananas. 

H I ; "HUNGRY" :: HUNGRY(M) & ISMONKEY(M) & ISBANANAS(B) & LOC(B,X,Y,H) 
«> GOTO(M,X,Y) & RFACHI:OR(M,B); 

The name of the P is H I , its comment is "HUNGRY", and the remainder of the P gives the 
LHS and the RHS, separated by "«>". The LHS is a conjunction of templates for WM 
elements; each template is a predicate followed by a list of variables. When a match 
succeeds, each variable is bound to a specific token from the WM instance corresponding 
to the template. HI would match a situation in which the instances (ISMONKEY MNK-1), 
(HUNGRY MNK-1), (ISBAMAMAS BAM-1), and (LOG BAN-1 1-1 J-3 K-2) are present, to 
produce two new instances, (GOTO MNK-1 I - l J-3) and (REACHFOR MNK-1 BAN-1), 
assuming, say, that the (HUNGRY MNK-1) instance is a new one. M is bound to MNK-1, B to 
BAN-1, X to I - l , and so on. MNK-1 is a token for the monkey, BAN-1 for the bananas in 
the room, I - l for a spatial location along the X coordinate axis, and so on. The GOTO and 
REACHFOR instances become instigators of further action, if Ps to model the corresponding 
real actions exist and if other conditions in the model are appropriate. 

A.2. Features of Psnlst programs 

The notation for Ps in Psnlst is a subset of the Mlisp language, or rather a special 
interpretation of Mlisp expressions (see Mlisp, by D. C. Smith, a Stanford AI Lab report , 
available at CMU). A PS consists of one or more modules, each of which is represented as 
an Mlisp EXPR consisting of a BEGIN ... END block. Each module consists of optional 
declarations, followed by a list of labelled Ps. A P is simply a disjunction of an optional 
comment string and two conjunctions, the first conjunction being the LHS, the second, the 
RHS. A special function is used to translate these conventions into the format used 
internally by Psnlst. 

The following presents novel syntactic features that are encountered in reading 
Psnlst programs: 

7, - the Mlisp comment character; text between 7*'s is ignored. 
' - used to quote Lisp S-expressions 
" - string constant delimiter (for instance, Psnlst comments) 
; - a semicolon is used after a P name and to separate Ps 
«> - this symbol separates LHSs of Ps from RHSs 

A.2 74 



Studnt Short Summary of Psnlst Features A.2 

:: - used to separate Psnlst comment string from associated LHS 
(is DEFINED to he OR) 

? - Mlisp character-quote character; must be used for characters 
that have special Mlisp meanings. For instance, V ? - l 
is an identifier, not "V minus 1". 

& - AND 
<> - Mlisp syntax for (LIST ... ), the Lisp list-building function 
<?o - Mlisp syntax for Lisp APPEND function, for joining two lists 

Summary of notation for Ps: 
name ; "comment" :: LHS «> RHS ; 

The following comments explain other special features of Psnlst programs, but only 
to the extent necessary for easier reading of the programs. Examples of these features 
are to be found by the reader in specific PSs. 

Macros: certain things that look like predicates are really macros, expanding into a 
sequence of predicates with arguments; these are usually expanded at load time, 
by user-defined Lisp programs. 

NOT specifies "absence of" when it precedes LHS conjuncts; it denotes deletion when it 
precedes RHS conjuncts; in LHSs it may also precede a nested conjunction, 
NOT( ... ), in which case the conjunction is matched as if it were an LHS, and if it 
succeeds the LHS match fails; these negated conjunctions may be nested, that is, 
they may contain nested conjunctions (see also EXISTS, below). 

NEGATE is a built-in macro that specifies which of the LHS conjuncts are to be negated in 
the RHS, by number, or by using ALL; if negative integers follow ALL as an 
argument, it means "ALL but" the instances specified by the negative integers; 
for instance, NEGATEO) would stand for NOT ISBANANAS(B), in the above 
example. 

SATISFIES, SATISFIES2, SATISFIES3 are special predicates for testing values of variables 
during the match, using Lisp predicates; the numbers 2 and 3 are the number of 
variable arguments (SATISFIES takes one). 

VEQ(x,y) is equivalent to SATISFIES2(x,y,x EQ y), ie equality. 
VNEQ(x,y) is equivalent to SATISFIES2(x,y,x NEQ y), ie, inequality. 
Conjuncts in RHSs may use arbitrary expressions as arguments, to be EVAL'd as Lisp 

expressions during the P firing process. (Mlisp includes Algol-like arithmetic 
expressions.) 

NONFLUENT(p) declares p to be a non-fluent, that is, an insertion of an instance of 
predicate p into the Working Memory does not cause any Ps to be matched for 
possible firings keyed to that insertion. In other words, no entry is made to 
:SMPX for that change. 

REQUlRE(a,b,c,...) declares that a,b,c,... are required modules of the PS whose main module 
contains the declaration. 

PSMACRO(f l,f2,...) declares files to be read to define user macros. 
DCMD(f l,f2,...) declares files to be read as command (CMD) files. 
EXISTS in an RHS causes creation of new objects whose names are extensions of the 

arguments of the EXISTS; those objects are then used in the remainder of the 
RHS to form instances. 

EXISTS in an LHS must be in a nested expression of the form NOT( ... ); its function then is 
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to locally declare its arguments as variables, causing them to be initialized to NIL 
for the match that follows, within the ( ... ). 

DELAYEXPND(x) where x is some macro call: this specifies that the macro is not to be 
expanded when the P is inserted, but during the actual firing of the P; this is 
only used when the predicates of the RHS depend on values not known until run 
time; it can not appear in Ihs's. 

ADDPROD(prod,prec,comnt,lhslist,rhslist): primitive for adding a P (named prod) with 
comment comnt; Ihslist and rhslist are lists representing new LHS and RHS; the 
prec argument is either a P name, indicating that prod is to be placed after it, or 
is taken to be the name of a new module of which prod is the first P; ADDPROD 
causes assertion of (ADDPRODP prod). 

RFPPROD(prod,comnt,lhslist,rhslist): replace comment, LHS, and RHS of prod as indicated; 
asserts RFPPRODP(prod). 

RFPLHS(prod,lhslist): replace LHS of prod as indicated; asserts REPLHSP(prod). 
REPRHS(prod,rhslist): replace RHS; asserts REPRHSP(prod). 
REPCOMNT(prod,comnt): replace comment string; asserts REPCOMNTP(prod). 

A.3. Features of the trace output 

TOP LEVEL ASSERT - the initial starting assertion, typed by user. 
! a P fired 
number following ! - the firing was the number'lh 
P-name followed by then number - the number'th firing of the P 
"string" - the comment string associated with the P 
USING ... - instances from the Working Memory used in matching the LHS 
(xxx . y y y ) ... - assignment that was made for the match: xxx was assigned the value y y y , 

etc. 
INSERTING ... - the insertions and deletions made by the RHS 
( :SMPX .... number ) - a display of :SMPX after firing; number is length of :SMPX; each 

entry is enclosed in [ps 
EXAMINING ... - gives the name of the P and the key insertions causing the examination 
/TRY - means that a non-fast-fail examination is being done; fast-fail is a quick check on 

whether any positive predicate has no instances, before the full-fledged match 
is tried (formerly /NI :F) 

WARNING ... - appears when an instance is inserted or deleted but was already present or 
absent, respectively 

*+ - appears for a warning for an instance insertion 
- appears for a warning for an instance deletion 

If the RHS included ADDPROD, REPPROD, REPCOMNT, REPLHS, or REPRHS, a message is 
printed before the INSERTING line. 

PSBREAK comment AT ... - a break in execution; user interactions consist of commands in 
()'s; the system responds with output dependent on the command, or with "ok"; 
(OK) is typed by the user to resume execution. 

The above appear on a full :DVFRB0S«4 or :TVKRBOS « 4 trace; the following are 
modifications for lesser traces: 
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the P-firing message is all on one line 
most of the EXAMINING message disappears; only the P name remains; if /TRY occurred, 

only the / appears (in case of verbosity 1, not even P names appear) 
most of the WARNING message disappears - only the *'s remain 
the USING and INSERTING lines disappear 
the messages from ADDPROD et al drop out 
break messages, commands, and possibly their outputs disappear 

After execution, typically a DUMP occurs ( delimited by "DUMP"), followed by the output of 
PERFEVAL: 

Run time for Ihe present RUN invocation 
A small I able of figures: 

EXAM is the number of examinations of Ps 
TRY is the number of non-fast-fail (/TRY) examinations 
FIRE is the number of P firings 
WMACT is database (Working Memory) actions: insertions + deletions 
E/F, E/T, T/F give ratios of the first three 
the line following the numbers gives an average time figure for each of the 

relevant numbers in the preceding line (divides total run time by each 
of the numbers) 

Detail on Working Memory changes; "NEW OBJECTS" are those created by EXISTS 
Maximum length attained by :SMPX 
CORE gives current available LISP core, plus amount used in current run 
:ACTS - a list of the major actions in the current core-image 
TRACE - a list of Ps that fired, in the order that they fired 
FIRED x OUT OF ... - gives number of distinct Ps that fired 
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•> P R F C S C A M X O D ft TFKC A N ( V ) ft TFF>C A N V ) N ( Y ) ft ISCHMN^FCK;) ft C H L W F N O R ( W O C ) 

ft L A W U K C ' C . I / T O P ) ft I X I S T S I C ) ft U^SCANCMUNLVFOFT C M . W F N O R ( V , C ) 

ft HLG"«»FFF.C(C.OY ) f t H A S C P P 1 0 R ( « ; N « I ) ft MXC.T '010R(»M) 

ft T X I S T S < C ( H I M ) ft LNCF<I.IF<LV(KR;0<JM) ft NKGATF( |/;,7) 

ft C H U N V I F N O ) ft NOT C » W H F N < 0 ) : 

S C O : " F V S C A N " - 1 S Q W O R I X X ) ft OFL.LNKRMX ( X / I ) ft ISSCANCFN.»W(C) ft MJGMPFIFXFC^J) 

• > NEWF V ( C ) ft IS* V ( C ) ft I S S C A N F V T C ) ft KJF«ATF(3/L) : 

SF>S: " F V C N O " F V S C A W F W X X F X . ) ft I F» 10» ( X V) ft NOT FNOMARKFY) 9 MXCFRIOR(W) 

• > £ X 1 S T S ( C ) ft T F S C A N ( V ) ft T F S F ANF 1N(Y) ft LSSCANC>THNIF(0 ft D I I W R N D I (C,V) 

ft H1GHPR» .C (C .0 .V ) ft M X C P R I O R ( N . I ) ft HASC.PR10R(C.NI I ) 

ft NCG/ITR(L/L ) ft NOT 1 S S C A N T V ( 0 D ft NOT FGSCANF ) N ? ( X ) : 

S 7 0 » " » I G H 1 F W " :: F V S C A N F M X X N ) ft IKF T O F ( X . Y ) » PROHIEM(P) ft TNOMAPK(Y) 

• > A N S W I R H U I L O ( P ) ft N F G A T F ( I ) : 

X PAGT 3 • TRANSFORMATIONS X 

E XPR ST I N ( ) : OF G I N PSMACRO(ST ITONM); 

T L J " H 0 W CHD-^WVIAT" = TF S C A N ( X ) ft EQHOWFX) ft U F T O F ( X . Y ) ft I QOL D(Y ) ft L E F T O F (YJT) 

» S M«>LEN( -1 ) ft FOVIAIAT(X) ft WORIXQ<X W H A T ) ft NOT WCWX0/,X/HOW> 

ft L E F 7 0 F ( X / ) ft N E G A 7 F ( A L L ) : 

7 ? : " I S EQUAL F O - ' I S " S TFSCAN<X) ft T Q I W X ) ft STRJNCT Q( ' (EQ(IAL 7 0 ) X , V ) 

M W ) L F N ( ? ) f t LEFTOF (X ,Y ) ft NEGATE (ALL , -2 ) : 

7?E: T Q U A I S - M S " S T F S C A N ( X ) ft I Q E ^ / A I S ( X ) 

. M Q J S C X J F T WOROFQCX.'JS) ft NOT WORW Q ( X : { Q L « A I S ) ft N E G A T F ( A U ) ; 

7 3 : "YF ACS YCK/NGF R 7 M A N - H E S S 7 H A N " = TFSCANFV? -1 ) ft S7RINT.>L Q < ( Y E A R S Y O U N G E R T O A N ) ^ , Y ) 

• S MOOLEN( -?) ft EQIVSS1MANCV>. I ) ft WORIX Q<V>- I A F S S I H A N ) 

ft NOT WOTTDE Q ( V 7 - I ,'YE ARS) » LEF 7 0F (V7- I .Y) ft N E C » A T R ( A U , - ? ) J 

TFL: "YEARS CHOER THAN- . -P IUS" = T F S C A N ( V ? - I ) ft S 7 R I ^ ( Q ( ' ( Y E ARS 0( OF R 7 K A N ) X , Y ) 

• > MOOLF N ( ? ) ft FQP|.US(V>-J) ft WORW QCV?- I . 'PI.US) 

ft NOT WORDF Q T V M . ' Y E A R S ) ft I EF TOF (V?-1 ,Y) ft N E G A T E ( A L L , - ? ) ; 

T 5 : "PERCENT U S S 7HAN CONV" R 7 F S C A N ( V ' . I ) ft S7RINGE Q( (PER CF NT I E S S T H A N ) . X . Y ) 

ft W O R O F Q ( X X W ) f t S A T I S F ICF?(XWNL»MBERP X W ) 

• S MOOLEN(-3) ft WW1XQ<X/100.0 -> ;W)/LOO.O) ft FQ7 IMF S ( V 7 - 1 ) 

ft WORDEQ<\R»- I .T IMES) ft NOT WOROE Q<V»- 1,'PFR) 

ft I E F T C H - ( V M , Y ) ft NEGATE ( A L L , - ? ) : 

• • P E R C E N T TESS 7 MAN Y - V ( I O O - « ) / 1 0 0 . 0 7 I M E S Y % 

T G : "LESS THAN- I F SS7HAN" E 7ESCANCV*-1) ft S T R I N G ! Q C O T S S 7 H A N J X . Y ) 

• V MOTHEM- J ) ft FQ (ESS1HAN(V> I ) ft WORIXQ<V?- I . I E S S T H A N ) 

ft NOT WORDFCKV- I . ' I E S S ) ft I EF TOF (V?-1 .Y) ft NEGATE ( A L L , - ? ) : 

1 7 ; " T H E S C . N H E " = 7FSCAN(TT ) f t FQIHFESF(7 I ) 

• • EQ7HT(T | ) | W0RDEQ(T I . T H F ) ft NO 7 WORDFQO I . T H F S E ) ft N E G A T E ( A I L ) ; 

78: "MORE THAN- 'P I .US" S 7FSCAN(V>- I ) ft STRIMGF Q( (MORE 7 H A N ) X , Y ) 

M « U E N ( - 1 ) ft EQP|.US(V- I ) ft WORWCXV?- I .P I . I IS ) 

ft NOT WORW.CXV*. 1,'MORE) ft IFF TOF (V^-1 .Y) ft NEGA7F (AT I . - ? ) : 

79 : " S P L H 7WO NVWFLERS* ~ 7FSCAN(V>-1) ft STR]MGT.Q( (F )RST 7 WO NA.*MBE R S ) X , Y ) 

• ^ MOL)LEN(3) ft S 7 P I ^ 7 N S ( '(NUMBER AND 7>€ SECOND NV.«MRF.R)V'- I .Y) 

ft N E G A 7 F ( A U . . ? , - 3 , L : 

T9F : "SPL IT 7 W 0 N U M R I R S ' S 7FSCAN(V>-1) ft ST R I N G ! Q ( ( T WO N V W B E R S ) X . Y ) 

MO(>LEN(fl) ft EQF IRS7(V? . I ) ft WORI.V Q ( V 7 - I / F I R S T ) 

ft S7RLWIMNS('(NLWBER AND THE SECOND NLWBER),V>- I.Y) 

ft N E G A T F ( A H , - ? ) ft NOT WORDF Q(V>- I . T W O ) : 

T 10; "SPL IT THRFC NUMBERS" " 7FSCAN(V>-1) ft S T R 1 M M Q('(TFIRF [ NLLMBERS)X .Y ) 

MO0LEM9) ft S T R I N G I N S ( ( F JPST NUMBER A N D THE SECOND M.«WBCR 

AND THE THIPD N L ' M B E R ) V - I Y) ft W O R I X - C X V - I , 'THE) 

ft E Q T H F ( V ? - I ) ft NOT WORD* Q<V?- I THREE) ft N E G A T E ( A H , - ? ) : 

T I L : " H A L F - 0 . 5 " : T F S C A N ( V ' - I ) ft STRJNGF Q('(ONV; H A L F J X . Y ) 

• M O O I E N ( - I ) ft F Q 0 ' . 5 ( V ? - n ft I EFTOF ( V 7 - I . Y ) 

ft WORD* Q(V?. 1,0.5) ft NOT WORDF 0/V>-1 .'ONE ) ft N E G A T E ( A L L , - ? ) T 

T I Z . ' - T W I C E - ^ W O T I M E S " = 7 F S C A N ( V ? - I ) ft STRLNGFQCF TWICE ) X . Y ) 

. • MCXTLFN( J ) ft EQ?(V?- I ) ft WORDF Q<V?-1, '?) 

ft NOT WORDF O^V?- I . ' T W I C E ) ft S 7 R I N G I N S ( ( F IMF S ) Y » - I .Y) 

ft NEC;A7E(ALL. -?) ; 

7 13: "$ S I G N " : : 7FSCAN(X) ft E Q T ( X ) ft I E F TOF-(X Y) ft LEFTOF ( V , X ) 

ft WORDF Q(Y,VYW) ft SAT I S F IES(WW,(NLIMBTRP W W ) ) ft L E F T O F ( Y J T ) 

7F01H(X.Y) ft E Q O O I L A R S ( X ) ft WORDF CXX ,0011. A R S ) ft NOT WORDF OCX, '?*) 

ft LEFTOF(V.Y) ft LEF TOF (Y R X) ft LEFTOF ( X / ) ft N E G A T E (ALL ,.5%" 

«I V H • 7 •> V • DOTLARS 7 ^ 

T|f l : "CONSFC TO->PLUS" :: 7FSCAN(V? -1) ft S7R1NC5EO('(CONSE C U T I V F T O ) X . Y ) 

» ^ E Q I ( \ ^ - I ) ft WORDF OX V - I . I ) ft NOT WORDF Q(V?- I X O N S E C U T I V F ) 

ft S7RIWGTWS( (P IUS) .V> . I.Y) ft NEGATF(AL I , - ? ) ; 

7 L!»; " I ARGER T H A N - P I U S " S 7ESCAN(V?- I ) ft S7RLNC;F 0( ( LARGER 1 H A N ) X , Y ) 

• > MOT)L EN(-1) ft WORWQJV?-1, 'PI . IW) ft NOT W O R L X 0 < V - I ; I APGE R) 

ft E Q P L L W ? . I ) ft IV 70F(V>-1 ,Y) ft NEGATE ( A I L , - ? ) ; 

7 I F ; "PER CENT CONV" S 7FSCAN(V> I ) ft S T R I W F Q("(P6R CF N 7 ) X V". 

ft WORDF C X X X W ) ft S A T 1 S F H S ( X W M ' M B E R P X W ) 

ft NOT ( E X I S T S ( V 3 , V » - A 7 ^ ft S L R . U K I Q ( ( \ T S S T M A N ) V ' . ? J ) ) 

- > M O B L E N ( - ? ) f t TFOUT(V> -L ,Y ) ft WORDF Q ( X X W / 1 0 0 . 0 ) ft L .EFTOF(X ,Y) 

ft N E G A T F ( A U ) : 

% n PER CF NT Y .•> n/\00.0 Y X 
7 17; "HOW MANY- HOWM" S 7FSCAN(V? - I ) ft S7RINGE Q ( ( H O W M A N Y ) ^ , Y ) 

MOOLCN(-1) ft EQHOWM(V*-1) ft WORDF Q C V - I , H O W M ) ft NOT WORDF CXV?-1 ,*HOW) 

ft LEF TOF (V?-1 ,Y) ft NEGATE ( A L L . - ? ) : 

T 18: "THE SQUAWE OF-^SQUARE" S T F S C A N ( V ' - 1 ) ft S T R I ^ - F Q(" (FF^ SQUARE 0 F ) X , Y 1 

• MOOLEN(-?) ft EQSQUARE(V7-1) ft WORDF Q<V? -1 ,SQUARE) 

ft NOT WORDF CXV? - »/THE) ft LEF TOF (V7-1 ,Y) ft N E G A T E ( A L L , ? ) : 

T I 9 : " M U 1 7 I P L I 1 0 . < T I M E S " = T F S C A N ( V ? - 1 ) ft S I RINSE QCCMUL T I P L H D B Y ) X , Y ) 

ft NOT E Q I S ( X ) 

. « M O O I E N ( - I ) ft WORDF Q(V>- I ,'T IMES) ft TQT ' IMES(V7 -1 ) 

B . 



THF, S T I D N T PROGRAM 

ft WOT W O K P F T F V - L / M U H P L H D ) ft I F F T O F ( V . I,Y) ft N ¥ « A T R ( A U , . 7 ) ; 

T 7 0 ; " D L V I D R D - > Q U 0 1 IF NT " R: T F S C A N ( V ? - I ) ft S IRJW. 'F QF 'CDJVLWD C 'Y )# ,Y ) 

• N O T E Q I S < X ) 

• > M O O L F N F - 1 ) 4 W O M . V O X V I . Q U O L IF W1) ft L Q Q U O K F W? ( V - 1 ) 

» WOT WCWDF C ' . V M . ' N I V I O R T O A IFF W V ? I . Y ) I W G A T K A U . . ? ) ; 

T 7 H " S U M O F " B T F S C A N ( V ? - I ) * K 1 R 1 H W O I (!»«: S U M OO-W.Y ) ft 1SSCANCHI"NK(C> 

• ' M O O L E N ( 3 ) I I FF TOF (W.V ) T H O I M ( V M . Y ) » TANDSUM<C)ft WE G A I F (A I I , -8 ) ; 

T ? ? I " A N D - ' . S " I: L F 3 C A W ( X ) f t I Q A W D ( X ) * T A N O S U M F O F T I S S C A W H U N K T C ) 

ft WOT F A W O D I F F ( C ) 

•> T Q P U I S S F X ) » W O V J X Q<X;PI . I ISP) ft WOT W O R K C K X . A N D ) A NCGATFC\2Y. 
T ? 3 > " O I F F B E T W " S T F S C A N V V ? . I ) * S T R I N G O U ' M E D1FFCTT.NCT HE TWEFN).W.Y) 

ft I S S C A N C H U W ( C ) 

• > M O O U N < - 3 ) * \.V TOF (W.V ) |- T F O I I K V ' ? . I .V) ft TAWOT)JFR(C) ft N T G A T R ( A L L . - 9 ) ; 

T ? 4 I " A N O - > S " H S C A W I K ) * I O A N W X ) ft T A N W W F « ) * I S S C A W O ' U N K K ) 

-> I Q M ) M . I R S ( > 0 A W O ^ X O ' I K . M J M . T S R O ft MOT W O R N F Q - X ' A N O ) $ MUJATF ( I ; M ) I 

T 7 5 : ">.>:• T F S F A W ( X ) $ I Q 7 / X ) * L£F T O M X V ) ft F QAN/D(Y) ft I FF TW ( Y J ) 

•> M O D I F N M ) ft F O P F . R 1 M X X ) ft U F 1 0 H X 7 ) * N T G M K A U ) : 

T 7 * T * I F S C A W ( K ) ft L Q 7 / X ) * IFE'F TC*(>J.V) ft NOT FQANCKY) ft I FDFLTTFD(P ) 

• F QPF.R1 O O ( X ) ft N>: G A 7 F ( | ; / ) : 

T 7 6 0 : " . - D E L " « TRFSF AWCK) .ft I Q ? / ( X ) * T ? F 1C* ( X .V) ft WOT FQAND(Y) ft L ? F L O M W # ) 
• WOT( I . X I N U ^ ) A IRR>RLRIFN(P) ) 

• > M 0 O U N < . I ) ft T F O I M ( K V ) ft I R R T O M W Y ) f WL'GATF ( A U , . 7 ) ; 

T ? 7 ; " 7 . Q M A R K " - TF S C A N ( X ) ft { - Q W ( K ) -. • F QQMAWIC<K) $ WFF'ATF ( A U ) : 

T 7 * » " . . P T R L O O " C T F S C A N ( X ) . f t E Q W < • F QPF.PIOO(X) 5 W R G M R ( A L L ) : 

T 7 9 ; " J F DF L" TF 73CAN(X) ft T Q K ( X ) - f t L H F T O < ( W . X ) f t I F ' T O M X . V ) 

• > M G O I C N M ) ft T R 0 L M ( K . V ) L IFOFL H F O ( X ) ft I T F 10F (W.Y) ft WL'GATF ( A L L ) : 

T 3 0 : " T O T A L H->*" :: T R S C A W ( X ) ft n)*OTAL(X)ft TFMOF(WY.) f t I TF T O K X . V ) 

ft TQWLLMHCR(Y) 

• ' MOOLEWC- I ) ft T F O L M F X . V ) ft L.FF 1 R* (W,Y) ft WLGATFFATL , 0 ) : 

T 3 H " F X C E C O S " T F S C A W ( X ) * T T Y X C F F.'OS(X) .f JS5CAWC»-N.LW»F(R) 

• > T Q M J W L L S ( X ) 4 W C R I Y C K K ' M J W U R ) ^ T N Y J S ( C ) * W T G A T F ( L ^ ) 

• WOT WOVOF C<X.F X A R O S ) : 

T 3 7 : " B Y . ) I S > * U T F 3 C . A W ( X ) A F Q H Y ( X ) I M Y I S ( C ) 

• ̂  E Q I S ( X ) * W O R W Q T X . ' J S ) » WCGATF (AT I ) * WOT WOPOF Q(X B Y ) ; 

T 5 0 J " I F O U 1 " S T F O U H W W V Y ) F CMUWKFWOI (OV' .C) $ O W L F »AW) 
• M F S C A W ( W W ) ft I R ^ C A W T )W(WW) ft WOT TF?CAWF )W(OW) ft CMUWFWTO (WWJC) 

ft W V G A T F ( A I I) ft CMUWKL F.W( I ) ft WOT \f ASCAW* - 1W\'0W); 
T 5 I { " T F O I N * N TFOH1 (CWAW) ft WOT a ' X ) S T S ( C ) ft CHUNK*WW (OVI.C) ) 

• •• L F S C A W ( W W ) f t I F ^ C A W F J ^ W W ) ft WOT \t S< AWT )W<0*0 ft WFGATF(AL L ) 
• WOT I F A S C A W N W ( O W ) ; 

T 6 7 I " T R O U T LFW" " TFOLLTLCW(X Y L ) ft CHUWKLFW(W) 
-> T F O U K X . Y ) # CHUWKT F.W(WA ) ft W T G A T F ( A U ) ; 

T N O ; 

X P A G T « - D I C T I O N A R Y 1 A G S 

E X P R S U M ) : UF G I W PF .MACPO(MTJOWM) : 

D L I " U S S I H A N O P ? " - 1C,R.CAW(X) ft I Q I C S S I H A N C K ) 

• > W T W O P ( X ) ft ! «50P2(X ) ft W » : « A T F ( | ) : 

D 3 » " P I U S O P 2 " A T H S C A W ( X ) ft T Q P ) . U S ( X ) - ' WFWOP(X) ft 1S0P7(X) ft W ? G A T F ( ) ) : 

0 5 : " T J M T S O P I " S 1 G S C A W ( X ) f t I Q T JMF !>(X) -•' WF W O » ( X ) ft ] 5 0 P | ( X ) f t W>"GATF(|): 

0 7 ; "SQUAWF O P T R 1 G S C A N ( X ) f t F Q S Q ( I A V T ( X ) WFWOP(X ) f t I S O P I ( X ) f t WKGATF ( I ) : 

0 9 ; " O T L O T H W T O P T A 1 G « ; C A N ( X ) ft i QFTUOT 1£ N 7 ( X ) 

• > W V W O P ( K ) % 1S0P L (XJ ft IA*GATR( I ) : 

0 1 H " 0 F O P T S L G S C A W ( X ) f t F O O F { X ) O 1 $ 0 P | ( X ) 4 WKGATF(L ) : 

0 1 3 $ " S Q L I A R C O OP" a T G S C A W ( X ) ft I Q S Q U A R F O ( X ) WFWOP(X) ft I S O P O ( X ) ft WF.GATF(L)I 

D I A L "CXPOW^WF W r. T G ' X A W ( X ) ft I Q ? « M X ) 

O N T W O P ( X ) ft J S O R O F X ) f t WOFTI>JW?(X.RXP7) ft W I G A T R O ^ ) 

t WOT W O « W I : < X :»#.'»# >I 
D L B » " M I N U S O P " R. U I S C A W C X ) ft F O M ) M . L S ( X ) WFWOP(X) ft I S 0 P 0 ( X ) ft WEGATF(1) : 
D 1 7 ; " P F R O P " U 1 G S C A W ( X ) ft F QPF.R(X) 

•> NF W O P ( X ) ft ] $ O F ' 0 ( X ) ft W 0 R D J W S ( X : C | U 0 T I F N 1 ) ft NF G A T F ( A L L ) 
* WOT WORTX-TFX. 'PF.R): 

D I B ; "PLUS!? O P " r. T G S C A W ( X ) ft FO(PLUS!»(X) - WFWOP(X) ft ISOPCKX) ft WEGATF(L) I 
0 1 9 ; " M 1 W U S S O P " R I G F . C A W ( X ) ft I Q M J M J S ? ( X ) . WEWOF'(X) ft ISOPCKX) ft WFGATF(L ) : 
0 7 I J " H A S V B " S I G J - C A W ( X ) ft F O H A S < X ) ISVF R W X ) ft WFGAFF( ) ) J 
0 2 A » " C T ' T S V B " S 1 G < C A N < X ) ft T O < ^ T<; (X ) LF,VFRF/X) ft WCGATF( L)« 
0 7 7 ; " H A V R V B " •: I G T C A W ( X ) ft T O H A V F ( X ) -> 1 5 « V F ^ X ) ft W C G A T ( ( | ) J 
D 3 0 J " V / F I G H S V B = 1 G « . C A W ( X ) ft I Q W H G H S ( X ) 1 S V F R W X ) ft WRGAF( (| ) » 
OA J ; " M A R Y P R " A 1 G $ C A N ( X ) ft F Q M A R Y ( X ) H ^ T R 3 0 N ( X ) ft WTGATF(1 ) : 
OAllt " A N N P R " S T G S C A W ( X ) ft F Q A W N ( X ) L I ^ T R S O N ( X ) ft W F G A I F ( !)'• 
0 0 7 ; " B U L P R " S I G S C A W ( X ) ft I Q H L L L ( X ) -> IR.PFR'>OW(X) ft W E G A T F O ) : 
0 5 0 ; " F A T H F . R P R " B I G S C A N ( X ) ft.TQFAT»HP(X) )SPERSOW(X) ft W E G A T F ( I ) : 
0 5 3 T " U N C I F. P R " T T G S C A W ( X ) ft EQUWC4 T ( X ) * • ]{;PERT>OW(X) ft WFGAFF ( I ) : 

D5F>: "HE PROW" : TGSCAW(X) ft AG£PROB(P) ft E Q H E ( X ) 1 S P 8 0 W ( X ) ft W T G A T R ( | ) I 

0 5 7 ; " H J S POSS" R I G S C A W ( X ) ft A « P R O B ( P ) ft E Q H J S ( X ) 

• > LSPOSSPROW(X) ft W E G A T F ( ) ) : 

061: "P60PLC PL" S TGSCAW(X) ft EQPFOPI.C(X) I F W . U R A L ( X / P F R S O N ) ft W F : G A T F ( A L L ) : 

D M : "FE6T PL" S TGSCAW(X ) f t E Q F F E T ( X ) O 1SPLURAL(X.*F00T) ft WL'GATF ( A L L ) : 

06B; "YARF>S PL" : T G S C A N ( X ) ft F Q Y A T O S ( X ) O ISPLURALTX . 'VARD) ft WTGATF ( A L L ) : 

0 6 7 ; "FATHOMS PL" R. TGSCAW(X) ft EQFATHOWR(X) -> ] $ P L U « A L ( X F A 1 H 0 W ) ft' WHGATF " 

0 6 7 S : "FATHOM SIWO' R. I G S C A N ( X ) ft EQF A T H O M ( X ) ^ 1 S S I W ^ I A A P ( X ) ft M . G A T F ( 1): 

D W : " L W C H F S P T " . S TGSCAW(X ) f t FQ IWCI IES (X ) - N I S P L U R A L ( X . I W C M ) ft W L G A T F ( A L L ) ; 

D7|I SPAMS PI." S T G ? C A N ( X ) ft FOKPAWS(X) I S P L U R A L ( X ; S P A W ) ft WL'GATF ( A L L ) : 

D7 I S : SPAM SJWG" S T G S C A M ( X ) ft EQSPAW(X) ISSIWC^UL A R ( X ) ft WE G A T F (L )T 

D 7 ? : " M I I E S P L " S TGSCAM(X) ft T Q M U E S ( X ) ^ ISPLURAL.TX. 'MHFF) ft W € G A T F ( A L L ) : 

D73: " G A U O W S PL" = TGSCAM(X) ft F QGALLOWS(X) ]SPLLIRAI. (X, 'GA».T OW) ft WE G A T * 

D7!K 'HOURS PL" S TGSCAW<X) ft EQHCKFLRS(X) -> I S P L U R A L T X . H O H R ) ft W T G A T F ( A I I ) : 

D77; "POIIWOS PL" S TGSCAM(X) ft EQPOUWDS(X) 1SPLURAL(X/POUND) ; ^!l\, \ 
D78; " T O N S PI." r. TGSCAM(X) ft E Q 1 0 W $ ( X ) ^ ]SPLLTRAL(X, 'TON) ft WKGATF (ALL)S 

D 7 9 : " 0 0 1 L A R S PL" - TGSCAW<X) ft E Q O O U A R S ( X ) 1SPLLIRAL(X, 'D0LL AR) ft W E G A T F ( A L L ) ; 

D H : "WHAT QW" : TGSCAM<X) ft FQWV»AT(X) *> 1SQW0RD<X) ft WEGATF ( I ) : 

DH3: "F 1WD QW" R TGSCAM(X) ft FQF IWD(X) 1SQW0RWX) ft WL'GATF ( J ) : 

D80: "HOWM QW" T TGSCANFX) ft EQHOWW(X) -< 1SQW0RD(X) ft WT.GA7F ( L ) I 

D 8 7 ; " H 0 W Q W R TGSCAM(X) ft EQHOW(X) ft I F J TC*(X .Y ) ft WOT I Q O L D ( Y ) 

ft MOT EQMAMY(Y) 

• • 1SQW0RLXX) ft N F G A T F ( | ) I 

D 9 I : "PERIOD D I M " : TGSCAM(X ) f t EQPFRIOO(X ) 

•N MOTHFWC(X) ft ISDEL 1M(X) ft W E G A T F 0 ) « 

D9FV. " I S C H W " S TGSCAW(X) ft EQ IS<X) -> MODLEWC(X) ft I S I S ( X ) ft WEGATF ( | ) J 

END: 

' . P A G E 5 - PRECEDE MCE SCAW % 

EXPR SUTP():F1EGIW 

P I : "VFRBPREC" = I S V E R ^ X ) O H A S P R E C ( X 5 ) : 

P7: I S PREC" S EQISVX) ft I S 1 S ( X ) •> H A S P R T C ( X « ) S 
P3: "OP? PREC" S I S 0 P 7 ( X ) o HASPREC(X ,7) : 
PA; SQUAW PREC" = EQSQIIARE(X) ft I S O P I ( X ) » ' H A S P R E C ( X F I ) : 
P5: 'OP I PREC" = JSOP L(X) ft WOT EQSQUARE(X) ft MOT EQOF ( X ) -> H A S P R F C ( X , 5 ) : 
P8: "SQUARFO PREC" = EQSQL«ARFO(X) ft I S O P O ( X ) .> H A S P R E C ( X 7 ) : 
P9 : "OPO PREC" = 1S0P0<X) ft WOT EQSQIIARF D<X) H A S P R E C ( X , I ) : 

P I O ; "START PREC SCAM" = ISCHUNX(CO) ft CMUWKEWDT (XJCO) ft H A S C P R I O R ( C O W O ) 

ft MOT PRECSCAWD(CO) ft ISCHL>NK{CI) ft H A S C P R I O R K I M I ) 

ft S A T L S R H G 7 ( M 0 , M | ^ O GREAT M I ) ft WOT PRF.CSCAWCKC I ) 

ft MOT( E X 1 S T S ( C ? M ? ) ft HASEPRI0FL(C7J/?) 

ft S A T ] S R H S ? ( M 0 . M 2 > ^ 7 ?• GREAT MO) ft WOT PRECSCAWD(C7) ) 

ft N 0 T ( E X L S T S < C 3 M 3 ) f t L IASCPRI0R(C3M3) 

ft S A T ) S R | E S 3 ( M 0 ^ I M I : ( G R F ATFRP MO M 3 M L ) ) 

ft NOT PRECSCAMD(C3) ) 

• S PRFCSCAN/KOX) ft H L ( ; V » P « T C ( C O O X ) ft ISCML«W(C L)I 
P15: "START PREC S C A N " S LSCMUNV(CO) ft CMUNKCNDJ ( X C O ) ft H A S C P R I O R ( C O W O ) 

ft NOT PRECSCAWO(C0) 
ft N 0 T ( E X 1 S T S ( C I M 1 ) ft H A S C P R I O R ( C I M L ) 

ft S A T I S F I E S ? ( M O W I W O ? rGREAT M L ) ft WOT PRECSCAWD(C I ) ) 

ft MOT ( I X I S T S ( C 7 M 7 ) ft HASCPR 10R(C7,M?) 

ft SAT 1$F I E R 7 ( M 0 ^ ? W 7 ^ G R ? A T MO) ft WOT PRF .CSCAWD(C7) ) 

.> PRECSCANTEOX) ft HLGHPREC(CO.OX) I 

P20; "WFW H I G H PREC" = PRECSCAWTCX) ft HJGHP*EC(C,W,Y) ft H A S P R F C ( X M ) 

ft S A T L S R I E S 7 ( M W ( G ^ | A T R R P M W ) ) f t I F J T O F ( X . W ) 

ft MOT CHLLWKRW0R(X.C) 

^ PRECSCAM(C.W) ft H I G H P R E C ( C M X ) ft WE6ATF( \?.) : 

P73> "PREC S C A N OW" •-• PRECSCAW(CX) ft HI6>FPREC(CW ( Y) ft H A S P R F C ( X M ) 
ft NOT S A T I S F I E S 7 ( M N . ( G R E A T R R P M N)) ft LEFTOF ( X . V ) 
ft NOT CHUNXF NDR(XJC) 

• N PRECSCAM(CW) ft NEGATF( I ) : 

P?6S "PREC S C A N ON" S PRECSCAN(C.X) k MOT( I X J S T S ( N ) ft H A S P R E C ( X N ) ) 
ft LEF TOF (X ,W) ft NOT CHUNKFNDR(X,C) 

• > PRECSCAN(C.W) ft NEGATF( I ) : 

P77; "PREC SCAM DONE* R PRECSCAM(C.X) ft H I G H P R E C I C ^ . Y ) ft H A S P R E C ( X ^ ) 
FTSATISF IF S ? ( M N : ( G R E A T F RP M N) ) ft CHUWKF WD« (XX : ) 

. > H ] G H P R E C ( C ^ X ) f t PRECSCAND(C ) f t WEGATF (12)t 
P78J "PREC S C A N DONE" R. P R E C S C A N ( C X ) * HJG>«PREC(C^,Y) ft HASPRF C ( X M ) 

ft MOT S A T I S F I E S 7 ( M N . ( ( * E A T R R P M N) ) ft CFFLLNKENDR(X£) 
•> PRECSCANWC) ft M E G A T F ( I ) : 
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P ? 9 : "PREC S C A N I K ^ " ' r. PRECSCAN(C.X) ft W T ( K X I S T S f N ) ft HASPREC(XN) ) 
ft C H U N V | N O » ( X . C ) 

• > P R E C S C A N O K ) ft W ? G A T r ( J ) : 

P 3 0 : " H A S V E R H " r. PRFCSCAWD(C) * H l G H P R E C f C M X ) ft SATJS'f l E S ( M . ( f Q M 9)) 
• > HA*JVKRWC-,X) ft NV.KA7f<7): 

P 3 5 : " H A S I S * s PRE CSC AKfl)((,) ft H'GHPRf r . ( ( ,M,X) ft SAT 1ST ] t5(M a ' ( f Q M *)) 
• MAS I S(C .X) > N F G A T f ( ? ) : 

P/JO: " H A S O P ? " a PRF.CSC AVI*i<C) ft HKJMPRf C(C ,M,X) ft SATJSF IE r>(M.*(EQ M 7)) 
.'• H A S O P ? ( C X I ft N i : G A T r ( ? ) : 

P6b: " H A S S Q U A R F " PRECSCAWO(C) ft H1GHPRFX(C,M.X) ft S A T I S ' H !>(M'(( Q M G)) 
»> HASSQUAWf (C .X) ft N E G A T f ( ? ) : 

P 5 0 j " H A S O t M " = PREr.SCAND<C) ft HJUMPPI C(C.M.X) ft SAT 1ST If 5(M.(Eq M $)) 
H A S O P l ( C , X ) ft N F G A ' T f ( ? ) : 

PGb: "HASSQUAWf 0" r PPf r .SCAND(C) ft HJG" -TPRF C(C,M.X) ft S A T I S r !f!t(M.'(f Q M ?)) 
^ H A S S Q U A R F O ( C . X ) .ft W\'11t.?)i 

P 7 0 : "HASCU'O" = PRE C S C A N D ( C ) ft WGHPRf C(C.M.X) ft S A T J S r I ! S(M.' ( {Q M I ) ) 
HASOPCKC.X) ft N V « A f r < ? ) : 

P 7 5 : " V A R F O I W O :: PRECSCAND(C) ft H H'UPRFC(C.M X ) ft S A T I S f IES(M.'(fQ M 0)) 
ft L A H E L U ( C . N J ) 

• > I S V A R C H U N K ( C ) ft LAUF I F ( C . N D ft N F G A T f (?,<l): 

E N D ; 

X PAGE G - M A I N C O W : C I I V E S . Vft 'MS, M I S C . P O S T O I C T - 1 AG TPANS' 5 \ 

E X P R S U I M ( ) : H E G J N PNMACRO(STUDNM); 

M 10: " C O N N s f Q J f ; { X ) ft H A S J S t t . X ) ft (VJ TOf fX/t7) 

ft NOT I Q M U T IP l M D ( A V ) ft N0"» F0.1MVJDVWA7) ft NOT EQINCW-ASf D(A?) 
• > NF.WI Q N ( X ) ft CSPL H ( C , X X ) ft HASOP(C/l QUAi.) ft N V G A T f C ) : 

M ? 0 : " A S M A N Y A V V f T s 1SVf«P./V|) ft INCHl.lNVfV I f,) ft HASVF,RI-*(C.V I) 
ft f.Hl.lfs/Wf M>( ( A H ,C ) ft I F F T Of ( M P V I ) ft I £f TOf (V I A'/K) 
ft IE FT 0' ( A V R / i S I ) ft I Q A S ( A S 1) ft VNFQ(V I A V E ) ft I N O W ( A S I f.) 
$ IFF I D 1 (AS 1 V A N Y I) ft I Ff TO' (MANY I A 31.) ft FQMANY(MANY I) 
ft LEFT Of (A' jP A S ? ) ft I Q A S ( A S ? ) ft VN'.Q(Ar. \ A S ? ) ft ISVfRf l (V?) 
ft 1 N C H U N V ( V ? C ) ft V W Q ( V 1 V ? ) ft I FF TOF (AS? AA( ) ft I Ff T O (A4R.V?) 
ft I F F 1 or ( V ? A M ) ft CHUNVFN0R(A5QC) 
ft I AHM. i.l<C N / ) ft HASCPRIOR(CM) ft IFF T O f ( A W ) 

• > E X I S T S ^ f«l ft PRE NAMMA7I . X. CN) ft CHUNK* NDI (A71 .FN) ft ( HUN*FWrv?(V?,f;W) 
ft I A l ' f I l . l (CNN/') ft HASCPRIOR(CNM) 
ft S T R I F E WM ( f H F NUMftfP OF) /\?R/l3l ) ft I EF TOf(A'Jf? A I ! ) 
ft S T P I f A M M 3 ( ( I S THf. NUMfltR Of ).V ! ) ft IFF TOf (AYR.A<H ) 

ft HASPRf C ( ) f l . F ) ft F f T G A f f ( A U ,.?..0..P..- 13.- I f v 7 l ) 
ft NOT INCHUN<(MANY |.C) ft NOT MASPRfC(V1.9) ft NOT HASPREC(V?.9): 

% M 7 0 : A I I ...A IR Y 1 • A7i ...A7R • AS I MANY 1 A3! „.A3R AS? A<U ...AflR-V? A M 1VA*»R 
• v A ? l _.A?R ( I Mf: » OF) A3I . . . A 3 R A I l . _ A | R - V I ( I S T l ^ i Of ) 

•AM - . A ! . R . A f l l . - A « R - V 7 1 
• WHF.PF. AMI AnR f>T AM^S FOR THJ : r»TH ARBITRARY PHRASI . 

• Vn FOP n I H Vf W , A S " FOR r>1H A S , F Tf.. V 

ft SAT tSF If S(W/M'MFfEP.P NW) ) 

•> ISCHUW((C:> ft NOT PQf CSCAND(C) ft NOT HASPREC(V9) ft N F G A T f ( I ) : 

M*,0:"VPV/I1H » - s 1SVFRWV)* I N C H U W { V . C ) f t LEf TOf (A IR.V) ft CHllNXf NDI ( A 11 ,C) 
ft H A S V E R K C Y ) ft LEf TOF(v,N) ft WOflDf 0<N,WN) 
ft SATISF HS(WN,(M.IMptRP WN)) 

ft LEF TOf ( N X ) ft L E F T O F f X ^ T D f t O l U W f NTR(A7R C) ft VNEQNX A7^"i 
ft NOT ( E X I S T S ( A M ) ft LQAS(A) ft L E F T O F ( A J i ) ft EQMANY(M) 

ft INCHLINV(A,C) ) 
ft LAE'f LU(C,MP) ft ^»ASCPR10R(C,0) 

-> f X ISTS(CN.T I) ft PRENAMF(T I C C N ) ft CHL'WFNT>.(T |^N) ft OR.fNKf NOR(A7RX^0 
ft LAUfLU(CN^ .P ) ft HASCPRI0R(CN/» 

ft EXISTS(DLIM) ft STRlWi?IWS((THF NLIMfTLR Of )DL*M.X) ft LEF TOf ( X ^ I I ) 
ft STR lWCINS( ' ( IS ) .VN) f t I FF TOF (N/N7L) ft HASPREC( J A B ) 
ft N E G A T r d / J . S / j / J J O . I f l . l b ) ft NOT HASPRFC(V,9) ; 

% MbO: A l l . . . A | R - V N » - X - A 7 l . . . A 7 R 
D U M - ( n f E . N L I M R E R - 0 F ) - X - A | l . . A | R - V ( J S ) - N . A 7 l „J\7K \ 

M55:"VF1 W I T H s I S V F R W f t I N O W ( V . C ) ft LEF TOF (A IR.V) ft CMUNXf ND(.(A I I ,C) 
ft HASVFRfJs'C.V) ft I FF T Of (V.N) ft WORDf Q(N.WN) 
ft S A T J S M f S(WN.'(NLIMBERP WN)) 
ft LEF TO ' (V IX ) ft D f l l W f N O R ( X C ) f t IFF TOf ( X V ) 
ft NOT (FXISTS(A .M) ft f QAS(A) ft I EF TOf (AJ4) ft I QMANY(M) 

ft INCHIINV(A(. ) ) 
ft LAHFLU(C.MP) ft HASCPR JOfl(C.O) 

^ E X J S T S , ( C N . T J ) * «QfNAMF(T IC.CN) ft CHUNKfNDI (T IJCN) ft CHLlNKf N D R ( N X ^ ) 
ft I AHf LU(CNW.P) ft HASCPRlOR(CNO) 

ft EXJSTS(DLIM) ft S T P 1 ^ T N S ( ( T H E NUMBER Of J IHfM.X) ft IFF TOf ( X . A ! L ) 
ft STRIFA:- .TNS((IS) .VN)ft I EF TOF(W.Y) ft H A S P R F C ( i n ^ ) 
ft W G A T f ( A l l . . ? . - 3 . - 7 ) ft NOT HASPREC(V,9); 

*. M W : A | l . „ A | R - Y N « - X -> DllM-fTHE-NLIMffER-Of ) - X - A II ,_A I P - V ( I S ) - N % 

Mf,0; "PI URAL- T IMES" = ISPtURAt ( X X S ) ft IFF TOf ( W X ) ft WOROf OjiW.WW) 
ft S A T I S f }{S(WW,m<MBfPP WW)) 
ft W O « W Q ( X X P > f t INCHUNK(WC)f t I F F T O F ( V , W ) » NOT I S V F R W V ) 

. x F X I S T S ( T I ) f t NEWOP(T|)ft MOOLENf I) ft S T R T NC-1 NS( *( f IMF S).W X ) 
ft I S O P I P I) ft 1NCHL'W(T I C ) f t NOT LEF TOf (W.X) ft W O « I X 0 < X X S ) 
ft NEGATr (b ) : 

M67; "SJNGIXAR T J M f S " r JSS1NC-U AR(X) ft LEF TOf (W,V) ft I Q f ( W ) ft INCf fl»NK(WjC) 
ft ISSCANCHLTNK(C) 

• U X I S I S ' T l i f t NKWOP(T I) ft MOOIEN( I ) ft S T R H ^ 1 W S ( ( T IMF S ) . W X ) 
ft IS0P|(1 I) ft 1NCMUIW(T I O f t N F G A T f ( 7 ) : 

M6 ( i ; "OF • 'T JMf S" : EQOF(X) ft ISOP I(X1 ft IFF TOf ( W X ) ft WOROfQ<W.WW) 
ft SATISr iFS(WW.' (WMFTf.PP WW)) 

»^NVWOP(X)ft f QT IMf S (X) ft WORDF OXX: T I M E S ) ft NOT WOR'XCXX. 'OF) 
' ft N E G A T r ( l ) : 

M75: "Of NOT OP'",: EQOF(X) ft L F F T O F ( W X ) ft W0R06Q(W.WW) 
ft NOT S A T I S F IE S(WW,'(NUMBERP WW)) ft ISOP I ( X ) 

• s NOT I S O P I ( X ) : 

M 3 0 ; " A S M A N Y A S V P " ••: I J - V F R l ^ V I ) ft M>KW(VIC) ft HASVFRKC.V I) 
ft C H U W N W ( A l t . C ) f t I F F T O f (A IP .V ' I ) 
ft I f F T OF- (V I / iS I ) ft I 0 AS( AS I ) ft I F f T Of (AS I MANY I) 
ft LEFT Of (MANY I AM ) ft I CMANYfMANY I) ft I Ff TOF (A3P.AS?) 
ft F O A V ( A S ? l ft VN10(AS I>VS? ) ft I F K P I U N W V 7 . C ) ft I Ff T(tf m?M ) 
ft I S V F W < V ? ) ft V W f K V I V ? ) ft IW';huNY(V?.C) ft IFF TO* (AflR.V?) 
ft LEFT C»f (V7 A M ) ft CHLiNv| Nr>U{A v cj.(;) 
ft L AFIf |.1.)(C }lf) ft MASCPRIORfC ,»<) ft IFF TOf (AYR/) 

•> E X I S T S ^ ' - : N T ) ) ft W f N A S V ( l I r . ^N) ft ( H i i W E N O f ( f \fM) ft OiUNKF. NOR(V?rN) 
ft LAF«f l . l . l (CNNf' ) ft M A S f P P i r W K N M ) 

ft E X I S f f .V 'XfV) ft STPl 'A : , f»/^( (Tf »K ^. IMpf Q Of ),0lfM.A3l) ft I FF T C * ( A J R ^ II ) 
ft S"P1'TC-TM>( ( I S THT. M.IMf.f P Of ) .V I A*S» ) ft I FF Tf)f (ASPA/l( ) 
ft HASPK* C( in.FJ) ft NKGATf (A I I . -7. -5. -7, - 10,- 17,-19) 
ft NOT INl."fn.!NV(A>l C ) ft NOT IfA."HL«NY(MANV I C) 
ft NOT LET 10f(DUM,1 I ) ft NOT MASPREC(V 1.9) ft NOT MASPREC(V?9): 

V M 3 0 : A I I ...A I P - V I AS 1 -MANY 1-A31 . . .A3R-AS7-Afl l ..;AflR-V? A M .~A5R 
DUM ( H I F • Of ) -A3 l . . . A 3 R - A l l . . A | R - V I . ( I S THF I Of ) 

- A M .. .Ar.P-AOl .. .Aflft-V? ; 

M A O : " H A S V F R O 0 ( 1 ' v. HASVERB<C.V) 
ft- NOT( E X I S T S(A.M) ft t Q A S ( A ) ft FQMANY(M) ft LEF TOF ( A N ) 

ft I N C H U W ( A ; f , ) ) 
ft N O T ( I X I S T S ( N N W ) ft I EF TOf (V.N) ft WORDf 0/,NNW) 

T PAGE 7 • CHUNK SPL IT T I N G , Rt -FORMING. AND RE N A M I N G 1 

EXPR STlK.ROrlTfGJW 

C7: " I S MULT FIY" s H A S l S i C X ) ft LFF TOF(X.Y) ft EQMULTIPL IED(Y) 
ft LEF TOF (Y J ) ft t QHY(7) 

. NEWREFOP('TIMES) ft C S P L I T ( C X / ) f t «1AS0P(C,'T IMf S ) : 
C b V l S O I V D Y " - H A S I S ( C X ) f t l E F T O F f x y j f t EQOIV ' lOf D<Y) ft IFF TOf (YJ) 

ft EOHYtf) 
. • Nl WPF F OPCQUOT If NT) ft CSPl 1 T (C ,X7) ft H A S O " (C, "QUOT I f NT ); 

C 8 : " I S l N C R H V : : M A S ! S < C X ) f t LEf TOF(X,Y) ft FQINCRFASf D(Y) 
ft LEf TC*(V,7) ft EQHYfn 

^ NEWPF.rOP(PH.IS) ft C S P L I T ( C X 7 ) ft HASC'P(C,PLUS): 

C I O : "OP? ETRK" = HASOP?(CX) ft WORIMQ(XXW) 
• > C S P L I T ( C X X ) ft HASOP(CXW) ft N E G A T f ( l ) : 

C I 5 : "SQUARE FJRK" s HASSOLIARE(CX) ft NOT C H U W f N O I ( X £ ) ft I F ' TOF (W,X ) 
ft CFfltNKf NOK(RC) ft LEF TOF'(X.Y) ft I Aflf LU(C N T ) 

EXISTS(CUJLXIMEXX'MOMIMV) ft UR F.N AMI (CCL'IHJMV.Y/JUMO) ft ISCHUNX(CAl) 
ft NOT PRECSCAND(C-) ft ISCHUNK(C) ft I AOf LU (CUN.7 .C ) ft I EF TOf (RDUMO) 
ft LFF TOffPUMOJOUMV) ft CHI.lNKFNOR(FXfMV,CU) ft EQ?(DUMV) 
ft WORDf Q(OIJMV,"?) ft EQEXPT(WJMO) ft WORDf Q(OUMO.> XHT ) 
ft LEF TOf (W/XfMF) ft ISUOPtXfM(DtiMF) ft HASUOPCFflJNK(D(/MT 
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ft C W W W ' R < W I M F . t ) ft IWCEMWW . «Mf .C)f t fJE G A T f ( A l l ,-C>): .MSCHUNK (WC) ft IWCMUNK(WNC) ft N E G A T f ( I ) ft WOT IWCHUNK (W0C) ; 

C 17 ; "SCAIARf BRK" :: HASSQUAWE(C.X.1 ft C > W f W I (X.C) ft IV TOf ( X V ) 

ft C» H.»N*f N O » ( P .f;) tNO; 
E X I S T S f D t t M O M l M V ) ft C S P - L I H C W M O / H I M O ) ft HASOP (C . ' FXPT) 

ft CHUNK?ND< (v .c) ft i FF TOf (P IX IMO) ft IE ' TO» (rxjMr.;;/iMV) 
ft lNC*n."NY([*.IMO,C) ft INC>'U'VV((KJMV,C) ft CMi.»W(M>R(fX/MV/;) 
ft tQ/(WMv) > WORLX OXOUMV/?) ft I Qf XPT(r<.»MO) ft WOR1X0/.OUMO.TXPT) 
ft N E G A T f f A U ) : 

C 7 0 ; " U R E N A M E " * i W T M M / f C O . C U J ' O N T r R M . U O P ) ft VNEQ(POS,HRM) ft I FT TOf EXPOS') 
• > U R f . N A M f ( C O C U X , T r R M l t O P ) f t 1 N < H I P P O S . C U ) ft WOT [NCF*UNK(POSJC0) 

ft N E G A T f O ) ' 
C??t " U RENAMED' a URf.WAM^(CO.CUf 'OS ,HRM,llOP) ft VFQ(POS,TrRM) ft WORDf Q(UOP,0) 

-> CSPL 11 (CUl)OP JIOP) ft CHUNKf NDL(POS CU> ft 1WC»«JW(P0S.CI.I) ft MASOP(CU0) 
ft WOT iwcm. iwy (Pos , co ) ft N f G A T f O ) : 

C 7 5 ; "OP J O R r " ^ MA SOP l ( ( ,X) ft WORIX i X X , X W ) 

C S P l I T ( C X . < ) ft H A S O P ( C X W ) ft N C G A T f ( l ) : 

C 5 0 ; " S Q U A R f 0 BRtc" = H A S S Q U A K F O ( C . X ) ft WOT CHUNKf NOR(XC) ft OFUNKf MX (L.CI 
ft LEF TOF (XV ) ft I t F 1 0 f ( W . X ) f t I A W I U ( C . N D 

f x j s t s ( C U / V J M E rK 'MOJx' fMv) ft i m . N A w ( c . f t i o u M v ; m 'MO) ft ISCMUNK<CU) 
ft 1SCHUNK(< ) ft WOT Pflfc C .SCANO« ) ft I AHf I U(C U N « 7 . C ) 
ft I F F T O H W JHIMO) ft J EE TOf(rxiMO.TX 'MV) ft CHUNKf NDR(D(IMV.CU) 
ft F.Q7<rv.fMv) ft WORD* QW>MV .*?) ft \01-xn(rxiMo> ft W O R I X O / O U M O . T X P I ) 
ft I FF TOf- (r>.'MF ,Y) ft 1SU0PIX<M(IMIMF) ft MASl.'OPC»a»WX(rx.lM? CU) 
ft l N O « J N K ( ( H » M f . ( : ) ft CXUWVf WOI (DUMf C ) ft MEGA I f (A I 1 . 0 ) : 

C 5 ? J " S Q U A R E D B U T R HASSQUARF «>(C >.') ft CUl'NKf WOR(XC) ft I Ff TOFfW .V) 
•> EXJSTS<D<(MO,DUMV) ft CSPl IT(C.P«.'MO/>UMO)ft M A S C W / F X P T ) 

ft l E F T O f ( W / ) U M 0 ) ft I f f TOf (OUMOJJUMV) ft !NO»UNK(rXJM0.O 
ft l W O W f O U U i / . C ) ft <>»UN*(NDR(DUMV,C) ft EO/(I>."Mv) ft WORDf CX0UMV.7) 
ft EQfXPl ( rx . lMO) ft WORWOXOUMO.FXPT) ft NEGATf ( A l l ) : 

Cbbi " O P O B R K " s H A S O P O U . X ) ft WORDf C X X X W ) 
• • C S P L l T ( C , x ; < ) ft H A S O P f C X W ) ft NEGATf (| ) : 

C 6 0 i " S P L I T CHUNK" " CSPL 1T ( C . l . O O . ) OCR) ft IFF TOf (X I J.OCO ft LEF TOf ( l O C R * ? ) 
ft L A H f I U « W D ft MXCP« 1 W|M) 

• > E X I S T S ( C l CR) ft NF WM OP(C) ft RPlNAM? (X7 .C .C ) ft IRf.NAMf ( X I . C C l ) 

ft l A H f U . K C t N « I , C ) ft I.ABf |.1J(CRW.J.C) ft MASf.PR10R(a 
ft HAStPR10R (CRM. 1) ft M>.'fPR!0ff(M.7) ft CHUNKf WO" (X?,CR) 
ft C H U N V f N O R ( X ! C O ft N E G A T f f I 23 r>): 

C 7 0 » " F I N I S H S f G s l AUf U . K C W D ft I AHf IT(C I M,C) ft I A U F l F ( C ? M . C ) 

ft H A S O P ( C X ) 4 SAT 1ST U S ( P P MEQ T O P ) ft H ' »SC .PR IOR(C 'P » l ) 
ft H A S C P R I 0 R ( C ^ / J R 7 ) ft S A T ISF H S?(PR I PR7PR » 7«GRf.AT PR?) 
ft SAT I S ' n s ? ( M N : ( f q U A l ( 7 . D J I M N) I)) 
ft H A S f XPR(C I.Y) ft HASf X P R ( C ? 7 ) 

• H A S { X P R ( C . ' X . Y 7 ) ft I AUf ( ft HF.GATf ( J ) : 
C 7 5 : " F I N I S H S f G = I AMf I U(C.N/') ft lAMf i r ( C I M . C ) ft I ABf I F(C7M.C) 

ft H A S O P ( C X ) ft S A T 1ST H S ( X X f Q F O U A l ) ft HASCPRIOR(C 1/'R I) 
ft H A S C P R 1 0 H ( C 7 P R ? ) ft SATIS*" H S?(PR | T R 7 P R I ••GREAT PR?) 
ft S A T ISF H S(MM f Q 7) ft MAS( XPR(C I Y) ft HASf XPR (C77) 

• > MEV/RFTf XPR (C I ) ft HASf XPR(C, 'X V7•') ft I At'f I f (C .ND ft N E G A T f O ) : 
C 7 » J "F INJJ .M Sf G TOP Pff " I AMf L l K C N D ft I ABf IF (C I M.C) ft I AHf LF(C?,M.C) 

ft S A T I S F H 'M?F ( Q T O P ) ft MAS«»(C X ) ft SAT ISF I E S ( X X NEQ ( Q l J A l ) 
ft H A S ( . P R 1 0 R ( C T P R I) ft VIASC.f>R!OR(C7rR7) 
ft S A T ISF I f S7(PR I PR?rR J 7* GREAT PR?) ft SATIS'F I f S(M.M FQ ?) 
ft H A S f XF'R(C I.Y) ft HASf XPR( « :?7) 

• > NE WRf.F f X P R ( C ) ft HASf x r -RCC . -X .V2 . ' ) ft I A H E l F f C N D ft N E G A T E ( I ) ; 

C * 0 ; " N E W R F F " :• NEWRf.f TXPRfCN) ft lf»Bf.f f XPR (CO) 
• > I S R E F f X P R ( C N ) ft N E G A T f ( A l l ) : 

C « 0 ; " N E W PF.F T r N»[WPf Ff XPP(CN) ft NOT( E X J S T R ( C O ) ft I S R E f F X P R ( C O ) ) 
• > I S R E f EXPR(CN) ft N E G A T f O ) ; 

C 9 0 : "F I N F Q N " e HASf Xf'R(C.X) ft I A B f IF (C .N/ ) ft SAT ISF HS (W. (EQUAl W I) ) 
ft HASOP(C.O) ft SAT 1SE HSfO .O ( Q F O U A l ) 

•> I S t Q N ( C . X ) : 

R7« " C H l f W I RE NAME." •.• LRENAME ( W . O C M ) ft IV TOf (V .W) ft 1NC»MW(W.CX.) 
ft NOT C H I . i W f N ' X r w . O C . ) 

• > L R E N A K V ( V , C ^ W ) ft CNC»«. INV(WNC) ft N E G A T f O . ! ) ; 
Rf l i " C H U W l RENAME D' s I Rf NAMf.(WPC- NC) ft O W f N<X (W/)C) ft INCHUNV(W0C) 

-> I S C H U W ( F J C ) ft lKOA.IN*(WNC) ft C*MWf NOI (WM*) ft WEGATEfAl L ) : 
R 6 i "O-fUNK PRENAMi " v RRENAME (W/X*.NC) ft I.EF TOf ( W > : ) ft 1WCHUNV(W0C.\ 

ft NOT CHUNKf NOW(W D C ) ft NOT CMUNKF. NDR(WNC) 
RRE NAME ( X nC.NC) ft 1»KHLIN«(WWC) ft N E G A T f O , ! ) : 

R 7 ; "CHUNK RRENAME " RRENAME ( W ^ C . N C ) ft NOT INC.HUNK(W.OC) ft l E F T O f ( W X ) 
ft NOT CHUNK! NOR(WOC) ft NOT CHl.iNKf NOR (WN<> 

• > RRENAME ( X D C . N C ) ft I f * > "UNK(W A/C) ft N E G A T f O ) : 
RSt "CHUNK RRENAME 0 " = PRE NAMF.fW.OC NC) ft CffUNKf NOR(W.OC) ft JNCHUNK(W.OC) 

• > l S C f f U N K ( N C ) ft INCffL'NKfWA/C) ft OfUNKf NOR(WM' ) ft NEGATE (A I I ) : 
R 9 : "CHUNK RRENAMf .O" r. RRCNAMf ( W O C N C ) ft NOT CHUNKf NOR (WOC) ft OfUNKf NOR (WNC) 

\ PAGE 8 • VAR I0FW7 TESTS *i 

IXPR S I U V ( ) : B E G I N PSMACROfSTUDNM); 

Vf>: " I S VAR" i ISVAPCHLtNK(C) ft NOTfEX ISTS (X ) ft HASf XPR (CX) ) ft WUMVARC>fllN*CS(V) 
ft WOT ( E X I S T S ( X ) ft CHUNKf W D U X C ) ft ISUOPDUM(X) ) 

UNTfS1E0(C) f t C H T f S T E W C . D f t WUMVARCHUNKS(V« I) ft N E G A T f O ) : 
V I O : "VAR UOP" s ISVARCffl,INK{0 ft CHUNKf N W . ( X C ) ft ISUOPDUMfX) 

ft HASUOPCHUNX(XCU) ft HASf XPR(CUjE) 
.^HASEXPR(CF) ft N E G A T f ( l ) ; 

V I 5 ; "VAR THIS" •-• ISVAYCHUNK(C) ft UNTfSTEO(C ) ft EQTHIS<Y) ft 1NCHUNK(Y,C) 
ft ISREF EXPR(C7) ft HASE XPR(C7>0 

VARCIEANUP(C) ft HASf XPR(C.X) ft WEGATf(2,5) : 
V ? 0 : " T H I S F A l l " n lSVAWCin.lWK(C) ft LtNTFSTEO(C) 

ft WOT( EXISTS(Y) ft EQTM1S(Y) ft IWCHUNK(V,C) ) 

THISTESTEO(C) ft WEGATE(7): 

V 7 I : " T M 1 S E A I 1 7 " : ISVAPC-HUNK(C) ft UNTfSTED(C ) ft FQTH1S(V) ft 1WCHUNK(V,C) 

ft NOT( EX)STS(C7) ft ISREFEXPRfC?) ) 
• > THJSTESTf0 (C ) ft NEGATf (7 ) ; 

V?3 : "COUNT f QVAR" r T H I S T f S T E D ( C I) ft I S V A R C W N K ( C 7 ) ft EQVARCHUNK(C2C3) 

• v EQVAVREMfXC I) ft CHTCOl'NTf 0(C2/C I) ft N E G A T E ( J ) ; 
V ? « ; "NOfQYAV" r. T H I S T f STED(C I) ft WOT( E X I S T S ( C ? . C 3 ) ft EQVAVC>TUNK(C?.C3) ) 

EQVARREMCXC 1) ft WEGATf ( I ) ; 

V?5: "VAR FQ TTST" r. EQVAVRtMCXC I) ft ISVARCHUNK(C?) ft VNIQ (C I C?) 
ft CHUNKf WW ( X C I ) ft CHLINKENOOV.C?) 
ft NOT ( F X 1ST S(C3) ft I Q V A « C K I N K ( ( 7 C 3 ) ) 

• s EQCHLTNKTEST(C I C?^<,Y) ft VARCHCOUNT((. I £ ? ) ft N E G A T f O ) : 
V ? 0 : " V A R I" r f QVAVREMfXC I) ft NOT( E X I S T S ( C ? ) ft I S V A V O I U N K ( ( : 7 ) ft V N E Q ( C I ^ 7 ) ) 

»> N E G A T f ( l ) : 

V30; "VAR ." r E Q C H U N K T E S U C I C 7 X . Y ) ft WORIXO/X.XW) ft WOROf Q<V,XW) 
ft LEF TOf (XX?) ft LEE TOf (Y,Y?) ft NOT CHUNKf NOR(X£ I) 
ft NOT CHllNKfNOR(Y.C?) 

•N EQCHUNKTEST(C IC7.X7 .Y?) ft N E G A T f ( l ) : 

' V 3 I : "THE.A" : FQCHUNY1 EST(C I C7.X.Y) ft f QTHE(X ) ft EQA(Y) 
ft LEFTOf(X,X?)ft IFF TOf (Y,Y?) ft NOT CHllNKf NDRfXC I ) 
ft NOT CHUNKf NDR(Y,C?) 

EQCHIJNKTEST(C I C7X7 .Y?) ft NEGATf ( I ) : 
V37; "TffEY MATCH" s EQCMUNKTEST (C IC?X.Y) ft EQTHEY(X) ft EQTHE(Y) 

ft LEF TOf (X.W) ft LEFTOf(YZ) ft LEFTOf (/ .V ) 
• >f QCHUNKTEST(CtC?.W.V) ft N E G A T f ( 1); 

V33: "THE SKIP" n EQCHUNfKTEST(C I JC7X.Y) ft W O R I X Q C X X W ) » EQTHE(Y) 
ft LEF TOf (Y J ) ft WORIX Q<7.XW) 

.> EQCHUNKTEST (CI .C?X7) ft WEGATf(1) : 
V33R: "TEC-SKIP = f QCHUNKTFST (CIC7.X.Y) ft WORDf Q< V ,YW) ft E Q T H E ( X ) 

ft IFF TOF ( X W ) ft WORDf 0(W.YW) 
EQCHUNKTESTK |.C?.W,Y) ft N E G A T f ( J ) : 

V 3 4 ; " S I N G . » P l ' = EQCHUNKTEST(C I C ? X , Y ) ft WORDf Q < X X W ) ft NOT WORDf Q ( Y , X W ) 
ft EQl l fefV) ft STRlNGfQ( (NUMBER Of ) .V7) ft !SPL l "RAt (/> ;W) 
ft NOT CX».INKENDR(XCI) ft NOT CHUNKf NOR(If C ? ) ft LEF TOf (T,V) 
ft LEE TOf (X.W) 

EQCHLMNKTf ST(C I C ? W.V) ft WEGATf 0 ) ; 

V3»>; "E 1RST.0NE" r. f QCHUNKTEST((: I C ? X , Y ) ft EQONE(X) ft E Qf IRST (V) ft LEF TOF ( X . W ) 
ft IFF TOf (V2) ft fONViMBERfW) ft tONUMBER(7) ft C f f U N K E N W f W C I ) 

r- { QVAVCHUW((. I C ? ) ft WEGATf ( ) ) ; 
V 3 f i P ; T l P S T . 0 \ v OF ' s E O C H L » N K l E S T ( ( : I C ? . X , Y ) f t E0ONE(X ) f t EOF 1RST(Y) 

ft LEF TOf (Y7) 4 EQNUMBER(7) ft STPINGEQCfOf TMEJX .W) 
ft EQNLIMBERS(W) ft CHUNKf NDR(WC 1) 

.> EQVAfc»CMUNK(C I C ? ) ft NEGATf ( I ) : 
V37; "StCOND.OTHEP" = EQCHUNKTEST (CI/ :?X.Y) ft EQOTHPR(K) ft LQSECOND(Y) 

ft LET TOf (X W) ft LEF TOf (YJ) ft f QNLIMBER(W) ft EQNLIMBER(?) 
ft CHUNKFNDR(WCD 

. > t Q V A R C H U N K ( C I C ? ) » WEGATE( I ) ; 

V/»0;"F IWVAR EQ TEST" = EQCHUNKTESHC I /C?X,Y) ft WORDf Q < X X W ) ft WORDf 0/.Y.XW) 
ft CHUNKf NORfXC I) 

^ EQVARCHUNK(C I C ? ) ft WEGATF( I ) ; 
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v !>0; e o v a v F . v . r y * f o v a v c h u . n k ( C i c ? ) $ h a m x p r k ? * ) * n v m v a k w s ( N ) 
ft NO'' h a m x f « i < I .X) 

> N T W P L V A V f C I J 4 V A V ( I FAVI.IP(C I I J HASf XPR(( I X ) 
ft Kfl.lMVAfc'C.HI/MKWV- I) ft M E G A T C O ' 

V 5 r j ; "VAF? 7f«51 0 1 INT" :r VAfrMC(M.fNil(f i r .**)* ( " I f S1F!)( ( I N ) ft HAKCI 'P lOt tKZM?) 

ft n o t (i:xkm«;•;-::•?>':•;)ft i?>vwvw«:i)ft h a s c p p i o w i o n w 

ft r . ; A T i s r l E r 5 ? ( M - { ) i ? M - l ' ' .voPf.AT m?) 
ft n o t r h i r . o i i n f f f ) (c .^ j ; i ) ft v n » . q c c i r . 3 ) ) 

»> C H T f $ H O ( C I N . I ) ft O « i f * . 0 I I N T f 0 ( C 7 C I ) ft NFGATf (| ;?) : 
V G O : "VAW TEST F I N " - C H I | S H O K N) ft NUMVAVC.HUNKSfFJ) 

e x i s t s ( v a v ) ft n v w d v a v \ 0 ft mf.wp».vav<c> ft v a w c i e a n u p ( c ) 
ft H A S ! XPR(C.VAW) ft NFGATf ( 1 ) : 

V&b: " V A R C ( F A N U P I" s V A V C i KANUP(C) ft CMTf S H O ( C . N ) - NFGATf ( ? ) : 
V 8 0 ; "VAW C' .EANUP 7" r. VAfc'Cl FANUPfC I) ft I Q('.MI.INKTFST(C1 C? X,V) *' NEGATE(7) : 
V 8 ' i : " V A R C( F A M . I f 3 " : V A V C l KANIIP(C I) ft VAVCHCOlfNTfC I C ? ) *• NEGATf/?) ; 
V 9 0 : " V A R a K ANL'P T :: VAPC l F.ANl'F(C I) ft CHT COUNT f 0(C7.C I) . » NFGATf ( ? ) : 

E N D ; 
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E X P R S U I * ( ) i U f G I N Pf.MACP0^TlU>N>1); 

F £>J " W H A T ARE F V " r I Vf/. AM(X) ft I Q W H A T ( X ) ft ]$<JC ANF V K ) ft C*A'N*f NO( ( X C ) 
ft LEFT Of- ( X V) ft I0ARI . (V ) ft IFF TOf(V .Z) 

• C > W f NFM (7.0) ft R T f t V W ^ G O W M * . ) ft NFGATf ( 1/1): 
F I f . : " f t Q M F V ft" v I VSC A M ( x ) ft R l AWDC/VGOINGJOG) ft I Q ' N D ( X ) 

ft IFF 101 ( W . V ) ft I FF F0« (K V) 
ISVA»CH|.»MV:(0<".) ft ( Kl.lVVf N % { W / X ) ft I X J S T S X ) ft M*W» V(C) 

ft 1 E>F V(C ) ft P I AMJQMGO)»^; - (C ) ft C»H.iN^f NDI ( V T . ) ft NT GATf <) ,7); 
f 20$ " f tQM F V ?" " F V f/JAS/X) ft P7 A M i ^ M C O J N X C ) ft t Q ' j M A W ( X ) t I FF 10* (W,*) 

• > 1SVARCHi.lf\|K«) ft C » U N V E N D » ( W f . ) ft I V5CAMF.ND(XK) ft NF.GA If ( 1 2 ) : 

F 7 5 : " W H A T I S f V F Vf/. AW(X) ft LQWMAT(X ) ft ISSCANFV(C) ft C^UNKf NO! (XJC) 
ft I EF T Of ( X V) ft | Q]F, (Y) ft IFF TOf (V 7) 

CHUNK! NDI (7.C) ft R T ( j M C 0 ) » K . ( r ) ft NFGATf ( |/l); 
F 3 5 : " Q M F V ?" .-. F V S C A M ( X ) ft KT r j M G O J N ; <C) ft fQQMAVK(X) ft IFF TOF(W.X) 

• > J S V A R C H U N K l f ) ft CHUNKf NOR(Wf; ) ft F V S C A N F N O ( X I i ) ft N E G A T I O N ) : 

F 4 0 ; " H O W M I S F V " f Q H O W M ( X ) ft FVf.CAt.J(X) ft ISSCANFV(C) ft O W f NDI (XJC) 
ft I F F l O f f X . V ) ft IFF 7 Of(Y,7) ft I 0 ( 0 U A I S ( 7 ) ft IFF TOf (7.W) 
ft f Q l ( W ) ft I I'F TOf (W,V) 

• > CFfUNKf NPf (V .C) ft R I Q M G O J W : ( C ) ft r S A N S U N H ( V ) ft NVGATf (? . f l ) : 

F4*S: " H O W M DO HAVE f V " :• F V S C A N ( X ) ft f QHOWM(>:) ft ISSCANFV(C) 
ft LEf TOf ( X V ) ft CHUNK"NDI (V .C ) ft I F f TOf (>'7) ft (000(7) 

S T R 1 U * W 5 ( ( I HI! NUMHt R OF) .X.Y) ft RTD0G01N';.(C) 
ft CHUNKfNDI ( f 1 C) ft NFGATf C l . - i ) ; 

FOf?j *()0 f NO = RTDCG01 »>?((.) ft FVSCAM(X) ft I F f TOF (X.Y) ft |QOO(Y) 
ft I F F T O I (V.7) 

• > R T O M G O I ^ ; - ( C ) ft I Ff T 0 K X 7 ) ft N F G A T f ( A l l , - r t ) ; 

F 5 0 : "H0VA4 ()0f '.> H A V f f V " :• F Vf/. A N ( X ) ft fQH0V/>4(X) ft lSSCANFV(C) 
ft t Ff 1 0' ( X V) J C'HI.INKf NDI (>:r,) ft I FF TOf (Y.Z) ft I QOOf !>(?) 

•> S T R 1 ^ M N S ( ' ( " « : WUMfff P OF) ,X,v) i R T f K X S G 0 1 W 4 C ) 
ft CHUNKf NOI ( f \f-) ft N E G A i r ( A . r j ) : 

F 5 ? « "DOf S F NL'̂ " - RT f>0( S<;01»>?(C) ft » V S C A N ( y ) ft I FF TOF (X.Y) ft f ODOf S(Y) 
ft L F F T 0 M Y . 7 ) 

•> R T I I A V f G O i »/'••( (.) ft L E F T 0 f ( X 7 ) f t N F G A T f ( A I L ,-rt); 
F 5 5 : " H A V E HAS* :: F V S C A W ( X ) ft RTHAVf G O J » ^ . ( t ) ft FOHAVf ( X ) 

• s E Q H A S ( X ) ft WORIX Q ( X ' H A S ) ft NOT W(iRDF CXX. 'HAVr) ft RTQMGOJN<^C) 
ft N K G A f f f A ! I ) : 

T 6 0 ; "F IWO f V " s EQf tN?)(X) ft f V S C A N ( X ) ft ISSCANFV(C ) ft fXUNVCNPI ( X C ) 
ft I FF T Of ( X V ) 

• > CHLINKrNOI (V .C) ft RTAMV'F.RGOIN'o(C) ft NFGATf ( ? f l ) ; 
F 7 0 : " » - . ." B F V S C A N ( X ) ft R1 ftM"H»F.RC OJ»*.(C.) ft fOPF.RKK)(X) ft IFF 10' ( W ^ ) 

• > ISVAVCfU . INKfC) ft CHUNVf NORIW/:) ft F VSCAWF.W)(X ft NFGATf f \? ) : 
F 7 5 : " * . . ft" F V S C A N ( X ) ft RT A M ^ F F . R G ^ I ^ O C . ) ft I QANO(X) 

ft LFF 1 Of- ( W . X ) ft I FF T0»- ( X V ) 
• > ]SVARf.HIJNK(0*:) ft (>H.INKrNOR(WOC) ft I X J S T S ( C ) f t NFWIV(C ) 

ft I S f V (C ) ft P I ANIW.RGOIF*S(C.) ft Cfn.lMVfS/OI (V.C) ft NFGATf (1 p.): 

F 8 0 ; " N F W f V " r. JSf V(F V) ft F/IXCPR)Of<(M) ft NOT ( F X ) S T S ( N ) ft HASCPRIOQf*VN) ) 
FfASCPR1 OW(F VFt** I ) ft MXCPR IOR(M. I ) ft NFGATf ( ? ) : 

END! 
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EXPR SHIAFIO: flf G I N PSWACPO'STUDNM): 

A |: "AGE SCAN 1" .- ASCAN(P) ft FQAS(X) ft LEF TOF (X .Y ) ft EQOLD<Y) 
ft LEF TOF (V/ ) ft (QAS(7) 

• • ACf PRCfK1*) ft A(;f REFCNT(0 ft NFGATf ( |): 
A ? : "AC^F SCAN?" s ASCAN(1^ ft I QAGf.(X) AGEPROHfP) ft AGE P F F C N T ( I ) ft N E G A T E ( I ) ; 
A3: "AGE SCAN3" : ASCAN(P) ft EQ>TAPS(X) ft IFF TOF (X .Y ) ft { Q O l D(Y) 

»< ACf PROH(F) ft A ( ; f P f F C N T ( ! ) ft NFGATf ( J ) : 
A I I : "OIL AS 010 A S ' - TF ASC AN(V>-1) ft STRING* O f f AS 0( D A S ) X 7 ) 

M0DLEN(-3)ft TFOUT(V - ' - |? ) ft l E F T 0 f ( X 7 ) f t N F G A T f ( A l l ): 
A I ? : "DfL YFARS 01 D" r TTASC AN(V?- I) ft S T R I W f Q('(Yf ARS 01 D ) X 7 ) 

• s MODLEN(-?) ft T F O U T ( V ^ - l ? ) ft I E F T 0 F ( X 7 ) ft N F G A T f ( A I I ) : 
A I 5 : ' W J t l Elf WHEN" : T F A S C A N f V M ) ft S T R I N G ! Q ( ( W H L BE W>»EN)X7) 

• v MODLEN(O) ft TFOtlTl EN(V?- I X - 1 ) 
ft Of I A Y F X P N D ( S T R I N G T N S ( ( I N ( G E N S Y M ) Y f A R S \ T N ( G E N S Y M ) Y F A R S ) X 7 ) ) 
ft NFGATf ( A l l ) : 

A 17; ' W A S WHEN" = TF ASCAKA'V"*- I) ft STRING! Q ( ( W A S W H E N ) X 7 ) 
M « ) l F N ( ^ ft T F O U T l F N f V - 1 * . - I ) 

ft Dft AVr .y rND(STPINGTNS( ( (GFNSYM) Y fARS AGO 7. ( G f N S Y M ) 
YFAWS A G 0 ) X 7 ) ) 

ft NFGATf (ALL) : 
A I R : "WAS- " IS" " TFASCANA'X) ft EQWAS(X) ft t E F T O f ( X V ) f t NOT FQWVlF-NfY) 

• s TFSCAN(X) ft TFSCANF 1N(X) ft E Q I S ( X ) ft WORDf OCX,' JS ) ft NOT WORDf Q<X,"WAS) 
ft N E G A T f ( l ^ ) : 

A 19: " W I I L BF - IS " TF ASCAN(V>-1) ft S T R I N G Q ( ( W I l L B O X 7 ) ft NOT FQW>CN(*) 
• s MO(UEN( I) ft TFSCAN(V>- I) ft TFSCANF IN(V?- I) ft f Q I ^ V ? - I ) 

ft W O R W Q ( V ? . i : ] $ ) » NOT WC«RDf Q ( V 7 . 1 . W I L L ) ft IFF TOF (V?-1 7 ) 
ft NEGATf ( A H , . ? ) : 

A?0 ; "JS NOW" r T r A S C A N ( X ) ft STRING! Q ( ( IS N 0 W ) X 7 ) 
•' MCHKEN( I) ft S1RING"INSC(S AGE N 0 W ) X 7 ) , 

ftNFGATf(AU): 

A ? ^ : "AGE OP." - TFASCAN(X) ft C*«JNKf NOI ( X C ) ft f QTU.'X) 
ft LEFTOf(X .V) > LFFT0F(V7) ft f QYF ARS(?) ft LEF TOf (7.W) 

^ M 0 0 ( E N ( - 3 ) f t l F O U T ( X W O f t A G E O P ( X C ) f t NEGATf ( I ) : 
A70: "AGf O P " r 7 F ASCAN(X) ft CHUNKfNDI ( X C ) ft LFF TOf (X .Y ) 

ft f QYT ARS(V) ft IFF TOF (V.7) ft EQAGCK7) ft IFF TOF (/.W) 
M0DIEN( -3) f t T F O U T ( X W ) f t A G E O P ( X C ) f t N F G A T f ( I ) : 

A ? « : "AGf CT .? " r. TFASCAN(X) ft C>fUNKf NDI ( X £ ) 
ft STR1NWQ( (YfARS FROM N 0 W ) X 7 ) 

. M O ( H f N ( . f l ) f t T F 0 U T ( X 7 ) f t A G F O P ( X C ) ft N F G A T f ( I ) : 

A 3 I : "AGf «S" s TFASCAN(X) ft FQAGF(X) ft I E F T 0 F ( X , Y ) ft f Q ) N ( V ) ft LEF T O f - ( Y ^ ) 
ft LFF TOf (N7) ft EQYEARS(f) ft I EF TOf (*,W) 

• > M O O I E N ( - I ) f t S T P I ^ o T N S ( ( P l L f S S ) X N ) f t I EF TOf (N.W) ft N F G A T f ( A l l ,'2); 
A3?: "AGf .S?* s TF ASC AN(X) ft f QAGF(X ) ft IFF TOf (X ,V ) ft STPIM. - f Q( ( Y f A R S f R O M N O W ) , Y / J 

MOOLEN(?) ft S T R I N S I N S ( ( P I U S 5 ) X Y ) ft LEFTOf (V7J ft N F G A T f ( A I L , . ? ) : 
A3fl : "AGf -S" s TFASCAN(X) ft FQAC-7 ( X ) ft IFF TOf (X .Y ) ft S T R I D E Q( ( Y f A R S A G 0 ) , Y 7 ) 

. M O D i C N H ) ft S 7 R I ^ I N S ( ' ( M I N U S S ) X , Y ) ft LEF TOf ( Y J ) ft N V G ' A T r ( A l L .-?)> 
A3b: "AGf NOW' : TFASCAN(X) ft f QAGF(X ) ft LEFTOF(X ,Y ) ft f QNOW(Y) ft LEF TC*(YJ f ) 

. - M O D I E N ( . I ) ft LEF T f > ( X ? ) ft NFGATf ( A l l .-2): 

A38i "AGf OP NFC" s T f ASCAN(X) ft E O A G f ( X ) ft I E F T 0 F ( X , Y ) ft IFF TOf - (Y7) 
ft IFF TOf (/.V) ft LEFTOF(V.W) 
ft N O T ( E Q Y / I l l ( Y ) ft EQHf(n ft EOWFir.N(V) ) 
ft NOT( KQY/ASiV) ft EOVAIF.N(/) ) 
ft N O K EQYC ARS(7) ft f.QFRON«(V) ft EQNOWfW) ) 
ft NOT EONOW(Y) ft NOT( EQTW(Y) ft f.QYE ARS(V) ) 
ft NOT( EQYfARS(f ) ft EQAGO(V) ) 
ft IS5CANCHUNK(() ft AGEOP(O.C) ft WORIXQ<O.OW) 

^ AGE0ONffD(X,V/) .0W>)ft NEGATf f ) ,3): 

Af l| ;~AGf O P C O M . - " - A G F 0 P N E f D ( X . V O J . ) f t S A T I S F 1 E S ( L U N G T H ( L ) ? # G R I A T ? ) 
ft LEF TOf (OP) ft NOT( EQf'ROM(O) ft F.QNOW(P) ) 

MODLfN(Lf NGTHI . ) ft TFASCAN(X) ft DEI AYf XPND(STR1NC^NS(1 ^ , Y ) ) 
ft NFGATf ( I ) ; 

A/J7:"AGf OP CO! L « " = AGFOPNCf O(X.Y.O).) ft SAT 1ST I f S(LJ.ENGTH(|.) > » L E S S 3) 
ft LFFTOF(O.P) ft WOR!>fQ<P.PW) 

AGf OPNFf 0 (X ,YPJ . 9 <PW) ft NFGATf ( J ) : 
A43: "AGE OP C O I L . " = AGf OPNFf D ( X V 0 J . ) ft S A T I S F I E S ( L JLENGTH(L) EQ 3) 

ft LEF TOf (0.P) ft EQf ROM(O) ft EQNOWfP) ft WORIXOXP.PW) 
AGf OPNFf D(X ,YPJ . 9 <PW ) ft NFGATf ( ) ) : 
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S l t t f M 1ME S U D N 1 PROGRAM B. 

A f . O ; " T H E I R A G E S " b 1FASCAN\V» . I ) * S I P l M i l 0 ( ( " I E IR A G E S ) * / ) 

• > n i C I R R f f ( X 7 ) ft T F O U T r K l A Y f V M . X ) ft NEGATf (A I I ) ; 

A 5 11 " S T A R T THE JR C O P . " :: THE JfRf t (X .Y ) ft A G * W F ( A r ) f t NOT IHE JRCOU O ( A X ) 

ft N O M > X ) 8 T f ; ( A 7 f ? ) ft ACf I f f ( A / 1 7 ) ft V W . f ^ A ^ / ) 

ft NOT I HE JRCOt 1 0(A?.V. ) ft SAT ISF If r»?(P.P?/»7. *M.E,SS P ) ) 

ft WOW'X CXA A W ) 

• > IMF IRCOI l . (X Y .A A. A W ) \ T Hf JRPf F ( X Y ) : 

A ? ? : " T H I - I R CO( I. T HE JPCOl I (X.Y.1 A / ) ft N O 1 EQAGf (A) ft I E ' TOE (A/I) 

ft WOW.M CKBXivi) 

.> THE I R C O I I ( X V Mil. » BW>) ft NEGATf ( | ) : 

A 5 3 : " T H E I R C O L L " s THE IRCO( K X . Y . T . / U ) ft H ) A G f ( A ) THE IRC 0110(1.X): 

A * 6 : " T H E I R CO! 10' = THE I P C O U O ( A X ) I 1 JRCOl I ( X . V / t B ) . ) ft THE IRRE M . ( l ? l 

• > THE I R R I M ( I ? f» ( A N D ) * I ) ft NEGATf ( ? ; i ) : 

A 5 7 i " T H E I R C O l . l O I " t T HE IRCOI 10(A X ) ft N01( I ' X I S t S f l ) ft T I C IRR! f I ( 1 ) ) 

ft THE JPCOl I ( X . Y . A J I D 

• > THE I R R f f l ( I ) ft N l G A T f ( 3 ) : 

A S f J : "THE JR COI I f = TUI. J P R f f l ( I ) ft THE JRRI f (X .Y ) 

ft N O T ( K X I S I S ( A P ) ft AGf R ' f ( A f ) ft NOT HIE J R C O U D f A X ) ) 

• * M 0 O L E N ( l f N G T H I • 7) ft O f l A Y r X P N O ( S T P I N v I N S ( l > : . V ) ) f t N E G A T f ( i ; ? ) « 

A 6 h "Pf RSON • A t * ' s ISPE RSONt'X) ft ACE PROW?) ft I Ef TOf (X .Y ) ft N01 IQS(Y ) 
^ M O O U N ( ? ) ft l i W R S O N t X ) ft STPIM. -W.5CJS AGE>X.V) ft N V « A T f < 3 ) : 

A67s "Pf R30N./ iG? " v 1SP?R?0NIX) ft AVEPROB(P) ft I V TOf ( X V ) » t Q S ( v ) 

ft U E T o ? ( w . x ) f t n o t i q s ( w ) 
• > AGE RfcfCHK(X) ! 

A 6 3 : ' A G E REE C l W AGf Pi"' CHK(X ) ft A , . f Pf» (Y.N) 

• > A G E C O M P ( X V) f A G K O M P f IM .X ) i M V G A T f O ) : 

A 6 3 I ; "AGE REE I" r AGE f f » C'HK(X) ft NO'H V 'XJSTS(v .N) ft AGEPf f (VA/)) 

• AGE COMpf JM.Xt ft A ' . - ' ECOMPfxx ) ft N E G A f f ( I ) : 

A M : "AGE PEE N E • • • A G ' COMPF f N ( X ) | AGE I'M C N ' f N ) 

• > A C f C O M p p f M ( X ) 1 A G f P f i ( X N ) » A G ' P f ' C N K N . I ) ft Nf ("ATI ( A l l ) : 
A G G j "AGE COMP RE M" .-. AGE COMPRf M ( X ) ft AG? C O M P f v j ) . NEGATf (A i I ) : 

A f . 7 : "AGE WE' 1 S T . " r. A G ! COMP(X.V) ft WORD' C X X X W ) ft WORl.V CXV.XW) ft NOT FQAGf,(X) 
ft I FF TOf (*•*<) ft I EF I 0 K Y 7 ) 

• > A G E C 0 M F ( W . 7 ) ft N E G A T r ( l ) : 

A f . « : " A G E » E F l f . T F I N :: AG* CCMPfX.Y) } WO*"*1? O/X.XW) ft WORDf OfV.VW) ft VNEQfXW.YW) 

ft I Q S ( V ) ft I EE f f * ( V J ) ft I Q A G f il) ft A W COMff IN(V) 

• > A G ! COMF'RF M(V) ft N E G A T f ' * ) : 

A G 9 : "AGE R f f TJ,T \ I N t: AGF COMP(X V ) ft f Q A G ' ( X ) ft I Q A G f ( Y ) ft AGECOMPE 1W(*) 
•> A G E C O M P P f M(7) ft N E G A T f (A ) : 

A 7 I : "AGE PRON" •-• ISPRON(K) ft AGE Pf f (>\N) ft SAT l$F I|S(NWI.Q I) ft WCR"X Q(Y,VW) 

. • A G E P R O N C O l f Y , v w X ) : 

A 7 3 : " A G f P « O N C O I . ' - AGF <>RON<(H(P.l 0) ft I l"F TC* (PQ) ft NOT EQAGE(Q) 
ft v/or':>( ci q v o 

r ' A G E P R O N C O U O J * OW .0) > W E G A T f a ) : 
A 7 f » : "AGE PRON C O I F ' k AGf P R W C O l ( P , l .0) ft I I t TOf ( P Q ) ft » Q A W < Q ) 

ft LEE m - ( A f t ) ft i r f ICX (O.ri) 

• •• M c » o i r N ( i f n c ; t h i ) ft t f o u h x i a y ( o . a ) 

ft Of l A Y F X P N O ( S T P l H « M N S a H (ACF )/>B) ) f t N E G A f f ( 1/1.5) 
ft NOT FfJSCANr IEAO). 

A 7 7 : " i r O U l fX-1 A Y ' v. TFO lMOf I A V ( O ^ ) ft I f f 10f (A/1) T F O U ' ( O f l ) f t N C G A T f ( I ) : 

A S I « " A G f PRON : ISPOSSPRON(X) ft AGE Rf t (Y.N) ft SAT 1ST I E S ( N N I . Q I) ft %kOR«XQ(Y.YW) 
• AGE POSSCOI (Y. YW X ) : 

A * 3 i AGE POSS COI • :: AGE POS".C 0! ( r j 0) ft \U TOf (P.O) ft NOT EQAGE(Q) 
ft WORLV WOW) 

• • A G E P O S S C O I (0.1. <!» QV/ .0) ft N E G A T f ( J ) : 

AS&J " A G f f 'OSS COt r" AGE POS^COI ( P I .0) ft I EE TOf (P.O) ft KQAGf.(O) 
ft LEE TOf ( A O ) ) I EE I Of ( O i l ) 

• >MCKHEN( l . (N<<THf . • I ) ft T f O W I X I AV(0,A) 

ft l > f L A V r X f N O ( S T P T M M M S ( t , A / l ) ) f t NEGATf ( I /». *) ft NOT IGSCANf )N(0)J 

t PAGE. | I . A N S W r R - l U M I O J N G P R O O S < 

B h " E V U S T " :: A V ? . W r R l « I I l f . ) ( P ) 

-> E V l 1 S T ( P / N I I ) ft ANC«l.lN(1CfN((P) ft ANSWl RMI.11107(P) ft N E G A T f ( I ) : 
B 7 « " F V \ 1ST AfX) 3 E VI 1ST (PJ ) ft IS» V(F) ft HASC.PRIOR(F N) ft H A » i ( X P R ( » / ) 

ft N O T ( E X I S T E D ? N? ) ft MASCPR|OR(F 7 N 7 ) ft I S ' V(F7) 
ft SAT ISF If K7(NJ/7.N? ?• GREAT N ) ) 

«• F V l l S T ( P , ' t C W S CAR J ft NEGATf ( I , ? ) : 
0 3 : " U N H CffK" e A N S U N M CHK(X ) ft I S A N S U N I T(Y) ft 1SPLL»AI (Y.YW) 

• ̂  I S A N S i m i l ( V W ) ft N E G A T f ( l P ) t 
B 5 : " V A R S RFPR" t A N S W l R f J l l I l O ? ( P ) ft 7SVAVC»fl.lMK(V) ft HASCF»RIOR(Y,N) ft FIASE XPR(VJL) 

ft N O T ( E X J S T S ( V 7 F 7 W ? ) ft H A S C W I O R ( V 7 N 7 ) ft !SVAVC»fl . lN«(V7) 
ft S A T I S r i f R ? ( N 7 . N N 7 » * l f S S N ) 

ft HASf X P R ( V ? f ? ) ft NOT( E X I S T S ( R ) ft HASRf Pfl(F.?/?)) ) 

ft NOT( EX ISTS(R) ft HASRtPR(ER) ) 

En)HO*EPR(V) ft ANSWFRfJUI lO?(P) : 

B6: "VAR PEPS ST" = BUHDPEPR(V) ft HASf XPR(V/.) ft CEMNKf NOt ( X V ) ft WOROf Q<X,W) 

• " WCOl IECT(V.F. X ) ft HASRtPR(F.,<W>) ft NEGATT( I ) : 

Bft: "VAR RE PR SCAN" = WCCHLECT(VX X ) ft HASRfcPRfEl) ft NOT C H U W f N O R ( X . V ) 

ft I EE TOf (X.Y) ft WOROfCXY.W) 

• > WCOl L F C T ( V i . Y ) ft HASRf.PR(EI t '"W>) ft N E G A T f ( I?.)\ 

\ PAGE I? • INTO PRODS X 

EXPR S T U J ( ) : » E G I N 

I I : T N H INTO" = PR0f1!.EM(P) ft STRlFNGTH(l . ) ft NOT( E X I S T S ( N ) ft SPACf S I / E N < N ) ) 

• s NEWSirf l lP) ft SPACfS l fEN(O) ft NUMYAPCWNKSfO) 

ft S rACfS I7ES(0 .TQNS.TVS :OPS, 'VARS) 

ft PROBEQNS( (I -3)/A .0) 1 i INDEF »OEE *i 

ft PROMFVS( ( l - l ) / f l .0) *i « INOEF BfOHNO \ 

ft PROBOPS( (L -7)/? .0.0) *i i I N O f F nOFT «PLACf 0 \ 

ft PRO«VARS( ( I -3)i? ,0.0,0); 

\ »1N0Er »FCN(OPS/QNS) •PLACED • D I S T I N C T \ 

13: " N E W S U E " •- NE WS171 (P) ft SPACE S U E N(N) ft PROBVAVS(V I V7 .V3 .VA) 

ft PROflF VS(E I f 7) ft PPOBOPSEO107 03) ft PRONE QNS(f U . 7) 

. » S P A C E S I / E S ( N . | . K I/ .7V <F |f ?\ O l . 0 ? , 0 3 \ V I ,V?.V3,VA N ) 

ft SPACE S U E N ( N ' I) ft NEGATf f \p.)\ 

I 5 ; N E W l F N " : M 0 ( T L ( N ( N ) f t S A T I S F I E S ( N ^ Nf Q 0) ft STPLFNGTH(I ) f t PROOFVS(F IF?) 

ft PROBVARS(V \ V7.V3.Vrt) ft SAT ISF If S(E 712 f Q 0) 

ft PROROPSCO 107,03) ft PROBEQNS(E l i ? ) 

. ^NEWSI?F (N) f t STP).ENC^TH(L«N) ft NEGATf ( A l l ) 

ft PROBE VS( MAX(VA/\ «N- l )/f l ) F 2 ) ft PROBVARS( (L »N-3)/7 . V 7 V 3 . V * ) 

ft PROBC*'S( ( l . N - 7 ) / 7 0 7 0 3 ) ft PROBEQNS( (L .N-3)/A 1 7 ) : 

1 7 ; " N E W I F N C " s MODLf NC(X) ft O W t f N(N) ft SAT ISF IE S(NA» Nf Q 0 ) 

• ̂  MOOLFN(-N) ft C>ILTNKtFN(0) ft N E G A T f ( A l l ) : 

I I I : " N E W O P " = NEWOP(X)ft W O R T X Q ( X X W ) f t SPACE SITE N(N) 

ft PROBOP*<01 0703) ft PROBVARS(VI V?.V3,Vrt) 

»> PR0«C»PS(0ljr)7.1,03) ft PROBVAPS(V I ,V?« I.VS.Vft) ft MOOt E N C ( X ) 

ft D f f O P l . l S T f T M ^ W j f t NE(*ATf ( 

I 13: "NEW RFF OP" = NEWRF.FOP(X) ft SPACESl fEN(N) 

ft PROBC»P$(01 0? 03) ft PROBVARS(V I V? ,V3.VA) 

. s NEWSIEf ( X ) ft P90flOPS(0107.1.03) ft PROBVAPS(V I V 7 » I . V 3 V A ) 

ft D fFOPLJST {N .| .X ) f t NEGATf ( | , 3 A ) : 

115: "NEW PI OP" = NEWPlOP|C)ft HASOP(CO) ft SPACES I JENtN) ft PROBOPS(0107,03) 

ft NOT SAT ISf I f S ( 0 . 0 ( Q E Q U A l ) 

NE W S I U ( O f t W O B 0 P S ( 0 I O 7 . 0 3 . I ) ft PLACOPL IST(W« 1,0) ft N E G A T f O / ) ) : 

117; "NEW PI = NEWPLOP(C)ft HASOP(CO) ft SAT ISF If S(0,0 ( Q EQUAL) 

ft S P A C f S W N ( N ) 

PI ACOPl IST(N.0.5.0) ft NEGATf ( I ) : 

I 7 » i "NEW EQN" NE WE QN(X) ft PROBE QNS(f I f ? ) ft PROBVARS(V I ,V?.V3.VA) 

. N E W S I F F ( X ) f t PROHfQNSff I J -? . I ) ft PROBVARS(V I V?-?,VJ .V<1) ft N E G A T f ( A l l ) : 
131; "NEW VAR D1ST r NEWDVAR(X) ft PROBVARS(V I V7.V3.VA) ft PROW VS( f I f 7) 

. ^ N E W S I f E ( X ) f t PR0BVAVS(VI .V?.V3.Vf l .|) ft NEGATf ( A I L ) 
ft PRWFVS(MAX(F | .VA.|)F7) ; 

133: "NEW VAR PL" r NEWPLVARfX) ft PROBVARSfVI,V7,V3,V*) 
ft PROBFVS(E | f ? ) f t S A T I S F H S ( E 7 / 7 EQ 0) 

. > N E W S m ( X ) A PR0BVARS(VI .V? .V3.| .VA)f t N E G A T f ( I 
I f l l ; NEW F V I" r N E W F V ( X ) f t I*ROBEVS(F I f 7) ft SATISE 1ES(E7E7 EQ 0 ) 

ft PR0RVAPS(VI.V?.V3.V<1) ft PROBEQNS(f 11:7) ft PROBOPS(0107.03) 
•> N E W S U E ( X ) ft NEGATf (ALL) ft PROBE VS(VA -1,|) ft PROBVARS(O.V7.V3,VA) 

ft PROBE QNSIOX?) ft PROB0PS(0,07.O3): 
l/»3: N E W F V " r NEWfV (X ) ft PROBEVSfE 1/7) ft SAT1SF If S(E ?F2 NEQ 0 ) 

• * NEWSJ7E(X) ft PROBEVS(E I - ) / ? « ] ) ft N E G A T f O ^ ) : 

END; END. 

BEGIN % SUIDNT EXAMPIE MODULES X % FROM F I L E S T U X S % 
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B. THE SUIDNT PROGRAM S t u d M 

e x p o . S K i x i O i M G j u rsM/iCPO(r.Tin>NM) ; 

X )» T f S T 1 0 0 I W I I P R C W X / C A PI US (l I f , 'j * ,H JS 3 * F JND A ): 

X ? ; T f S T ? ( X ) ,• I M J I P O C W C A r |t"-;i NUMffF P P I U S 0 JS EQUAL 10 

a s e c o n d w.»Mff».P 7 i w t ( ( t i i f f i r s t number i s 
THREE 1IMF S ONE MAI V Of IMF SI COM? NUMf-IF.R ?. 
W H A T APf 1 MP F J 1ST NUMftf P AND THE SECOND NUMfffP "*? ) ): 

X 3 : T F S T 3 ( P ) IMMPROf l (P/(A NLIMflER IS MIR 7 I P L H O BY p 7 . 
7 M I S PRODUCT I S JNCP* A S f f ) FIV rtl 7, 
T H I S RE SUE 7 I S r,f? 7. » J HIT 1H( NUMpF R ?.) ); 

ENDs 

E X P R S T U > : ? 0 : ' ) * t i ! N r.SMACRO(S HIDNM): 

X d ; T E S T f l ( P ) .•• ) N P P R O H ( P , ' ( J f THE NUVffF R Of CUSTOMERS TOM fcf I S IS 
T W I C E THE SQUARE Of 70 PER CENT Of 
THE NUMBER Of A D V E R T I S E M E N T S Hf PUN? ? 
AND THE WUMfilR Ol ADVERT IS ' M f N I S Hr PUNS I S 4b ?. 
W H A T I S THE W M f K R Of C U S T O M E R T C M ( i f TS ?*) ); 

X & » T F S T 5 ( P > • IN I lPROHfP . ' f THE SUM Of I 01S SHARE Of SOMf MONfv 
AND BOH S JJHARF I S >l< 4.00 ? 
1 0 I S SHARE I S T\* JCC BOH S ?. f IM> HOB S AND 1 0 ) S SHARE » . ) ): 

X 6 ; TF ST G(P) )NJ1PR0H(P/(MARY JS T l V K . f AS OLD AS ANN WAS 
W H E N MARY W A S AS 01 D AS ANN IS NOW 7. 
I f MARY I S , M Vf APS 01 D \ HOW 0( D I S ANN 77) )i 

E N D ; 

E X P R S T U X 3 0 : n f i i T N * S M ' i ( R O < S » l W A i ) ; 

X V ; T F 3 T 7 ( P ) I N ) T P O O H ( r . (THE SUM Of THF Pf RIMf T f R 0* A R K T A N G l f AND 
THF Pf RIMF Iff? Of A T R I A V G I E IS INCHES 7. 
K T I If; Pf «R]»-'l 7FW 0* T HF Rf C T A M U C I S 
T W I C E THP P f P I M f T f W O f TI IF I R l A V G l t 7 , 
W H A T I S TMt; T E P I M f T f R O F THF TP)AMG}C. w ) ): 

X p : Tf ST?!(P) INpPROBfP. 'CTHE PRI (F Of A R A D I O JS 09.70 O C U A«/S ?. 
I f T H I S PRICE JS I h Pf.R Cf NT | F SS THAN THE MARK CD PRICE ?. 
f I N O 1 HE M A t m O P H K < ?. ) ): 

X 9 : T F S T 9 ( P ) • I N J I PROH(P. (PILL I S O N F FIALF Of H I S FATHF P S AGf 
fl Y E A R S A G O ? 
I N 7 0 Y E A R ? Hf W i l l HE 7 Y r A P S 01 I.X R THAN H J S FATHER IS NOW 7. 
FIOW 011) ARF I I I I I , AND H I S F AT HHP 77 ) ): 

E N D : 

E X P R ST UX '3 ( ) i HE G I N FSMACPO(S FUDNV) ; 

X 1 0 ; T E S T )W) - ) N n P R O « ' ; P , ' ( D I U S F A T H F P S U N C U ; I S TWICE a s c k d 
A S B i l l S F A I M E R * 7 VFARS f ROM NOW H i l t S f ATHFR W i l l . Hf 
3 T I M E S A S 0( D A S H i l l ?. 
THE S U M Of T i n IP AGE S I S 9 7 ?. I INO H i l l S AGf ) ): 

X I 11 I f ST I l ( P ) - I W J I P R C W . (TOM HAS TWICE AS MANY f ISH AS MARY 
H A S G U P P H S ?. IF MARY HAS 3 GUPPJF3 ?. 
HOW MANY F I S H DOE S TOM HAVE »*•) ): 

X 17 : T f ST |?(P) . INMPRCKKP. ( M I SPAN EQUALS 9 INCHES ? . 
AND I F A T H O M F O I I A I S f i F f C l » 
FIOW M A N Y SPANS ( QUA! S I FATHOM 77 ) ): 

E N D ; 

E X P R ST L I X W ) : HE G I N rSMACRC(STl f l>NM); 

X 13: T F S T |?(P) - J N n P R O U ( P , ' ( I HF M.tMfiFRO' SOI 0 ) f RS THE RUSSIANS MAVf 
1S0N» : MAI r Of IMF NI.IMEK P 0' GUNS 1 Hf V HAVE ». 
THF MJMfiFP Of G U N ? T HE V HAVF I S 7000 T 
FIOW MANY SOI ' ) l f > DO THE V HAVf 7? ) ): 

X J A : TEST \0(P) - INPPRO (< ( r : ( THF NUM?!F.D 0« STHOf NTS V/»^0 PASSED 7Hf: 
A D M I S S I O N S T E S T JS l O P F R C f N I Of THF 10TAI N«.»Mf|fRO' STUDENTS IN 
THF. H I G M S C H O O l 7 . TF THF NUMfH P. Of S U C C E S S f i a C A N D I D A ! f S I S 7? 
?. W H A T I S THF MUMfU.R Of STUDENTS I N T H I H1C.H SCflOOL " ) ): 

X J 5: T E S T I S(P) - I N I I P R C ' W P / f THF DISTANCE f RC'M NF W YORK T O I O S 
A N C > f l t S I S 3 0 0 0 M H E S I F THE A V r R A C f SPEED Of A JE 1 PI ANF 
I S 6 0 0 M i l F S PER HOUR f I M ) THE T I M f IT TAXI S 

TO TPAVFi f ROM NEW YORK TO LOS ANGELES BY JFT ? . ) ) : 

END; 

EXPR STU>^( ) : Hf G I N PSMACRO(STUDNM): 

X I S : T f S l I K P ) INI1PR0H(P.'( THE COST Of A BOX Of M I X E D N U T S I S 
THE SUM Of THE COST Of THE ALMONDS IN TI«£ POX AND lHf: COST OF 
THE PECANS IN Tl*! POX ' . FOR A LARGE DOX T H I S COST I S n 
3.«300 7, tmf WE 1GFIT ?. I N POUNDS Of A BOX OF M J X E D N U T S I S 
THE SLiM 0' THF NUMBER OF, POUNDS OF AI MONOS IN THF* POX AND 
THE MJWN.R OF POUNDS Of PECANS I N THE POX >. 
TH IS I AROt POX WE 1GMS 3 POUNDS ?. 
THE COST OF ALMONDS PER POUND Of A l M O N D S I S * * $ I ? , 
AMJ THE COST Of PECANS PER POUND OF PECANS I S n 1.500 7. 
F 1ND THE COST Of THF ALMONDS IN THF POX AND 1 HF COST OF THE 
PECANS IN THE POX ? . ) ): 

X I 7 : TFST |7(P) r> INITPROH(P.'( THE SUM Of TWO NUMHERS I S 9G 7, 
AND ONE NUMBER IS I S L A W 0 1 R T H A N U#. OT I I IP NL>MBER ?. 
FIND THE TWO NUMBERS ) ): 

X I R : TEST IF(P) ^ INnPf lOB(P ; ( THE GAS CONSUMPT ION Of MY CAR I S 
\b MILES PER G A L I O N ' . THE DISTANCE HE TWEE N HOST C>N AND NEW YORK 
IS ?bO M I I F S ?. WHAT I S T ' f NLIMfTtR OF GALLONS OF G A S USED ON A 
TRIP BET WEEN NEW YORK A NO BOSTON ?> ) ); 

END: 

FX^R S T | I X 7 ( ) : H f G I N PS MACRO* ST UDNM); 

X IP : Tf ST IP(P) ' y ]NnPROB(P ; ( THF D A H Y f O S T OF I I V I N C O OR A GROUP 
IS THE OVfRFtf AD COST PI US THE RUNNING COST fOR EACH PERSON 
T IMES THE W.IMBER 0» PEOPLE IN THE- GROUP ?. 
T H I S COST FOR OM: GROUP EQUALS H 100 >, AND THE NUMBER OF 
PEOPLE IN THE GROUP I S 10 ». 
IF THF OVERHEAD COST I S 10 T IMES THE RUNN1NC COST » 
F 1ND THE OVERHEAD AND THE RUNNING COST FOR f ACM PERSON » . ) ) : 

X ? 0 : TFST7WP) )N I lP f lOB(P . ' ( THE RUSSIAN ARMY HAS f. 1 IMf S A S MANY 
RESERVES'IN A UNIT AS IT FIAS UNJf OPMfD SCH DIE RS 
THF PAY FOP RF.SERVrS EACH MONTH IS !>0 DOLLARS T I M E S THE NUMfl tR 
Of RFSfRVFS IN T IF UNIT AND 1HE AMOUNT SPENT (iN IMF Rf G U I AR 
ARMY EACH MONTH IS 7$ I &0 T I M f S T>€ NUMBER OF UNIFORMED 
SOLDIERS?. 
THE SUM Of TH IS I AT I f R AMOUNT AND THE PA V FOR RE SERVES E ACM 
MOM HI EQUALS 7% AbOQO ? . f )N0 THE NUMBER OF RESERVES I N A U N I T 
TI IF RUSSIAN ARMY HAS AND THE NL'MBCR OF UNffORMf 0 
SOLDIERS IT HAS >.) ): 

X ? l : T F S T ? I ( P ) ^ I N I 1PR0H(P.'( THE SUM Of TWO NUMBERS I S T W I C E T l € 
DIFF FRfNCf P E T W E E N T I C TWO NUMBERS ?. 
THE FIRST NUMBER EXCEEDS TFfF SECOND NUMHtR BY b ?. 
FIND THE TWO NUMBERS ?. ) ): 

END; 

EXPR STUXRO: BEGIN PSMACRO(STUDNM): 

X ? 7 : T fST?7(P) ^ INI IPROB(P. '( THE SUM OF TWO NUMfltRS I S 11 I 7. 
ONE OF THE NUMBERS IS CONSf CUTIVF TO T IC OTl€PN\»MBER ?. 
F I M ) THE TWO NUMBERS ? . ) ): 

X 7 3 ; TFST?3(F) . JNlTPROf^P. ' ( THE SUM Of THRff N\"MfKPS I S 9 ?. 
THE ST COND M . W R IS 3 MOPE THAN 7 T IMES THF FIRST M.IMBER ?. 
THF. .THJPD NL>MBER EQUALS THF. SUM Of THE F IRST TWO NUN'flf RS ?. 
FIND 1 HE THREE NUMBERS ? . ) ): 

X ? 4 : T f S T ? 4 ( P ) 1NJ1PP0H(P.'( THF SUM OF THRfE NUMBERS I S 100 ». 
THF. THJPD N\.lMBER f QLI Al.S THf. SUM Of THE FIRST TWO NUMBERS ? . 
THE DIFf ERLNCf HE T WE EN THE F IRST T W O N V ^ P f P S I S 10 PF.R C I N ! Of-
THE l H I l f ) WMf l f f i 7.1 |MD THE THRfE NUMBERS * » . ) ) : 

END; 

EXPR S T U X 9 0 : HE G I N PSMACRO(STUONM); 

X?b: TEST2*.(P) r> INITPROC^P.'( I f C EQUALS B T J M f S D PLUS I 7. 

AND B PLUS D EQUALS 3 7 , AND B M i M J S 0 EQUALS I 7 . F I N 0 C 7. 
) ) : 

X7F3: TEST?f.(P> INJ1PR0B(P,'( THE SQUARE OF THE DIFFERENCE B E T W E E N 
THE NUMBER OF APPLES AND THE NUMBER OF ORANGES ON TffE T API E 

8G 



SU*nt THE STUDNT PROGRAM 

Append* C. CROSS-REFLRENCL OF S1U0NT PREDICATES 
XPfF Of STUONT PRE OS 

AGECOMP 
IHSUSI S AC* AST Af8 AS9 
RHSltSLS At.3 A63I Af.6 AST -AS 7 

AG? COMPE IN 

IHSUSIS ACd A68 AP9 
RHSUSIS AM AE53I AW -A68 -A69 

AGECOMPREM 
IHSUSI S Af;fi 
RUSUSLS ASA -A66 AS* A69 

AGE OP 

IHSUSI S A3Et 
RHSUSIS A?A A7f» A?8 

ACIOPVUO 
IHSUSI S Aa J AO? A03 
RHSUSIS A38 Afll A«? -AO? A«3 -A«3 

ACE rOSSCOl 
IHSUSI S AS1 A*r> 
RHSUSI S A8I A83 -AM -AM 

AGf PRON 

IHSUSI S SIS 055 057 A61 A67 
NESTfOl SI7 
RHSUSI S A I A7 A3 

AGE PRONCCK 
IHSUSI S A73 A75 
RHSUSIS A7 I A73 .A73 -A75 

AGf P£' 

IHSUSI S AS 1 A63 A 7 \ AS I 
NESTfOl AS I A59 AS3I 
RHSUSI S AS* 

AGEPEECWK 
IHSI/MS Af3 A63I 
RHSUSIS AS? A63 -AS3I 

AGf REE CNI 
LHSUSf S AM 
RHSUSI S A I A7 A3 AW -A6fl 

AWSUNI1CHK 
IHSUSI $03 
RHSUSI S 0 1 03 

ANSWTRBUIIO 
IHSUSIS 01 
RHSUSIS S70 -01 

ANSWVRBUHO? 
IHSUSIS B5 
RHSUSI S 01 05 

ASCAW 
IHSUSIS A| A7 A3 
RHSUSIS A I -A7 -A3 

rn«n IKE PR 
IHSUSIS 06 
RHSUSI S 05 -06 

CHI COUNTfD . 
iHsusi s vno 
NESTFOt -V«»5 
RHSUSIS V71 V55 V90 

CHIfSTfO 
IHSUSIS V55 V60 V65 
RHSUSI S V5 V55 -V55 -V60 -V65 

CHUNKf NCM. 
IHSUSI S S60 T DO P10 PI ft M?0 M30 M50 M55 -C15 C17 C50 -R7 R4 V10 V?5 F5 F25 
E AO E AS F 50 E GO A7A A76 A78 06 

. NESTFOt T5I V5 
RHSUSI S S 10 SrtO S65 T50 -TDO M?0 -M?0 M30 -M30 M50 -M50 M55 -M55 C17 -C17 C7? 
C50 C50 C60RA R« F5 -F5F I5F25 -F75 F«0 -F40F45 -F45 F50 -f 50 f 60 -E 60 
E7f, 

CHUNKfNCR 
IHSUSIS -P70 P73 P76 P?7 P28 P29 M?0 M30 M50 M55 C 15 C17 -C50 C5? -R6 -R7 
R8 R9 R9 -V30 V31 -V3« V35 V36P V37 VflO -B8 
RHSUSI S SAO M?0 M?0 M30 ~M3© M50 M55 -M55CI5 -CI5CI7 -CI7C50C5? C52 C60 
R8 -R8 F 15 T?0 E 35 F70 E 75 

CHUNKtEW 
IHSUSI SS13 T50 T5? 17 
RHSUSI S S10 S13 -S 13 SOO ~S«0 T50 -T50 T57 T52 17 .J7 

CSP( IT 
I HSUSl S CGO 
RHSUSI S MIOC? C5 C8 CIOCI? C72 C75 C57 C55 -C60 

OfFOPLlST 
RHSUSIS III 113 

ENDMARK 
87 C. 

IS EQUAL TO 9 ?. U THE WVMfUR OF APPf ES IS 7 
F I WO THE NUMf.f P 01 OtfANiM S ON THE 1 AH! I ».) ): 

X77: TFS1?7(P> ••• JNMPROWP. ( »MF GROSS Wl IGH1 C* A SHIP IS 70000 
T ONS ?. If 11 R NE 1 WHGHI IS I WOO 1 ON* *>. 
WHAT IS THE Wf 1GHT OF THE SHIPS CARGO r? ) ): 

E N D : E N D . 



CROSSREffRf NCI Of STUONT PREOICATFS StudM 

I HSUSl S S 10 Sf-b S70 
EOCHUNKHST 

IHSUSI S V30 V3 I V37 V 3 3 V 3 J R V3« V35 V36P V37 V40 V*0 
RHSUSI S V7b V30 V30 V 3 I • V.I I V 3 ? V37 V33 V33 V33R -V33R V3<9 V3d V35 
- V 3 G P - V 3 7 VfcO 

EQJS 
I HSUSl S T ? -T !<> J 70 G ? G P? M 10 r 75 A?0 
RHSUSt S T ? l W M70 W30 MbO MW A I* A Ifi . A?0 

EQVAVi'Mi.iNK 
IHSUSI S V,*'*J VbO 
NESTf V?fl V7b 
RHSUSIS V3b V.'JC>P V 3 7 VMO 

fQVARRtMO 
IHSUSI S V?b V7(» 
RHSUSIS V?*J V?/J V?5 V?6 

FV11ST 
IHSUSI S 07 
RHSUSI S 01 U7 -07 

F VSCAW 
I HSUSl S f 5 F I !i F 70 f 7b ( 3 5 f 40 F flb I flp F 50 F 57 F SB F GO f 70 f 75 
RHSUSIS -S l ! » S 3 5 - T b F I b F 70 F 75 F35 F/»0 F flR F 57 -f 55 F GO -f 70 F7b 

FVSCAWFfVO 
I HSUSl 3 SGb S70 
RHSUSI S -SGb 570 t 70 f 3b r 70 

HASCPRIOR 
LHSUSf S P 10 P lb M70 W30 MbO MbS C 70 C 75 C7R V55 07 05 
NESTfOl P 10 P I b Vr-b f 80 « 7 05 
RHSUSI S S40 SGb M70 M 7 0 M30 M30 MbO M50 M55 M50 CfiO f 80 

HASf X P R 
I HSUSl S C70 CVS C7f! CBO VIO V l b VbO VbO 07 05 06 
NESTfOl. V f . 0 5 
RHSUSI S C70 C7b C7P. V IC1 V I b V 50 Vf>0 

HASJS 
IHSUSIS M J0C7 CS C 8 
RHSUSI S P J O M io 

HASOC 
t HSUSl S C70 C/b C7R CPO J lb 117 
RHSUSI S M 10 C.7 Cb C8 C 10 C 17 C77 C75 Cb? C55 

HASOf'O 
IHSUSI $ C55 
RHSUSI S P70 Cbb 

HAS01' I 
IHSUSIS C75 
RHSUSIS P50 -C75 

HASOfV 
IHSUSIS C IO 
RHSUSI S W O C I O 

HASPREC 
L HSUSl S S70 S 'JO P70 P73 P?7 P78 
NESTfOl S ? b P70 P?9 
RHSUSI S P 1 P7 P3mP5r>* P9 M70 M70 M30 M30 MAO MbO M50 M55 M55 

HASREPR 
IHSUSI S 08 
NESTFOl 05 
RHSUSIS 06 08 OS 

MASSQUAWF 
I HSUSl S C 15 C I 7 
RHSUSIS P4 ' i - C I S C I 7 

HASSQUAHfO 
IHSUSIS CSO Cb? 
RHSUSISPGb -CbO Cb? 

MASUOPCHUNK 
IHSUSIS V I O 
RHSUSIS CI!>CbO 

HASVERB 
I HSUSl S M?0 M30 MAO MbO M50 
RHSUSIS P30 M70 -M30 M40 MbO - MbO 

H1GHPREC 
I HSUSl S S70 S JO SGO P?0 P73 P?7 P?8 P30 P3b P40 P4i» P50 Pf.'j P70 P7!» 
RHSUSI S S 10 S70 S 7 0 UW -S60 SGb P10 P l b P?0 P70 P?7 P27 P30 P35 P40 
• PA*? -PbO Pf .b P70 P'/fi 

If Of LETfD 
LHSUSfS T?6 
NESTfOl T?f.A> 
RHSUSIS T?V> 

INCHUNK 
LHSUSl S M?0 M30 M50 M5S Mf.O M67 R7 R4 RF» R7 P8 V l b V ? I 
NESTfOl M/IO MbO M5r> V?0 
RHSUSI S S 13 S I b SAO M70 -M30 MAO M f ? C 15 C 17 C70 C70 C7? C7? C50 C5? R? 
• R? R6 -RO Rf, Rf. F<7 P8 R9 >R9 

ISANSUNH 
L HSUSl S 03 
RHSUSLS F f lO 03 03 

ISCMl.lNK 
LHSUST S PJC'Plb 
RHSUSI S SAO PIO MAOC 15 C50 Rfl R8 R9 

ISDfllM 
IHSUSIS. S 13 SAO 
RHSUSI S 091 

IMON 
RHSUSI S C90 

ISF v 
IHSUSI S FR0 07 
Nl'SUOl 07 
RHSUSI SSGOr I5F75 0? 

ISIS 
I HSUSl S P? 
RHSUSI S 096 

I SCO 
I HSUSl S F'8 r y 
RHSUSIS 013 0 Ifl 015 017 018 019 

1S0PI 
IHSUSI S PA P5 MG'j M70 
RHSUSI S OS 07 09 01 I M60 M67 -M75 

1S0P? 
IHSUSI SP3 
RHSUSI S Dl 03 

ISPfRSON 
IHSUSI S AC | F\6? 
RHSUSI S M I 047 D50 053 AG I 

ISPLURAt 
IHSUSIS M60 V34 B3 
RHSUSI S 06 I 063 065 067 D69 07 I 07? 073 075 077 078 079 

1SP0SSPR0N 
I HSUSl S AS1 
RHSUSI S 057 

1SPR0N 
IHSUSIS A7 I 
RHSUSI S 055 

1SQW0RD 
IHSUSISS60 
RHSUSIS 081 083 085 087 

ISRfFfXPR 
IHSUSIS C80 VIS 
NESTfOl C80 V?l 
RHSUSIS C80 C80 C85 -VI5 

ISSCANCHUNK 
IHSUSIS S 13 S?0 S?5 S30 S40 S60 T?l T2? T?3 T?4 131 M67 A38 
RHSUSI S S 10 SAO -SAO -S60 S65 

ISSCANF'V 
IHSUSIS Sib S35f5f?5F<10M5F50f60 
RHSUSI S S60 -S65 

ISS1NGIAAR 
IHSUSI S MC.7 
RHSUSI S067S 07 IS 

ISUOPfXIM 
IHSUSIS VIO 
NESTFOl V5 
RHSUSIS C 15 CbO 

1SVARCHUNK 
IHSUSI S V.5 V10 V15 V?0 V21 V73 V75 B5 
NESTfOl V76 V55 B5 
RHSUSIS P75 -VIOF I5F70F35 F70F75 

ISVfRB 
IHSUSI S PI M70 M30 M50 M50 M60 
RHSUSt S 07 1 07A 077 030 M?0 M30 -M50 -M55 

I ABE IF 
IHSUSI S C70C75 C78 C90 
RHSUSt SP75C70C75C78 

I ABf HI 
I HSUSl S P75 M70 M30 M50 M55 C15 C50 C60 C70 C75 C78 
RHSUSI S SrtO -P75 M?0 M?0 M30 M30 MbO -M50 M55 -M55 C 15 CbO C60 -C70 -C75 
-C7R 

IRENASV 
IHSUSIS R? R4 
RHSUSI S C60 R? -R? -Rfl 

MOUlfN 
IHSUSIS 15 
RHSUSIS T | T? T3 TO Tb TG TR 19 TOF T 10 T 11 T I? T 15 T IS T 17 T 18 T 19 T?0 T2 I 
T?3 1?5 T?60 T?9 T30M60M67 A l l A|? A 15 A|7 A I 9 A?0 A?/J A76 A?8 A31 A3? A34 
A3b Afll A59 A6I A 7 5 A 8 5 I 5 17 

MCK>LENC 
IHSUSIS 17 
RHSUSIS 091 096 -17 I I I 

MXC PRIOR 
LHSUSIS SOO S65 C60F80 

C. 



S U k M CROSS RE'fRfWCf Of RTU0N1 PRIOICATFS C. 

R H S U S I S S 10 S A O - S A O S G b S65 C 6 0 - C 6 0 f BO FRO 

N f W O V A R 

L H S U S l S 131 

R H S U S I S V f . 0 131 

N E W I Q N 

I H S U S I S I ? 1 
R H S U S I S M 1 0 1 ? I 

N E W F V 

I H S U S I S JO I I A3 

R H S U S I S S C O f l b F 7 b - J A I 1A3 

NEWOP 

I H S U S I S J I I 

R H S U S I S 01 0 3 0 5 07 0 9 0 1 3 0 1 A 01 b 017 018 019 W f t 0 Mf>7 M£.'i .111 

NE WPI.OP 

I H S U S I S J i b 1 17 

RHSUSI S CGO - l i b - 117 

WEWPLVAR 

I H S U S I S 133 

R H S U S I S VfSO Vf .O -131 

N E W R E F E X P R 

I H S U S l . S C 8 0 C R 5 

R H S U S I S C 7 5 C 7 8 C F O C85 

NE WRE F OR 

I H S U S I S 313 

R H S U S I S C 7 C b CR 113 

N E W S I T E 

I H S U S I S 13 

R H S U S I S 11 - 1 3 l b 113 l i b 171 131 133 J 4 I IA3 

WUMVARCHUNKS 

I H S U S I S V 5 VP.0 V 6 0 

R H S U S I S VSi VP. Vf .O - V b O 11 

P I A C O P L J S T 

R H S U S I S M b 117 

PRf. CSC A N 

I H S U S I S P 7 0 P73 P?C» P77 P?8 P79 

R H S U S I S P 1 0 P If* P70 P70 P73 P?3 P70 P?6 ^77 -P78 F 7 9 

PRf C S C AND 

I H S U S I S - P I O ~P l b ' ' 3 0 P3b P40 PAb P50 Pf.b P 7 0 P 7 5 

N E S T f O l . P I O P l b 

R H S U S I S S A O P77 P78 P ? 9 M40 C l b CbO 

P R O W QMS 

I H S U S I S 13 l b 1 7 ! J A | 

R H S U S I S J1 l b J b 171 171 J A ) 1A| 
P R O W V S 

I H S U S I S 13 15 J31 K I 3 J A | JA3 

R H S U S I S 11 l b J b J 3 I 131 |A| - i n I 103 - I A 3 
PROBLEM 

I H S U S I S S 7 0 J I 

P R O H O P S 
I H S U S I S 13 l b 11 I 113 1 l b 10 1 

R H S U S I S 11 l b l b 111 I I I 1 13 113 11b - M b JA I |A| 
P R O O V A R S 

I H S U S I S 13 l b I I I 113 171 131 K I 3 JO I 

R H S U S I S 11 J b - l b I I I -111 113 113 171 J 7 I 131 131 133 -133 I A | - M l 
RRENAME. 

I H S U S I S RC « 7 PR P9 

RHSUSI 3 M 7 0 M 3 0 M b O Mb»» COO R6 Rfc R7 R7 R « R 9 
R T ANDFT. RGO J WCi 

I H S U S I S f / O f 7f> 

RHSUSt S f GO -f 70 f 7b » 75 
R T ANOQMGO1 EJG 

I H S U S t S f l b T 7 0 
R H S U S I S f 5 f l b -F l b F 70 

RTOOf SG01WG 
L H S U S f S f 57 

RHSUSt S f 50 -f 57 
R T O O G O I W * 

I H S U S l S f 08 
R H S U S I S f A b - F A R 

R l H A V f G 0 1 P > ? 
I H S U S I S f 55 

R H S U S I S f 5 ? f b b 
R T Q M i X M W S 

I H S U S I S f 3 b 

RHSUSt S f 7 b - F 3 b f A O f AH f 55 
S P A C f S I T E N 

I H S U S I S 13 111 1 13 H b 117 
N C S T f Ot 1 | 
RHSUSt S J l 13 13 

S P A C E s i r e s 

R H S U S I S I I 13 
S T R l . C N G T H 

I H S U S I S I I 15 

RHSUSIS 15 15 

TANDDlf f 

I H S U S I S -T?7 T?4 

RHSUSIS 173 -T?4 

TAVOSUM 

I H S U S t S T?? 

RHSUSIS 171 

T f l v l S 

I H S U S I S 13? 

RHSUSIS T31 - T3? 

Tf ASCAV 

I H S U S I S A M A I ? A 15 A17 A IS A19 A ? 0 A?A A ? 6 A78 A31 A 3 ? A3A A 3 b A 3 8 A 5 0 

RHSUSIS S 16 -S18 - A M -A I ? -A 15 -A |7 -A 18 A 19 - A ? 0 -A7A - A 7 6 A ? 8 A31 - A 3 ? 

•A3A A35 -A38 A « | -A50 

T f A S C A V F J N 

I H S U S I S S18 

RHSUSI S S If. - S I 8 - T 5 0 - T 5 I 

TF0U1 

I H S U S I S T50 TO I 

RHSUSIS * 13 T 16 T ? l T?3 T?6D 779 T 3 0 - T 5 O - T & l T 5 ? A M A J? A ? A A 7 6 A ? g A 7 7 
T r o u i n t i A Y 

I H S U S t S A77 

RHSUSIS A50 A75 -A77 A85 
H O U T i r W 

I HSUSL S 15? 

RHSUSIS -T57 A 15 A 17 

TFSCAN 

I H S U S t S 1 I T? T?F. T3 TO T5 T6 T7 T8 TP ipT- T 10 T 11 T I ? T 13 T |4 T I b T I B T 17 

T 18 T 19 T?0 T ? | T ? ? T?3 T24 T?5 T26 T?60 T ? 7 T ? t T79 T 3 0 131 T 3 ? 

RHSUSt S S10 S 13 S 15 - S I 6 - S I 7 S 4 0 S 6 5 -T I - T ? -T?*. T3 - TO - 1 5 - T O 17 - T R 

TQ -TCIT -T 10 • T I I - T t ? . T I 3 - T i a - T I 5 - T I 6 - T I 7 - T J 8 T I 9 - T 7 0 - T ? l - T ? 2 

-1?3 -T?4 -175 -176 -T?60 -T77 -T78 T ? 9 - T 3 0 - T 3 I - T 3 7 T50 751 A J B A 1 9 

Tf SCANT IN 

I H S U S t S S 16 S 17 

RHSUSI S S10 S 13 S15 - S I S S17 SAO 865 T50 -150 T51 -T51 A 18 A 19 

TGSCAN 

I HSUSl S O I 03 05 07 09011 013 01A 015 017 018 019 071 D 7 A 0 2 7 0 3 0 041 044 

D4 7 050 053 055 057 06 I 063 065 067 067S 069 07 I 07 IS 0 7 ? 073 0 7 b 0 7 7 D78 0 7 9 

081 083 085 087 091 096 

RHSUSIS S I 3 - S » b S I 7 S I R -01 -03 -05 -07 -09 - D M - 0 1 3 - O l A - O l b 0 1 7 - 0 1 * 

•019-071 02A 0 7 7 - 0 3 0 - 0 4 1 .044 -04 7 0 5 0 - 0 5 3 -055 - 0 5 7 - 0 6 1 0 6 3 0 6 5 

• 067 -P67S 069 071 -07 IS -072 -073 £ 7 5 - 0 7 7 -078 0 7 9 -081 083 0 8 5 - O f 7 

•091 -096 

TGSCANF IN 

IHSUSI S S 10 S70 S75 S30 S35 

RHSUSI S -S10 S17 S18 S?0 -S?5 -S30 -S35 - A 7 5 AR5 

TGSCANF 1M? 

IHSUSI S S 13 S l b 8 « 0 

RHSUSIS -S13 - S I 5 S 7 0 S75 S30 S35 -S40 -S65 

THE IPC OIL 

I H S U S t S A5? A53 A56 A57 

RHSUSt S A51 A5? -A5? A M -A57 

THEIPCOLLO 

I H S U S t S - A 5 I A56 A57 

NESTfOl - A 5 I -A59 

RHSUSt S A53 

THEJCRIF 

IHSUSI S A 5 I A59 

RHSUSt S A50 A 5 I -A59 

THE JRRIFL 

I H S U S I S A56 A59 

NESTfOl A57 

RHSUSI S A56 -A56 A57 -A59 

T H I S T f S T E O 

I H S U S I S V?3 V?4 

RHSUST S V ? 0 V7 I -V?3 -V?4 

U N T f S T f O 

I H S U S I S V l b V?0 V 2 I 

RHSUST S V5 - V I 5 V70 -V? I 

URINAMf 
I HSUSl S C70 C7? 
RHSUSt S C l b C?0 -C70 - C ? 7 C50 

VARCHCOUNT 

I H S U S t S V55 V85 

RHSUSIS V?5 -V55 -V85 
VAWCll ANL'P 

I H S U S I S V65 V80 V85 V90 
RHSUSLS V l b VbO V60 

WCOILECT 

L HSUSl S 08 

RHSUSI S 06 B 8 - B t 

89 



S l u r M 

Ar-c^nflix D. SUMMARY Of _CONTR\M FI.QW 

( U S T ? TPMFJ K I P f .ONTPPI . H O W SUMNOPr I 

S I 0 1 
03- 1 
P 3 - J 
s r o - j 
i r - j 
S J 7 - 6 
OSiti - 1 

s ? o - r 
T ? f . M 
S J 1 C J 
D 9 1 - 1 
s r s - e 
P3h- 1 
M H . V J 
C S O - 1 
P 6 - 1 
P I 0 - 1 
C I 0 - 1 
P&~? 

p i o - c 
'.•'9.- 1 
P i 0 - 3 
V S . - 2 
C 7 0 - 1 
P l f c - 1 
U S - - 3 
C V 5 - 1 

n r - i 
s i 7 - 1 1 

P S - 1 
S 7 0 - 3 
0 9 S - Z 
P 7 - ? 
S 7 . 0 - 4 
D S - Z 
P 5 - ? 
5 3 0 - 1 
1 1 1 - 1 
s i : ' - i n 
D l l - l 
m g s - 1 

P S - 3 
s 3 o - r 
T r o - r 
S I 7 - 7 4 
0 9 J - 7 
S 7 S - I f i 
P 3 S - 7 
M j o - r 
C f c O - 3 
P f c - 3 
P J O - 4 
C 7 S - 1 
P 6 - 9 
P I 0 - 5 
U S - 1 
P I O - G 
U S - S 
C 7 0 - ? 
p i s - r 
C 7 S - ? 
p s - 1 1 
P j n - 7 
U S - 6 
P I ! . - 3 
C 7 S - 3 
P G - 1 S 
P I 0 - 9 
U C . - 7 
P J l i - 4 

C 7 0 - 3 
s i r - r s 
D 8 I - 1 

S t t) p m i; p u r 

S . . . 
n . l 
f . 1 

i . J 

s . l 
0 . 1 
p . 1 

5 11 
1 1 
S . 1 
0. 1 
s . . 7 
p . i 
n . i 
r.. i 
p B 
p 7 
r . . . r 
p 4 
p s 
u s 
P. . . 3 

8 
f . l 
p s 

V 13 
C . . . 3 
1.1 
S 4 
t) . 1 
P. 1 
S 1? 
t ) . l 
p . 1 
S S 
p . J 
P . J 
s . . r 
t . i 
r . . . . i 
o. i 
n . i 
p . i 

s n 
T . 1 

r> 1 
D. 1 
S . . 7 
P. ) 
M. 1 
f . l 

P '. I P 
P 7 
r . . r 
p . . .4 
P. . . 3 

16 
P S 
V 70 
C M 
p n 

p s 
P. . . 3 
y r i 
P 7 
C . 7 
P. . . . 4 
P . . . 3 

P b 
u 77 

C S 
S . 1 
0 . 1 

SRO 1 
FPO-1 
S3S- 1 
Fb - 1 
S I S - 1 
F J S - 1 
VS- 9 
Ff tO-7 
S J S & 
177- J 
S J 7 34 

F r o - 1 
v V I O 

S . l 
F . l 
S . l 
F . l 
5 . . . 
r . i 
U. . . 
F . l 
s . . . 
T . l 
S . . 7 
F . l 
V . . . 
S . . . 

• I S 

. 1 0 

. 3 1 

1 0 T K F'lPlNX-S OF FrtCH 7YPC. SCHLF F « C T O P 3 
S . • • 
T . . F 

0 . . . 
P . . . 
M . 3 
C . . . 
P . . . 
V . . . 
F . S 
n . . . 

1 . . . 

. 107 
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Studnt 

T E S T 1 
( ( A P I U S B I S 5 . B I S 3 . F I M ) A .)) 
I S f QN ( C - l ( F Q U A l (Pi US VAR. I VAR -7 ) VAR 3 ) ) ( C 7 (EQUAl V A R ? V A R A ) ) 
HASRI-.PR ( V A R - J ( A » (VAR ? (D)) ( V A R . 3 (5) ) ( V A R A (3)) 
F V l 1ST ( P B - I ( (VAR- I ) ) ) 
E Q V A R C H U W « : 3 ( I 7) (CI -3 CR 7) 
H A S f X P R ( C - l (EQUAL (FT US VAR I VAR. 7) VAR-3) ) ( C - 7 (FQUAl VAR.? VAR. A)) 

( C - 3 V A R . I ) <Cl I (PI US VAR- 1 V A P - 7 ) ) (CI 2 VAR- I ) (CI 3 VAR 7) (CR-1 VAR.3) 
( C R ? V A R . 2) (CR 3 VAR A) 

R U N T J ME | M I N , 73.7 SEC 

E X A M TRY F1RF WMACT I /F t / I T/T 
I S 3 5 A 5 0 ?3t» 93V 7.91 A.OK 1.91 

O.O* M 0.1*5 0 . 3 M 0.0K9K S( C A V G 

5 5 7 I N S I R 1 S 3 * 0 D E I E H S 76 W A R N I N G S 31 NEW OBJECTS 
M A X rSMPX L E N G T H 
CORE ( F R E C F U U ) : ( f . 7 1 9 . 1333) USED (79*5 . 7?5) 

F IP f .0 6 9 OUT Of 7 6 0 PROOS 

T E 3 T ? 
( ( A F IRST NUMBER P I U S 6 I S FQUAL TO A SECOND NUMBER . TWICE THE FIPfJT M.IMBFR 

I S T H R f E T IMF S ONE HA| F OF THE SECOND NUMfrf.P . WHAT ARE THE F I «ST MjMfTf.R 
A N D THE St CONO NVIMflfR "»)) 

1SEQN ( C - 1 (EQUAL ( H U S V A R . \ V A R - 7 ) VAR 3)) 
( C - 7 (EQUAL ( T I M E S VAR A VAV . |) ( I JMF S VAR- b (T I M f S VAR f> VAR.3)) ) ) 

H A S R f P R ( V A R - I (A f IR3T Nl.iMFllP)) (VAR 7 (6)) ( V A R 3 (A Sf COND NUMflFQ)) 
( V A R - A <?)) ( V A R - 5 ( I MRf K)) ( V A R . f i (0/ ; ) ) 

E V L I S T ( P B - I ( ( V A R I VAR -3 ) ) ) 
FQVARCFIUNK ( C - 3 Cl 7) (C -4 CR- I ) (CR-A CL 7) ( C R - 6 C R I) 
H A S f X P R (.C-1 (EQUAL (PI US VAR- 1 VAR. 7) VAR.3) ) 

( C - 7 (EQUAL (T I M E S VAR A VAR- \) ( I IMFS V A R . * ( I IMFS VAR 6 VAR-3))) ) 
( C - 3 VAR - I ) <C-4 V A R - 3 ) (C l I (Pt US VAR I VAR-7) ) (Cl 7 VAR. I) 
(C l - 3 (1 I M E S V A R . A VAV. ) ) ) <C( A VAR. A) ( C l - 6 VAR b) (Cl 6 VAR-6) (CR I VAR. 3) 
( C R - ? V A R - 7 ) ( C R - 3 (T IMES V A R b 0 IMF S VAR-ft VAR-3) ) ) ( C R A VAR. J) 
(CR - 5 (1 I M E S V A R - 6 VAP- 3)) (OR 6 VAR. 3> 

Rl«N T J M E 4 M I N , #8.3 SEC 

E X A M TRY FJPF. WMACT f ,T E/T T/T 
4 4 4 5 1729 S 5 S 7115 8.01 3 * 7 771 
0.067E. 0 .770 O . W ? 0.13? S f C A V G 

I ? I f . I*fSI R T S tOt IX IE Tf S fiA W A R N I N G S 6A NEW OBJECTS 
M A X -.SMPX L E N G T H 17* 
CORE (FREE .FLUX>. (A70G . 837) USED (6498 . 78 I) 

f IP f .0 K 7 OUT Of 700 PROOS 

T f S T 3 
( ( A N V I M f l C R I S M U L T I P L I E D BY 6 . T H I S PRODUCT I S INCREASE D BY Afl . T H I S RESULT 

J S C » e . F I N D THE M.IMfJf.R .)) 
I S f QN ( C - 3 (EQUAL (PI I IS (T IMFS VAR. | V A V . 7 ) VAR-3) VAV .A) ) 
HASRF.PR ( V A R . 1 ( A NUMFTf R)) ( V A R . 7 (f , ) ) ( V A R - 3 (Afl)) (VAR. A <G8» 

( ( T I M E S V A R - V V A R . 7) ( 1 F U S PRODUCT)) 
{ ( P I U S ( T I M E S V A R . I V A V - 7 ) V A R - 3 ) ( 1 H ) S RE SLUT) ) 

F V l 1ST ( P H - I ( ( V A R . I ) ) ) 
EQVARCFIUFVK ( C - 4 Cl - I ) 
HASE X P R (C I (T IMF S VAR- J V A R ? ) ) ( C - ? (PLUS (T IMFS VAR. J VAR.? ) VAR-3) ) 

( C - 3 ( E Q U A L ( P U I S (1 I M F S VAR- I VAR 7) VAR 3) V A R A ) ) ( C « VAR-1) (CT • I VAR. I ) 
( a -2 (? I M F S V A R . I V A R - 7 ) ) (C l 3 (Pt US ( T I M F S VAR. I VAR ? ) VAR-3)) 
( C « M V A R 2 ) < C R 7 V A R 3) ( C R - 3 VAR. A> 

RUN T I M E I M I N , ?>/.? SFC 

E X A M TRY FJPF. WMACT F/F f /T T ,f 
?9\9 604 7 8 9 1189 10.1 AJ53 7.09 
0 . 0 « 0 3 0 .195 O.A07 0.0P88 S f C A V G 

7 10 I N S E R T S 4 7 9 OFK- I f S 3 I W A R N I N G S A3 NEW OBJf C I S 
M A X tSMPX I f N C i T H I A* 

CORE (FRF.C.FULl)• ( 7 3 7 3 . 173A) USED (3881 . 3 M ) 

F 1 P E 0 6 7 OUT Of 760 PRODS 

T E S T A 

( ( I f THF. NUMBER Of CUSTOMERS T DM GE T S I S TWICE THE SQUARE C* 70 PERCENT (* 
THE NUMfrER Of ADVERT IS f Mf.Nl S HE RUNS , AND T I C NUMBER Of ADVERTISE MEN I S 
HE RUNS I S 4*. , WHAT I S THE M.IMfrt.R Of CUSTOM! RS TOM GETS *)) 

ISf QN (C I (FQUAL VAR-1 (T IMFS VAP-A (EXPT (T IMES V A R ? V A R - 3 ) V A R A ) ) ) ) 

(C 7 (FQUAl VAR-3 VAR-5)) 
HASRtPR (VAR-1 (THE NUMBER OF CUSTOMERS TOM GETS) ) ( V A R . ? (0 .19999999) ) 

(VAR-3 (THE NUMBER OF ADVERTISEMENTS HE RUNS)) (VAR.A ( ? ) ) ( V A R . 5 (Ab ) ) 
FVl 1ST (Pf l - I ((VAR- I) ) ) 
EQVARCHUNK (C-3 Cl -1) (Cl -4 CR-?) ( a -5 CR-3) 
HASf XPR ( C - l (FQUAL VAR-1 (1 IMES V A R A (EXPT ( T I M E S V A R ? V A R - 3 ) V A R - A ) ) ) ) 

(C-7 (EQUAL VAR-3 VAR- 5)) (C -3 VAR-1) (Cl -1 VAR-1) (C l 2 (1 IMES V A R ? V A R - 3 ) ) 
( a -3 V A R ? ) (Cl A VAR A) (Cl -5 VAR - 3) 
(CR-1 (T IMES V A R A (EXPT (T IMES V A R ? VAR-3) V A R A ) ) ) (CR -? V A R . A ) 
(CR-3 VAR. 3) (CR.A (CXPT (T IMES V A R . ? VAR-3) VAR. A)) ( C R 5 VAR- b) 
K U - ! (EXPT (T IMES V A R ? VAR-3) VAR-A)) 

RUNT IME 5 MIN . 7.90 SEC 

EXAM TPY FIPE WMACT E/F E A T/T 
A7A0 IASA 7192 *.5I 3.19 ?.€* 
0.0G39 0200 O.bM 0.13* S f C A V G 

1767 I N S f R l S 930 DELE T f S 58 WARN1MGS 70 NEW OBJECTS 
MAX *MPX LENGTH I S3 

CORE (EREE.FLKL): (3613 . 756) USED (f>A?? . 776) 

F I RED 96 OUT C* 760 PRODS 

TESTS 
((THE SUM 0' I OTS SHARE OF SOME MONEY AND BOB S SHARE I S % A.5 .1 015 SHARE : * 

TWICE BOB S . F1N0 BOB S AND 1 0 ) S SFLARE . » 
ISf QN ( C l (EQUAL (PL !J*S VAR-1 VAR-2) (T IMFS VAR.3 V A R A ) ) ) 

(C-7 (EQUAL VAR. I (T IMES VAR-5 VAR-?) ) ) 
H«\SRf.P9 (VAR-1 (101SSH««RE OF SOMF MONEY)) ( V A R ? (BOB S SFIARE)) ( V A R - 3 (A.5)) 

(VAP-A (0011 AR)) (VAR- b (?)) 
FVl 1ST (PB- I ( ( Y A P ? VAR. ) ) ) ) 
FQVAVOIUNK (C-3 CR ?) (C-4 a - ? ) (Cl -A CL -2 ) ( C R 5 C R ? ) 
HASE XPR ( C - l (EQUAL (rt USS VAR. I VAR-7) (T IMES VAR-3 VAR-A) ) ) 

(C-7 (FQLtAl VAR- I (T IMES V A R . V A R - ? ) ) ) (C -3 VAR-7) (C-A VAR. I ) 
(CL • I (PLUSS VAR. I VAR 2)) (Cl -7 VAR. I) (Cl -3 VAR-3) (Cl - A VAR- I ) <C( -5 V A R . 5 ) 
(CR I (T IMES VAR.3 VAR A)) ( C R ? V A R ? ) (CR-3 V A R A ) 
( C R A (T IMES VAR-b V A R ? ) ) (CR-5 VAR.? ) 

RUN T IMF 3 MIN , IiO.I SEC 

E X A M TRY FIRE WMACT E/F E A T A 
3691 990 A68 I M l 7 J 9 3.73 7.1? 
0.0G73 0i>3? O.AR? 0.176 S F C A V G 

I0b7 1N5IRTS 77A DELETES 56 WARNINGS 57 NEW OBJECTS 
MAX :SMPX LENGTH 
COPE (FREE.FULL); (AA75 . S99) USED (5560 . 633) 

FIRED 89 OUT OF 760 PRODS 

T f S ' G 
((MARY IS TWICE AS 01 D A S ANN WAS WHE N MARY WAS AS OLD A S ANN I S N O W . IF M A R Y 

IS ?A VEA&S 01D . HOW OLD I S ANN 7)) 
ISf ON (C I (EQUAL VAR. | (TJMES VAR-2 (MINUSS VAR-3 V A R A ) ) ) ) 

(C 7 (EQUAL (MIM.ISS VAR. | V A R A ) VAR-3)) (C -3 (EQUAL VAR. | VAR. 5)) 
HASRf.PR (VAR-1 (MARY S AGE)) (VAR.? (? ) ) (VAR. 3 (ANN S A G f ) ) (VAR-A (PS506) ) 

( V A P . 5 ( ? A ) ) 
FVl 1ST (PB- I ( (YAP-3))) 
EQVAROfUW (C-A C l - 3 ) (Cl -5 CL> I) (Cl -6 CL -1 ) (CR.A Cl 3) (CR-5 CR>3) 
HASf XPR ( C - l (EQUAL VAR-1 ( T I M E S V A R ? (MINUSS VAR-3 VAR-A) ) ) ) 

(C 7 (EQUAL (MINUSS VAR-1 VAR-A) VAR-3) ) (C -3 (EQUAL VAR. 1 VAR-5 ) ) (C A V A R - 3 ) 
( a -1 VAR-1) (Cl 7 VAR-?) (Cl -3 VAR-3) (Cl -A (MJNUSS VAR-1 V A R A ) ) 
(Cl -5 VAR- |) (Cl -6 VAR-1) (CR-1 ( T I M E S V A R ? (MJMJSS VAR-3 VAR-A ) ) ) 
(CR-7 (MINUSS VAR-3 VAR-A)) (CR-3 VAR-A) ( C R A VAR-3) (CR-5 V A R - A ) 
(CR-6 VAR-5) 

RUN TIME 7 M I N . 753 SEC 

EXAM 1RY f IRf . WMACT E/T E/T T/F 
5556 1677 686 ? 8 I I 8.10 3.31 2.44 
0.0801 0J?66 0.689 0.158 S F C A V G 

1590 INSERTS 177 I Df I f TFS 106 WARNINGS 83 NEW OBJECTS 
MAX :SMPX UNC>TH 100 

CORE (FREE.FUU): (194A . 568) USED (8091 . 964) 

FIREO 109 OUT OF 760 PRODS 

TFST7 

((THE SUM Of TF* PfR]M|TER OF A RECTANGLE AND THE P E R I M { T F R O f A T R 1 A N G I E IS 
?A INCHES . I f TFC PERIMETER Of THE RECTANGLE I S T W I C E THE P E R I M I TER O f 

91 E. 
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E. RESULTS FOR 27 TESTS S t u d M 

THE l P I A M i M f . . W H A T I S THF P f R I M M F R O f THE T R I A N G i r 7)) 
I S E Q N ( C - l ( E Q U A l (Pi USS VAR- 1 V A V . ? ) 0 JMFS VAR-3 VAV. A))) 

( C - 7 (EQUAL V A V . J (1 1ME.S V A V . 5 V A V . ? ) ) ) 
H A S d - . P R ( V A V . | (1 HF; P f P l M F T E F i O F A R t C T A M C t E ) ) 

( V A P - 2 ( IMF PE.P1ME.TFROE A T R l AM\I f )) (VAV. 3 (?A) ) (VAR. A (JN<H)) (VAW. J» (£>)) 
F V l 1ST (PH- I ( ( V A R - ? ) ) ) 
EQVAVCHt. INK ( ( 3 C H ? ) (Cl -A Cl - 2 M C R - 5 C R - - 7 ) 
H A S E X P R (C -1 (EQUAl. (P( I.IS.S VAV. J V A R - ? ) (T JMf S VAP-3 VAV.A) ) ) 

( C - 7 (EQUAL V A V . I (1 ?MFS Y A V - b VAR-? ) ) ) fC--3 V A R ? ) ( C l - 1 (Pi USS VAW. | VAV .? ) ) 
( C L - 7 VAW. 1) (C l -3 V A V . 3) (C l -A VAV. |) <C.l -5 VAR-5> (f,V- J (1 IMES VAP-3 VAV. A)) 
( C R - 2 V A V . 7 ) ( C « - 3 V A V . A ) ( C « A (1 TMES VAR- b V A R ? ) ) (CR-5 VAR.7) 

RUN T IME. 0 M1N, 31.5 S I C 

E X A M TRY f IRE WMACT f /F ( T T ,-T 
A b 8 4 1317 b78 70G9 8 OR 3.A9 ?,<18 
O . 0 S 9 7 fX?07 O . b I A 0 . J 3 I SI C AVE; 

1197 I N S f R l S 8 7 7 DELE I T S 01 WARNW;M 66 NEW OBJECTS 
M A X :SMPX L E N G T H 13/ 
CORE (FREE.FUl I ) : (A46 I . R W ) USE D (6 I78 . 7 3 " ) 

F IPF.O 8 9 OU1 Of- 7 6 0 PRODS 

T F S T 8 

( (THE PRICE OF A R A D I O 3S69 .G39397 UCl I ARS . If T H I S PRICE I S I b P f R C I N T 
L E S S T H A N THE M A R r i 0 PRICE , f 1NO 1 HE MARKED PRICE . » 

I ST ON (C - I ( E Q U A l V A V . | ( l IMES VAV. ? VAR-3 ) ) ) 
( C - 7 ( E Q U A l VAV - | (1 IMES VAV. A VAV. 5))) 

HASREPR (VAV - I ( H I E PRICE Of- A RADIO) ) ( V A V - ? (69.699997)) (VAP-3 (0011AR)) 
( V A V . A ( 0 . K S 0 0 0 0 0 0 ) ) ( V A V . r , ( 1 H F MAVJrf () PRICE) ) 

F V l 1ST ( P f l - I « V A V 5))) 
E Q V A R C H U N K ( C - 3 ( R A) 
H A S f XPR ( C - I ( E Q U A l V A V . 1 (1 .IMES V A R - 7 VAR-3) ) } 

( C - 7 (EQUAL V A V . J ( I JMf S VAV. A VAV.?, ) ) ) (C. 3 VAR-5) (CL • I VAV. I) (Cl ? V A R ? ) 
(CL - 3 V A V . \ ) (C l A V A V A H C R - 1 (1 IMFS V A V . ? VAR-3) ) ( C R ? V A V . 3 ) 
( C « - 3 (T I M E S V A V . A VAV. b)) ( E R A VAV. 5) 

RLIN T IME. 3 M J N , 1XG SEC 

E X A M TRY F IPE WMACT E /F E/T T/F 
3 0 0 3 RArt 351 I ASA 8 . b l 3.56 7.39 
O .OGAb 0.779 0 . b « * 0.133 SI C A V G 

EAt f I N $ f RTR fiOfi F){ I f T f S 36 W A R M I E S bO NE W OfUf CT5 
M A X \SMPX IENC-.TH I ' l l 

CORE (FREE.F i l l I ): (67.3A . I ) ? 6 > U S F I ) (A380 . AGO) 

F 1RF0 8 0 OUT Of 7 6 0 PROOS 

T E S T 9 

( ( B I I L I S ONE MAI V Of H J f ; f ATHEP S AGf A YEARS AGO . IN 70 YEARS HE W i l l Of ? 
Y F A R S 01 D( R T H ' N H I S t ATlffcP IS NOW . HOW 011) ARE B i l l . AND H I S F ATHER *)) 

I S f Q N ( C l ( E Q U A l VAR- 1 (T IMF S V A V ? ( M I N I ' S ? VAR-3 VAV-A) ) ) ) 
( C - 7 (EQUAL (Pt I K S VAV- J VAV b) (P( US VAR 6 VAV -3 ) ) ) 

HASREPR (VAR- 1 ( B i l l S A G f ) ) F V A R ? (O.b)) ( V A R - 3 ( B i l l S FATHER S AGE )) 
( V A R - A (A ) ) ( V A R - b ( ? 0 » ( V A V . f , ( ? ) ) 

f V I 1ST ( P f M ( (VAR- J VAV. .3))) 
E Q V A R C H U N K ( C - 3 Cl l ) ( C - 4 Cl 3) (Cl b Cl -1) (CR-6 Cl 3) 
H A S f X'*R (C I ( E Q U A l V A V . | ( l IMES VAV ? ( M I M J S S VAR-3 VAV A)))) 

(C -2 (EQUAl (PI USS VAV . | VAV- b) (F'( US VAR 6 VAR-3) ) ) fC -3 VAR-1) (C -4 VAR-3) 
( C l - I VAV - |) (C l 7 V A V ? ) (C l 3 VAV. 3) (Cl A (F>( USS VAR. I VAR- b » (Cl -5 VAR. I ) 
( C l - 6 V A R - C X C - V . I (1 IMES VAR 7 (M1NUSS V A V - 3 VAR.A) ) ) 
( C « ? (M1NUSS VAV . 3 VAV. A)) (CP. 3 V A V . A ) (CR-A (PI US VAR-6 VAR. 3)) 
( C R - b V A R - b ) ( C O VAV . 3) 

RUN T JMF 10 M ) M AO.6 SEC 

E X A M TRY F JPf- WMAC1 E /T ( /T T /T 
6 * 3 6 7078 77 7 r iO?9 8 ? * 3.17 761 
0 . 0 ^ 9 5 0.316 O.F{?A 0.717 S I C A V G 

1704 1 NSC H I S ir<?b a f l . l Tf S 107 WAVNIMCS 86 NEW OBJECTS 
M A X : S M P X L E N G T H 137 

CORE ( F R E E . F U l I ) : ( 1 6 9 8 . AG7) USED (R9A I . I 175) 

F1RFD 173 OUT Of 7 6 0 PROOS 

T E S T JO 

( ( P i l l S F A T H E R S UNCI K I S TWICE AS CH 0 AS B i l l . S FATHER . 7 YEARS FROM NOW 
B I I L S F A T H E P W i l l BE 3 1JMFS AS CH 0 AS B i l l . THE SUM OF THEIR AGES I S 
9 ? . r INO B i l l . S AGE .)) 

I S E Q N ( C - l ( E Q U A l V A R - I (1 JMFS V A R ? VAR-3) ) ) 

(C-7 (EQUAl (PI USS VAR-3 V A V . ? ) ( ! J M E S VAR- A (PLUSS VAR. b V A R ? ) ) ) ) 
(C-3 (EQUAL (PI USS VAR- | (PI USS VAR-3 VAR- 5)) VAR-f . ) ) 

HASRf.PP (VAV- ! ( B i l l . S FATHER S UNCI E S AGE.)) ( V A R - ? (? ) ) 
(VAV-3 ( B U I S FATHER S A G f ) ) (VAR-A (3)) ( V A R - b ( B I I L S AGE) ) ( V A R - 6 <97J) 

FVl 1ST (PB- I ( (VAR-5))) 
EQVARCHUNK (C-A CT -6) (Cl A C R ? ) (Cl -8 C l - 1 ) (Cl - 9 C R - ? ) (CR-A Cl - 7 ) 

(CR-C-Cl ? ) ( C R - 9 C l - 6 ) 
HASf XPR (C-1 (f QUAl VAR- I (T IMES VAR- ? VAR-3) ) ) 

(C-7 (EQUAL (PI USS VAR-3 VAR.?) (1JMES VAR.A (PLUSS V A R - b VAR-2 ) ) ) ) 
(C-3 (EQUAl (TUJSS VAR- I (P IUSS VAP-3 VAV-5) ) VAR -6 ) ) (C A VAR- 5) (C l -1 V A R . \' 
(Cl - ? V A R ? ) (Cl -3 (PI USS V A V - 3 VAV -? ) ) ( a - A VAR-3 ) (C l -5 V A V - A ) ( C L - 6 V A R . b) 
(Cl -7 (P| USS VAR-1 (PI USS VAR-3 VAV.5) ) ) ( a -8 VAR- I ) (Cl - 9 V A R - 3 ) 
(CR-1 (T IMPS V A R ? VAR-3)) ( C R ? VAR-3) 
(CR-3 (T IMF? VAV-A (PLUSS VAR 5 V A V ? ) ) ) (CR-A VAR -7 ) 
(CR-5 (PI USS VAR. 5 V A R ? ) ) (CR-6 VAR-? ) (CR-7 VAR-6 ) 
( C R f . (PI USS VAR. 3 VAR-5)) (CR-9 VAR-5) 

RUN TJME I0M1N. 78.A SEC 

EXAM TRY FIRE WMACT E/F E/T T/F 
8??6 780/ J I7A A333 7.01 2.93 7.39 
0.076* 0.77A 0.035 O.IAO SEC A V G 

?A?A INSfRTS I909 0 E I E T E S 180 WARNINGS 113 NEW O B J E C T S 
MAX uSMPX LENGTH 135 

. CORE (FREE.Fill I ) : (5889 . 765) USEO (AA76 . 761) 

FIRED 113 OUT Of ?59 PRODS 

TEST 11 
((10M HAS TWICE AS MANY F I S H AS MARY HAS G U P P I f S . IF MARY H A S 3 G U P P I E S , HOW 

MANY F ISH DOf S T O M H A V r >)) 
IS fQN (CN-1 (EQUAl ( T IMES VAR- I VAV-2) VAR-3) ) (CN -7 ( f Q U A l V A R - 3 V A R A ) ) 
HASPf.PR (VAR I (?)) (VAR-? (TF<E NUMBER OF F I S H TOM HAS) ) 

(VAR-3 (THE NUMBER Of GUPPI fS MARY HAS)) (VAR-A (3) ) 
FVl 1ST (TB-1 ( ( V A V ? ) ) ) 
EOV ARC-HUNK (C-3 C R ? ) (CL -3 CR-1) 
HASf XPR (C-3 V A R ? ) (Cl -1 (1 IMES VAR- I V A R ? ) ) ( a - 2 VAR- I ) (Cl - 3 V A R - 3 ) 

(CN-1 ( fQUAl ( T IMES VAR-1 VAR.? ) VAR.3) ) ( C N - ? (EQUAL V A R - 3 V A R - A ) ) 
(CR-1 VAR-3) ( C P ? V A R ? ) (CR-3 VAR-A) 

RLIN TIME A MJN. 1.97 S f C 

EXAM TRY FIRE WMACT E/F E/T 1A 
33AI I O S I A06 1677 8.73 3.09 7.66 
0.07?« 0.77A 0.596 0 . IA9 SEC A V G 

9A6 ) N 3 f R T S 6 8 l DEIETES A I WARNINGS 61 NEW OBJECTS 
MAX :SMPX LENGTH 131 
CORE (EREf.FULl) : (5570 , 98?) USEO (A795 . 5AA) 

FIRED 90 OUT Of- 760 PRODS 

1ESTJ? 
( ( I f I SPAN EQUAIS 9 INCHES . ANO I FATHOM EQUALS 6 FEE T . HOW MANY S P A N S 

f Q U A l S I FATHOM ?)) 
ISEQN ( C - l (FQUAl (T IMES VAR- 1 V A R ? ) (T IMPS VAR-3 VAR-A} ) ) 

(C 7 (EQUAl ( T IMES V A R - I VAR-5) (T IMES VAR-6 VAR. 7))) 
HASREPR (VAR- I ( 1 ) ) ( V A R ? (SPAN1) (VAR-3 (9)) (VAR-A ( I N C H ) ) (VAR- 5 ( F A T H O M ) ) 

(VAR-6 (6)) (VAR-7 (FOOT)) 
FVl 1ST (Ffl-1 ((VAR-5))) 
I SANSON M (SPAN) 
EQVARCHUNK (C-3 CR-5) (Cl -5 Cl - ? ) 
HASf XPR ( C - l (EQUAl ( T IMES VAR- I VAR-2) ( T I M E S V A R - 3 VAR. A)) ) 

( ( - 7 (EQUAL (T IMES VAR- I VAR- 5) ( I JMES VAR-6 VAR. 7))) ( C - 3 V A R - 5 ) 
(Cl -1 (T TMES VAR. I V A R ? ) ) (Cl - ? VAR-1) (Cl -3 VAR -3 ) 
(Cl A ( I IMES VAR- \ VAR-5)) (Cl -5 VAR. 1) (Cl 6 VAR-6 ) 
(CR. I (1 IMES VAR-3 VAR. A)) ( C R ? VAR-2) (CR-3 VAR-A) 
(CR-A (1 IMES VAR.6 VAR 7)) (CR 5 VAR-5) <CR-6 VAR- 7) 

RUN T jME A MJN. 55.3 SEC 

EXAM TRY FIRf. WMACT F/F E/T T/F 
?905 977 A 5 I 180? 6.A4 3.13 7.06 
0.10? 0.319 0*55 0.164 SEC A V G 

10*0 INSERTS 767 DELETES 59 WARNINGS 56 NEW OBJECTS 
MAX :SMPX LENGTH I ? ! 

CORE (f REC.FUII) : (537 I . 972) USEO (6044 . 604) 

F1RE0 83 OUT OF 759 PRODS 

TEST 13 

f . 9? 

file:///SMPX


SU - .1M R E S U T S F 0 R 2 7 TESTS E. 

( ( ( H E NUMBER Of SOI OIF PS T Hf R U S S I A N S HAVE I S ONE HAl F OF THE NUMBER 0* Gl>N$ 

T H E Y HAVE . THh" FfJMRf P 0* GUNS 1»*.V HAVE IS 7000 . HOW MANY S ' X ! ) U R $ DO 

T HE V HAVE ">)) 

I S E Q N ( C - l ( E Q U A l V A V . J (1 IMFS V A V - ? VAR-3) ) ) ( C 7 (EQUAL V A V - 3 VAV-A) ) 

HASPf .PP ( V A V - 1 ( H I E NUMBER Of SOI O U R S THF RUSSIANS HA V f ) ) ( V A R ? (0.0)) 

( V A V . 3 (THF WUMfil.P. Of GUNS THE V HAVE) ) (VAP-A (VOOO)) 

F V l 3ST (*>B-I ( ( V A V . I ) ) ) 

EQVAVCHi . iNK ( C - 3 Cl - 1 ) (C l 1 CP -7 ) 

H A S f X P R (C I (FQUAL VAV- | (1 fMES V A V . ? VAV. 3))) ( C . ? (EQUAL V A V - 3 VAV.A) ) 

( C - 3 V A » - I ) ( C l • I VAV- \) <Cl 7. V A V . ? ) ( f . l -3 V A V - 3 ) ( ( V . | ( T I M E S V A R ? VAV-3) ) 

( C R - 2 V A V . 3) (CP- 3 VAV . A) 

RUN T J M f 3 M J N . I * * S I C 

E X A M TRY FIPF. WMACT F /F E /T T/T 

A I A 3 1709 4 4 I 1670 3.A3 ?.7A 

0 . 0 * 7 9 0.1FVJ O.AhO 0.11* S I C A V G 

971 I N S I R T S VOX FX*IC Tf ^ 37 W A R N I N G S 55 NEW OBJECTS 
M A X -SMPX L E N G T H 1H5 

CORE (FREE .F i l l I ): (A 56 4 . 859) USE 0 ( M ? 4 . F> 16) 

F I R E O 8f> OUT Of 7G0 PROOS 

T E S T 1A 

( (THE NUMflfcR OF STUOf NTS WHO PASSED THE A D M I S S I O N S TEST IS 10 PEP CENT Of THE 

T O T A l Nl lMRf R Of ST UDf NTS I N H I : H I G H SCFIOOl . IF THE NUMflf R Of 

S U C C f S S f HI C A N D I D A T f S I S 7? , WHAT I S THE NL'Mflf R OF ST UDf NT.S IN Tfff H I G H 

SCFIOOl 7)) 

I S f QN (C I ( F Q U A l VAR- 1 (1 IMES VAR ? VAR 3))) ( C 7 (FQUAl V A R A VAR. 5)) 

MASRfcPft ( V A R - I (1 HE NUMBER OF S T U D E N T S WHO PASSED THE ADMISS IONS TEST)) 

( V A R - 2 ( 0 . 0 9 9 9 9 9 9 9 ) ) ( V A R - 3 (THE NL>MfflR Of ST UDf NTS I N THE H I G H SCHOOD) 

( V A R A (THE NUMB* R Of SUCCESSfLH C A N D I D A T E S ) ) (VAR- 5 (77)) 

F V l 1ST (PEL I ( ( V A R - 3 ) ) ) 

E Q V A V C H U N * ( C - 3 C R ? ) 

FTASEXPR ( C - l ( E Q U A l VAR 1 ( I IMES V A V ? VAR-3) ) ) (C -7 (FQUAl VAV-A VAV- 5)) 

( C - 3 V A R - 3 ) ( C l - I VAV- \) (Cl -7 V A V - ? ) (Ct - 3 V A V . A ) (CR- I ( I TMES V A V ? VAV-3) ) 

( C R ? V A R - 3 ) ( C R - 3 V A V . S) 

RUN T J M f 3 M I N , 73 .5 SEC 

E X A M TRY FIPF. WMACT E/F E /T T/F 

4 7 0 * 1146 A4fl 1803 10.0 A . | l 7.58 

0 . 0 4 3 7 0 .1/* 0 .A5* 0.113 S I C A V G 

l O A b 3V5f R T G 7»S* Df LCTCS 35 WARNJFJC.S 63 NEW OBJECTS 
M A X :SMPX L E N G T H |FH 

CORE (FREE .F i l l L ) : ( A 7 * 5 . 8AO) USED (A903 . 6 3 5 ) 

F I R E D 81 OUT Of 7 5 9 PRODS 

T E S T l b 

( ( IF IE D I S T A N C E FROM NEW YORK TD I OS ANGELES JS 3000 M J I E S . IF THE AVfRAGf 
SPEED OF A JE T PI ANE I S 600 M i l l S FTP HOUR , I I M ) THE T IMf IT TAKES TO 
T R A V F L FROM NEW YORK TO I OS A N G U E S BY Jf T .)) 

I S E Q N ( C - 1 ( E Q U A l V A R 1 (1 I M F S V A R ? VAR-3 ) ) ) 
( C - 7 (EQUAL V A R A ( H M F S V A V - 5 (QUOT IENT VAR-3 VAV. 6)))) 

H A S RE PR ( V A R - I (THE O l S I D N C f I ROM NEW YORK TO I OS A N G K E S ) ) (VAR-7 (3000)) 
( V A R - 3 ( M i l l - ) ) ( V A R . A ( H I E A V f R A G f SPEED Of A Jf T PI ANT)) (VAR-5 (600)) 
( V A R - 6 (HOUR)) 

( V A R - 7 (THE U M f I T T A UTS TO T P A V F l I ROM NEW YORK TO I OS ANGELES BY .if T)) 

F V l 1ST (PR-1 ( ( V A R - 7 ) ) ) 

EQVAVCHL 'NK ( ( ( - 5 C P ? ) 

HASE X P R (C -1 ( E Q U A l VAR- I ( I IMF.S V A V . ? VAV -3 ) ) ) 

( C - 2 (EQUAL V A R - A (1 I M F S V A V 5 (QUOTIENT VAR-3 V A V f ) ) ) ) (C -3 VAR. 7) 

(C l . 1 V A R - I ) (C l 2 V A V . ? ) (C I - 3 VAV. A) (C l - A VAR- 5) (CI • 5 VAR- 3)" 

( C R - I ( T I M E S V A V . ? V A V - 3 ) ) ( C R ? V A R - 3 ) 
( C R - 3 ( T I M E S VAR- 5 (QUOT Jf NT V A R - 3 V A R G » ) (CR-A (QUOTIENT VAR-3 VAR. 6)) 
( C R - 5 V A R - 6 ) 

R U N T J M f . A M ) N , I A.* SEC 

E X A M TRY F JPf. WMACT f /F ( / T T ,f 

5011 1737 513 70^1 9.77 fl.05 7.A J 

0 . 0 S 0 * 0 .706 0.A97 0.17? SI C A V G 

1715 I N 5 { R T G « 7 6 D E L E T E S A 5 W A R N 1 N C S 7 I FJEW OBJECTS 
M A X -.SMPX L E N G T H i n * 

CORE ( F R E E . F U l l ) : (AbOO . 738) USED (5 I K * . 737) 

F I RED *A OUT Of 7 5 * PROOS 

T E S T 16 

((THE COST OF A BOX OF M I X E D NUTS I S THE SUM Of TFIE COST Of THE ALMONDS I N TJ^T 

BOX AND THE COST Of TFIE PfCANS I N THE BOX . f OR A I A R G ! BOX T H I S COST ?;" 

% 3.0 . THE WEIGHT . IN POUNDS , Of A BOX Of M I X E D NLITS I S THE SUM Of 

THE NUMBER OF POUNDS Of AIMONDS I N TF€ BOX AND T I C NUMBER Of POUNDS O f 

PECANS IN THE BOX . T H I S I ARGE BOX WEIGHS 3 POUNDS . THE COST Of ALMONDS 

PER POUND Of ALMONDS IS % I . AND THE COST Of PECANS PER POUND OF PECANS 

IS % 1.5 . F IND HIE COST OF THE ALMONDS I N TFf- BOX AND THE COST Of THE 

PfCANS IN I I I ! BOX ) ) 

ISf QN ( C - l (EQUAL VAR. I (PLUSS VAR-2 VAR-3) ) ) 

(C-7 (EQUAL VAR. 1 (T IMES VAR-A VAR -5 ) ) ) 

(C-3 (EQUAL VAR-6 (PL USS VAR-7 VAR-8)) ) 

( ( - 5 (EQUAL (QUOT Jf NT V A V ? VAV.7) (T IMES VAR- 10 VAR-5) ) ) 

(C-6 (EQUAL (QUOTIENT VAR-3 VAR.R) (T IMES VAR. 1 I VAR-5) ) ) 

(CN- ) (EQUAL VAR-6 VAP-9)) 

HASPf.PR (VAV-1 ( IHE COST Of A BOX Of M I X E D NUTS) ) ( V A R - 1 0 ( 0 ) ( V A R . I I ( 1 . 5 ) ) 

( V A V ? (1 HE COST OF THE AI.MONDS IN THE BOX) ) 

(VAV-3 (THE COST OF THE PfCANS IN THF BOX) ) (VAR-A (3.5)) ( V A R - 5 (DOl I AR)) 

(VAR-6 (THE WI1GHT IN POUNDS Of A BOX Of M I X ( O N U T S ) ) 

(VAR-7 (THE NUMBER Of FOUNDS OF ALMONDS IN T l f [ BOX) ) 

(VAR-8 (THE NUMBER OF POUNDS Of PECANS I N T H : BOX) ) (VAR 9 (3 ) ) 

FVl 1ST (PB- I ( ( V A R ? VAR-3))) 

f QVAVCHUNK (f.-7 CL •?) (C 8 C R ? ) (Cl -1? CR-2) (C l - 9 C l •?) (CR -10 C R A ) 

(CR I? CR 6) (CR-13 CR-A) (CR-9 Cl -6) 

HASf XF>R (C-1 (EQUAL VAR-1 (PI USS V A R ? VAR-3) ) ) 

(C 7 (FQUAL VAR- I (T IMES V A R A VAV- 5))J 

(C-3 (EQUAL VAR-6 (Pt USS VAR-7 VAR-8))) 

(C-5 (EQUAL (QUOTIENT V A R ? VAR- 7) (T IMES VAP- 10 VAR- 5))) 

(C-6 (FQUAl (QUOTIENT VAR-3 VAR-8) ( I IMES V A R - I I VAR-5) ) ) ( C - 7 V A R - ? ) 

(C-8 VAR-3) (Cl -1 VAV- I) (Cl -10 VAR- 10) (CT • I 1 (QUOTIENT VAR-3 VAR f ) ) 

(Cl • I? VAR-3) (Cl • 13 VAR- I I ) (Cl - ? VAR-? ) ( a -3 VAR. I) (Cl -A V A R - A ) 

(Cl -5 VAR-6) (Cl -6 VAV-7) (Cl -7 VAR-6) (Cl -8 (QUOTIENT VAR-? V A R - 7 ) ) 

( C i - 9 V A V ? ) ( C N ) (EQUAL VAR-6 VAR-D)) (CR-1 (PI USS V A R ? V A R - 3 ) ) 

( (R 10 VAV. 5) (CR. I I (T IMFS VAR. 11 VAR- 5)) (CR-1? VAR .* ) (CR- 13 VAR- 5) 

( C R ? VAV 3) (CR-3 ( T IMES V A R A VAP -5) ) (CR-A VAR - 5 ) 

(CR 5 (Pi USS VAR 7 VAR-8)) (CR-6 VAR-8) (CR-7 V A R - 9 ) 

(CR-8 ( ' IMES VAR- 10 VAR -5 ) ) (CR -9 VAR-7) 

RUN TIME ?0MJW.6J?0 SEC 

EXAM TRY EIRE WMACT F/F E /T T/F 

13 991 A/A9 194 A 6773 7.70 ? .95 ?.A4 

0.0X67 02bA 0.670 0.178 SEC A V G 

3769 INSIRTS 3004 DELETES ?80 WARNINGS 194 NEW OBJECTS 
MAX :SMPX LENGTH 135 

CORF. (FREE.FUll ) : (7767 . |fl*7) USED (319 . - 7 5 ) 

FIPFD 100 OUT OF 258 PROOS 

TEST 17 

((THE SUM Of TWO NUMBERS IS 96 , AND ONE NUMBER I S 16 LARGER THAN I f f ! O T I C * 

NUMBER . FIND THE TWO NUMBERS ) ) 

ISf QN ( C - l (EQUAL ( r i U S S VAR-1 VAR-2) VAR-3) ) 

(C-7 (FQUAL VAR-1 (PI US VAR-A VAR-2))) 

HASCLPR (VAR. I (FIRST NUMBER)) (VAR-2 (THE SECOND NUMBER)) ( V A R - 3 (96) ) 

(VAR-A (16)) 

FVl 1ST ( T B I ((VAP- I VAR-?)) ) 

EQVAPCHUNK (C-3 Ct - ? ) (C-A CR-2) ( a -3 CL -2 ) ( C R A CR-2) 

HASf XPR ( C - l (EQUAL (PLUSS VAR- I VAR-2) VAR-3) ) 

(C 7 (EQUAL VAR- I (PLUS VAR-A VAR-2))) (C -3 VAR-1) (C -4 VAR-2 ) 

(Cl -1 (PI USS VAR. I VAR-2)) ( a - 2 VAR. I ) ( C l - 3 VAR. I ) (C l -A VAR-A) (CR-1 V A R . 3 ) 

(CR-2 VAR-2) (CR-3 (PI US VAR-A VAR-2)) (CR-4 VAR.? ) 

RUN TIME ? M I N . !»4.9 SEC 

EXAM TRY f IRE WMACT E/F E/T T/F 

35? I 877 39A 16IA 854 4.01 2.23 

0.0197 0.199 0.A44 0.108 SEC A V G 

939 1NSIRTS 675 DELETES 46 WARNINGS 55 NEW OBJECTS 
MAX :SMPX LENGTH 138 

CORE ( F R E ( . F U l l ) - ( 6 I A 4 . 898) USED ( ? 178 . 518) 

F I P E D 8 8 OUT OF 758 PRODS 

T fST 18 

((THE GAS CONSUMPT ION OF MY CAR I S 15 M U E S PER GALLON . THE D I S T A N C E B E T W E E N 
BOSTON AND W W YORK IS ?50 MILES . WHAT I S THE NUMBER Of GALLONS O f G A S 
USED ON A TRIP BETWEEN NEW YORK AND BOSTON ?)) 

ISCQN (C I (EQUAl V A R - I (T IMES V A R ? (QUOT IE NT VAR-3 VAR-A) ) ) ) 
(C 7 (EQUAL VAV-5 ( T I M E S VAR-6 VAR-3))) 

HASRF.PR (VAR- I (THE GAS CONSUMPTION OF MY CAR)) ( V A R ? (15)) ( V A R - 3 ( M U F J ) 
(VAR-A (GALLON)) (VAR-5 (THE DISTANCE BETWEEN BOSTON AND W W YORK)) 

93 E. 



F. RFSUl T S E 0 R 7 7 Tf STS SUMM 

( V A R . f, ( 2 5 0 ) ) 
( V A V . 7 

(THE NUMBER QE G A U 0 N S 0 * " G A S t i S f ' » ON A l p ) p BET W f f N NE W VfiR* AND BOSTON)) 
F V l 1ST ( r f | . | ( ( V A f /))) 
E Q V A R C H U N K ( C « « Cl 3) 
H A S E X P R ( C l (EQUAL V A V . I (1 .IMF. S V A V ? (QUC'T 11 NT VAV. 3 VAV. A)))) 

( C - 7 ( F Q U A l V A V . J. (1 IMf y VAV . 6 VAV. 3 » ) ( C - 3 VAR- 7 ) ( C l -1 VAR. I ) (Cl •? VAR.7) 
( C l - 3 V A V - 3 ) (C \ A V A V . S\ ( U • b VAV. f,\ 

(CR-1 ( U M f S V A V . ? ( Q U O T I E N T VAR. 3 V AV. A » ) ( C R ? (OUOF I f N l VAR-3 VAV.A) ) 
( C R - 3 V A V A) (CV A (1 IMF S V A V . 6 V A V - 3 ) ) (CR- b V A V - 3 ) 

RUN T | M f A M1N. ! * . ? S I C 

E X A M TRY F j r f . WMACT f /F f / T T /T 

5 0 0 3 171 » H ? 7 0 b ? 9.77 A . I 3 7 3 7 

0.0S9F. O x ' A G O.bF.? 0 . I A 5 Sf C A V G 

1193 I N>f «1 R * b9 DE I F T \ S Ag WARN J»ICS 70 NF W 00 Jf C15 

m a x : S M r x i f w i n i n ? 

CORE (FREE.F i l l I ): ( A b ? 9 . 6 9 0 ) U S U I (379b . 7?7). 

F I P F O 8 3 Q U I Of 7 b 8 TROOS 

T f S T I B 

( ( I H E 0 A J I Y C 0 S 1 OF I I V If JO FOR A GROUP J * THE OVf R t ( f AO COST PI US THE PUNNIF/G 

COST FOR E A C H I ' fRSON ( J M f S IH>; NUMfH R Of Pf.OPl.f I N THJ GROUP . T H I S COST 

f OR ONE CiROUP f Q U A l S $ 100 . A NO THE NUMBER Of P f O P l f IN EM- GROUP IS AO 

. I f THE OVfRHf AO COST I S 10 T IMF S THE PUNNING COST ,F JM) l i t OVfRHEAO 

AND THF; P U N N I N G COST f OR FACH PERSON .)) 

I S f QN (C 1 ( F Q U A l VAR- I (PI US VAV ? (T JMFS VAV 3 VAR-A))) ) 

( C - 2 ( F Q U A l V A V . 1 (\ IMF S V A V b VAV . f , ) ) ) (C 3 (FQUAl VAR. A VAR- 7)) 

( C - A ( E Q U A l V A V . ? (1 IMF S V A V P. VAV. 3))) 

HASRfcRR ( V A V . | ( l i i f [>AJl V COST c«f I J V I N G f OR A GROUP)) 

( V A R . ? (THE OVfRHF AO C O S T ) ) (VAV. 3 p H P PUNNING COST F O y EACH PERSON)) 

( V A R - A (1 HE M.«Mf«EPO« Ff.OPlf. JN f i r GROUP)) (VAR- b (100)) (VAR-6 (001 I AR)) 

( V A V . 7 (AO) ) ( V A V . F . (10) ) 

F V l 1ST (PH-1 ( ( V A V - 7 V A V . 3 ) ) ) 

E Q V A R C H U N K « -b Cl 7) (C 6 C l 3) (Cl - 6 CR-3) ( C l - 7 C l ?) ( C R - 8 C I 3) 

H A S f XPR ( ( , I ( E Q U A l V A R . ) (P; US VAV. ? (1 JMf S V A R - 3 VAV. A)))) 

( C - 7 ( E Q U A l V A V . J (1 TMfS VAR - b VAV . f , } ) ) fC 3 (EQUAl VAR.A VAV. 7)) 

( C - 4 (EQUAl . V A V ? (T IMf S VAV P. VAV. 3))) (C b V A R . ? ) (C 6 VAR 3) (Cl • I VAV- I) 

( C l ? V A V ? ) (C l -3 V A V . .3) ( ( . ( . A VAV. I ) (Cl - b VAV. b) ( ( I -6 VAV. A) (Cl • 7 VAR. ? ) 

( U - 8 V A R P X C V . | (PI US V A V . ? (T JMFS VAV. 3 VAR. A))) 

( C R ? (T J M f S V A V . 3 V A V . A ) ) (CR -3 VAV A) (CV.A ( U M E 5 VAR. b VAV. 6)) 

( C R - 5 V A R -ft ) ( C V . 6 VAV- ?) (CR -7 (T IMFS VAV.P. VAR-3) ) (CR-8 VAV. 3) 

R U N T JMF 7 M ) N flb.F- SI C 

E X A M TRY F JPF. WMACT E/T f /T T/T 

8 3 9 7 7 W O 10 IF. 3709 8 7 5 3 77 7 0 7 

0 . 0 5 * 5 O . J K ? O.AbP. 0.176 Sf C A V G 

7 J 0 0 J NSf R1S I GOB Of 1.f 1 f S I I P WARN 1 WGS 109 NEW OBJf CT S 

M A X :SMPX I C N C - T H I A? 

CORE (FREE.FUl I ) : (F-07? . IGOR) USE0 ( 1 1 3 / 0 . 161?) 

F IRf .O 9 3 0U1 Of 7 6 0 PRODS 

T E S T 7 0 

( ( T H E P U S S J A N ARMY HAS 6 1 IMES AS MANY RESERVES I N A UNIT AS IT H'<S UNIFORM! 0 
S O I D1ERS . 1 HE PAY FOR RESF.PVrS I ACH MONTH IS bO 001' ARS T IMF G THE 
NUMBER Of RESERVES I N THE I «N IT . A N D I H t AMOUNT SPf'NT (Af THE RFC-WAR 
ARMY FACFI M O N T H IS 1 I h O U M f S THE NUMfllR Of UN l f ORMf 0 SOI DJ IRS . THF. 
S U M Of T H | { , I A T I t R AMOUNT AND 1HE PAY FOR RESERVES I ACH MONTH EQUALS % 
A b O O O . F J M > THf- WUMFff R Of RESERVES J N A UNIT THE RUSSIAN ARMY HAS AND 
THE N U M f K R OF UNIFORMED S C K O J I R S P HAS .)) 

I S E Q N (C 7 (EQUAl. V A R - A (T IMFS V A V - b (T |Mp.S VAR-6 VAV .? ) ) ) ) 
( C - 3 ( E Q U A l V A V . 7 ( I IMf 5 V A R - 8 ( I TMFS V A V . f , VAV-3) ) ) ) 
( C - A ( E Q U A l (PI U S S V A V . 7 VAR. A) (T IMES VAV. 9 VAR-6) ) ) 
( C N - ) (EQUAL (C IMf S VAR. I VAR 7) VAV 3)) 

H A S R E P R ( V A R - I (6 ; ) 
( V A R . ? (THE N U M f l l R Of RESf P V f S I N A UNIT THE R U S S I A N ARMY HAS)) 
( V A R - 3 (THF M.IMFiFRQF UN|F QRMMJ NCH OJERS P HAS)) 
( V A R . A (THE PAY VQV RESERVES E ACH M Q N I H ) ) ( V A R . b (bO)) (VAV .6 (OCHI AR)) 
( V A R . 7 (THE AMOUNT S P f N T ON THE Rf GUI AR AFA4Y EACH MQNIH) ) (VAR-8 ( ) b O ) ) 
( V A R . 9 ( A b O O O ) ) 

F V l 1ST ( P B - I ( ( V A V ? V A V - 3 ) ) ) 
E Q V A R C H U N K ( C - b C-R-?) (C -0 CR-1) <Cl 8 C l - b ) (CR-10 C l 3) (CR-11 Cl 5) 

( C R - 5 C R ? ) ( C R - F - C P 1) 
H A S f X P R (C 7 (EQUAl . V A R - A (1 IMF S V A V b ( 1 IMFS VAR.6 V A R ? ) ) ) ) 

( C - 3 (EQUAL V A V . 7 (T IMF S VAV .F . (T IMPS V A V . f , VAV -3) ) ) ) 
( C - A ( E Q U A L (PI U S S V A V - 7 V A V A) (T IMF S V A V . 9 VAV. 6))) ( C - b V A V - ? ) ( C f . VAR-3) 
( C L - 1 <1 I M E S V A R . 1 V A V ? ) ) ( C l - 1 0 V A V 7 ) ( C l - 1 I VAR 9) (Cl - ? V A V . | ) 

(CT -3 VAR A) (Cl A VAR- 5) (Cl -5 VAR-6) (CT 6 VAR- 7) (Cl - 7 V A R F . ) ( a - 8 V A R - 6 ) 

(Cl -9 (PI USS VAR-7 VAR-A)) ( C N - ) (EQUAL ( T ) M I S VAR- 1 VAR-7 ) V A R - 3 ) ) 

(CR-1 VAV-3) (CR- 10 VAR.A) (CR- J I VAR-6) (CR -? V A R . ? ) 

(CR-3 (T fMES VAR- 5 (T IMES VAR-6 VAR.?) ) ) (CR-A (1 IMFS V A R - 6 V A R ? ) ) 

(CR-5 VAR.?) (CR 6 ( I IMES VAR-S (1 IMES VAR-6 VAR-3) ) ) 

(CR 7 (T IMFS VAR-6 VAR-3)) (CR-S VAR-3) ( C R - 9 ( J I M f S V A R - 9 V A R - 6 ) ) 

RUN TIME IA MIN.71.5 SEC 

EXAM TRY FIRE WMACT E/F E/T T/F 

11779 3691 IA?0 b l ? 7 7.9A 3.06 ?.60 

0.0769 0.733 0.607 0.168 S f C A V G 

7F.93 INSIRTS ??3A OFLETES I7S WARNlWCvS l b ? NEW OBJECTS 
MAX -SMPX ICNC^TH I A? 

CORE (EREE.F l l l l ) : (5193 . 90?) U S I 0 ( I A 199 . 7 3 1 5 ) 

F I RED 99 OUT OF 758 PRODS 

T f S T ? I 

((THE SUM OF TWO NUMBERS I S TWICE THE DIFFERENCE BE 1 Wf f.N HIE 1 WO N U M B E R S . T I C 

FIPST NUMBER EXCEFOS THE Sf COM> NUMBER BY b , E I N O THE TWO Nl«MBERS J ) 

JSf QN ( C - l (EQUAl (PI USS VAR. 1 V A R ? ) ( T I M E S V A R - 3 ( M I N U S S VAR- I V A R . ? ) ) ) ) 

(C 7 (EQUAl (MINUS VAR. 1 V A R ? ) VAR-A)) 

HASPf PR (VAR. I (f IPST NUMBER)) ( V A R ? (H IE SECOND NUMBER)) ( V A R - 3 ( ? ) ) 

( V A R A (5)) 

FVl 1ST ( P B I ((VAR- I V A R ? ) ) ) 

EQVARCHUNK (C-3 Cl -7) (C A C R ? ) ( a -A Cl - ? ) (CT -6 Cl 7) ( C R O C R ? ) ( C R - 6 C R . ? ' 

HASf XPR (C-1 (EQUAl (FT USS VAR I VAR-7) (T I M f S V A V - 3 (MINUS'S VAR- I V A P - 2 ) ) ) ) 

(C-7 (FQUAl (MINUS VAR- I V A R ? ) VAR-A)) (C -3 VAR- I ) (C -A V A R ? ) 

(C l -1 (PI USS VAR-1 V A R ? ) ) (Cl -? VAR. 1) (Cl -3 VAR 3) (Cl A VAR- 1) 

(Cl -5 (MINUS VAR. I VAR-?) ) (Cl -6 VAR. I ) 

(CR-1 (T IMES VAV -3 (MINUS'S VAR. 1 V A R ? ) ) ) (CR-7 V A R - ? ) 

(CR-3 (MINUSS VAR. | VAV ?)) (CR-A V A R ? ) (CR-b V A R A ) (CR-6 V A R ? ) 

RUN TIMF 3 M 1 N . I8.A SFC 

EXAM TRY FIPE WMACT f ,T f /T T ,T 

A7A0 1331 569 ??58 8.33 3.56 ?.3A 

0.04 18 0. IA9 0.349 0.0879 S I C AVG 

1798 INSf RTS 960 D E l E T f S 79 WARNINGS 70 NEW O B J f C T S 
MAX :SMPX LENC^TH |A| 

CORE (FRFE.FU l l ) : ( 17797 . ?A I 6 U I S ( 0 (6595 . 801) 

f 1PE.0 93 0UT Of ?60 PRODS 

T f S T ? 7 
((IHE J.UM OF TWO NUMBERS I S 11 I . ONE OF THE NL'MBf PS I S CONSf a n I V f T O T F C 

OTHER NUMBER . F INO THE TWO NUMBERS .)) 

l S f Q N B M (EQUAL (PIUSS VAR | VAR.? ) VAR-3)) 

(C 7 (EQUAL VAR-1 (PIUS VAR-A V A R ? ) ) ) 

HAS&FP3 (VAR-1 (FJRST NLIMBER)) ( V A R ? (THE Sf COND NUMBER)) ( V A R - 3 (11 1)) 

( V A V A ( ) ) ) 

FVl 1ST ( F B I ((VAR- I VAR.?)) ) 

EQVAVCHUVK (C-3 Cl -7) (C-4 CR-7) (Cl -3 C l ? ) (CR-A C R ? ) 

FIASfXPR ( C - l (EQUAL (PIUSS VAR-1 VAR.? ) VAR-3) ) 

(C-7 ( fQUAl VAR- I (PIUS V A R A V A R ? ) ) ) (C -3 VAtf. 1) ( C - 4 V A R ? ) 

( a -1 (PI USS VAR- I VAR-?) ) (Cf •? VAR. 1) (C l -3 VAR- I ) (C( <A VAR. A) ( C « - 1 V A R . 3 ) 

(CR •? V A R ? ) ( C R 3 (Pi US VAR-A V A R ? ) ) (CR-A V A R ? ) 

RLWTJME 3 M I N . 3.A7SCC 

I X AM 1RY EIRE WMACT f/T F/T T/T 

3686 948 407 1670 9.17 3.89 7.36 

0.0998 0.193 0.A56 0.113 S I C A V G 

94A JN31RTS 676 OFK T fS 47 WARNINGS 56 NEW OBJECTS 

MAX -SMPX LENGTH 13? 

COPE (FREE.FULl)^ (5763 . 879) USEO ( 3 4 « 8 . 536) 

F IPf 0 89 OUT Of 758 PRODS 

T f S l ? 3 

((THE SUM Of THREE NL'MBFRS I S 9 . THE SECOND NUMBER I S 3 MORE T H A N 2 T I M E S T H E 
F IPST NUMBER . THE TH1P0 NUMBER EQUALS 1HE SUM Of THE f IRST T W O NUMBERS 
.E INO 1 Hf THREE NUMBERS -)) 

IS? ON (C-1 (EQUAl (Pi. USS VAR. | (PI USS V A R ? VAR-3) ) V A R - A ) ) 
(C-7 (EQUAL V A R ? (PI US VAR. 5 (1 IMES V A R - 6 VAR- ) ) ) ) ) 
(C-3 (EQUAL VAR-3 (Pi USS VAR. 1 V A R ? ) ) ) 

HASREPR (VAR-1 (THE f JRST NUMBER)) (VAR-7 (THE SECOND NUMBER)) 
(VAR-3 (THE TH1P0 NLIMBER)) ( V A R A ( 9 » (VAR-5 (3 ) ) ( V A R - 6 ( ? ) ) 

FVl 1ST (PB- I ((VAR-1 V A R ? VAR-3)) ) 



S U t t M RFSUUSF0R77 TESTS E. 

EQVARCHUNK (C-4 <l 7) (C b Cl -3)(C-6 CR 3) (Cl A Cl 3) (Cl - 7 CR-3) (Cl -8 Cl-7) 
(CR-e-Ot 7) (CR- ? Cl 3) 

HASf XPR (C I (EĈ UAI. (H USS VAR I (ft USS VAV? VAV-3)) VAR-4)) 
(C-2 (EQUAL VAP ? (PUIS VAV. 5 (1 IMES VAR-6 VAV- |)))) 
(C-3 (FQUAl VAV 3 (PI u>S VAV. | VAV?))) VAV- |) (C-S VAR-?)•((. 6 VAR-3) 
(Cl -1 (PI USS VAV. | (Pi USS VAV.? VAV-3))) (Cl 7 VAV- I) (Cl 3 VAV-2) 
(CL -A VAR- ?) (Cl - ̂  VAV. 5) (CI 6 VAV.f,)(CT-? VAR3)«l 8 VAV- I) (C V- I VAV-A) 
(CR-2 (PI USS VAV. ? VAV?,)) (CR-3 VAV. 3) 
(CR.A (PIUS VAR b (I IMES VAV.*?, VAV. |))) (CR.5 0 TMfS VAV 6 VAV- I)) 
(CR-6 VAV- )) (CR- 7 (PI USS VAV. J VAV?)) (CV-f. VAR?) 

RUN T JMF d MJN, J fc? W C 

EXAM TRY f JPf. WMACT E ,f f /T T/T 
66G4 1957 tf*3 37A0 7.55 3 A I 777 
0.0S06 CUTO C.AI? 0.1 I? SIC AVG 

IP4n INSIRIS 1007 Ofl.E ITS 134 WAVNJN':;S 9/NEW OBJECTS 
MAX &MPX LENGTH I 00 
CORE (FREE.Fill L): (F-557 . 730) USED (9*30 . (36A) 

FIRED 93 OUT Of 759 PROOS 

TFST74 
((THE SUM Of TMRff NL'MfTE JS ICO .THF. 1 HIP?) NUMpf R FQUAlS THE SUM Of THE 

FIRST TWO NUMBERS . THE DIFffPfVCf flf TWFf N N«: F J C S T TWO NUMflf RS IS 10 
PER CENT Of- THF. 1H1 FI) NUMflf P . F JFJl) THE THRfE NUMBERS .)) 

JSFQN(C-l (FQUAL (Pi USS VAV- I (fl USS VAR-? VAR-3)) VAR-A)) 
(C-7 (FQUAL VAV-3 <P| IKS VAV | VAV?))) 
(C-3 (FQUAl (MINUSS VAR- J VAR-7) (1 If/FS VAVf, VAR-3))) 

FLASRf.Pft (VAR- J (THF f IRST NUMflf P)> (VAV? (I HE SECOND NUMBER)) 
(VAR-3 (THE THIPO NUMfsf P)) (VAR-A (TOO)) (VAP- 5 (0.0''999999)) 

FVl 1ST (PfM ((VAP- I VAR? VAR-3))) 
EQVARCHUNX (C-A Cl - ?MC -b Cl - 3) (C-(i CR-3) (Cl A (:R 3) (Cl b Cl -7) (CL 7 Cl -7) 

(CR-5 CL-3) (CR- 7 <i - 3) (CRP- (P 3) 
HASf XPR (C I (EQUAl (FT USS VAR- I (F| USS VAV? VAV 3)) VAR A)) 
(C-7 (FQUAl VAV-3 (h L»SS VAV. | VAR-?))) 
(C-3 (EQUAl. (MIM.iSS VAV- | VAV?) (I fMf s VAV- b VAV. 3))) ff.-4 VAV. |) (C-b VAR-?) 
(C-6 VAV-3) (Cl • I (PI USS VAV. | (fi uss VAV.? VAV-3))) (Cl 7 VAR- |) (C( -3 VAV.2) 
(Cl - A VAR- 3) (C I • 5 VAV. |) (C ( - 6 (M | NUSS VAV. | VAV. ?)) (Cl • 7 VAV. |) 
(Cl -r- VAV. b) (C V- I VAV.A) (CV.? (fi USS VAV-? VAV-3)) (CR-3 VAV-3) 
(CRA (F'l USS VAV. | VAV?)) (CR 5 VAV?) (CR-G(1 IMES VAV 5 VAR-3)) 
(CH-7 VAV- ?) (CWP. VAV. 3) 

RUN T.I ME E, MJN, !-/J8 «.(( 

fXAM TRY f IPf WMACT E ,T f /T T/F 
Gf.35 1997 Fir.f. 3.1/1*: 7.71 3 A? ?.?5 
0.0S3 5 0.1 P..J O.rt 17 0.109 SI C AVG 

1906 INSIRTS 1^7 DELE TFS 148 WARNlFfGS 104 NEW OBJECTS 
MAX -SMPX LENGTH K «* 
CORF. (FREE.FUll): (907? . 73 1) USED (IhGA . 859) 

FIRED 93 OUT Of 758 PROOS 

UST?b 
((IF CEQUAISEI TJMFSOPiUS I . AND B PIUS D EQUALS 3 , AND B MlfJUS D EQUALS 

I . F IM) C..)) 
ISEQN (C-l (EQUAL VAR- 1 (Pi US (1 JMF *> VAR-? VAV-3) VAV./)))) 
(C-7 (FQUAL (FT US VAV? VAR-3) VAR- A)) (C-3 (FQUAl (MINUS VAP? VAR-3) VAP-A)) 

HASRf. PR (VAV 1 (C)) (VAR? (B)) (VAR-3 (0)) (VAR-A (I)) (VAR- b (3)) 
FVl 1ST (Pf l - I ((VAV- I))) 
E QVARCFIUNK (C -A Cl - I) (CI 0 Cl - 3) (Cl • 7 Cl • 3) (CR- 5 CR 3) (CR 6 CR- 7) 

(CR-7 CR-3) 
HASE XPR (C-l (EQUAL VAR- 1 (PI US (T IMFS VAR? VAV-3) VAV. A))) 
(C-7 (EQUAL (PLUS VAV. ? VAR-3) VAR-£>)> (C-3 (FQUAl (MINUS VAR. ? VAR-3) VAR. A)) 
(C-4 VAR- I) (Cl I VAR I) (Cl •? (1 IMf S VAV? VAR 3)) (Cl • 3 VAV. ?) 
(C-l -4 (Ft US VAP 7 VAV. 3)) (Cl -0 VAV-?) (Cl -6 (MINI'S VAR? VAR- 3)) (Cl • 7 VAV.?) 
(CR- I (Pt US (TIMES VAV.? VAV- 3) VAV. rt)) (CR.? VAR-A) (CR-3 VAR-3) (CR-A VAV- 5) 
(CR- 5 VAR- 3) (CP A VAV. a) (( V- 7 VAV- 3) 

RUN TJMf 4 MJN, '/If? SEC-
EXAM TRY f IP'r WMACT t A f /T T/T 
3787 1009 b 19 1969 6.33 3.76 I.9A 
0.08) A Ô .'f.b 0.r î(» 0.130 St C AVG 

I 135 INSERTS S34 DUE US 84 WARNINGS 55 NEW OBJECTS 
MAX -SMPX LENGTH I HI 
CORF (FREC.FUl I.): (AA30 . 879) USED (605? .719) 

FIRED 84 OUT Of 760 PROOS 

TEST76 
((HIE SQUARE OF THE DIFFERENCE BETWEEN TfC NUMBER OF APPLES AND THE NUMBER Of 

ORANGES ON THE TABU IS EQUAL TO 9 . If TIC MJMBER Of APPLES IS 7 .FIND 
THE NUMBER OF ORANGE S ON TIC TABLE .)) 

• ISf ON (C-l (FQUAL (EXPT (MINUSS VAR. I VAR-2) VAR-3) VAR-A)) 
(C-7 (FQUAl VAR- I VAR-5)) 

MASPfcPR (VAV. | (THE MJMBER OF APPLES)) 
(VAV.? (HC NUMBER OF ORANGES ON Til- TABLE)) (VAR-3 (?)) (VAR-A (9)) 
(VAV- 5 (7)) 

FVl 1ST (PB-I ((VAR-?))) 
EQVARC»*UNK (C-3 CR-3) (Cl -A Cl -3) 
HAS(XPR (C-l (EQUAL (EXPT (MINUSS VAR- I VAR?) VAR-3) VAR-A)) 

(C-? (EQUAL VAR-1 VAR-5)) (C-3 VAR?) (a -1 (EXPT (MINUSS VAR- I VAR?) VAR-3)) 
(Cl-7 (MINUSS VAR-I VAV-?))(Ct-3 VAR-|)(Cl-A VAR- I) (CR- I VAR-A) 
(CR? VAR-3) (CR-3 VAR-2) (CRA VAR-5) 

RUN TJMf 3MIN.36.A SEC 

EXAM TRY FIPE WMACT I/T E /T T/F 
AO 'A ||36 A59 1856 8.88 3.59 7.47 
0.0531 0.190 0.A7I 0.H7 SEC AVG 

1070 JNSIRTS 7F-6 DELETES AA WARNINGS 63 NEW OBJECTS 
MAX tSMPX LENGTH 153 
CORF (FREE.Full): (A895 . 913)USED (5587 .635) 

FIRED 88 OUT OF 760 PROOS 

TEST77 
((THE GROSS WEIGHT OF A SHIP IS 70000 TONS . IF ITS NET wr IGF IT IS 16000 TONS , 

WHAT IS THF WE 1GHT Of THE SHIPS CARGO ')) 
ISfQN (C-1 (EQUAl VAR-1 (T IMES VAR-? VAR-3))) 
(C-7 (EQUAl VARA (T IMFS VAR- 5 VAR-3))) 

HASRf PR (VAV- I (THE GROSS WEIGHT Of- A SHIP)) (VAP-? (?0000)) (VAR-3 (TON)) 
(VAR- A ( ) 1 S NET WE IGHT)) (VAR-5 ( 15000)) 
(VAR-6 (Hf WEIGHT OF THE SHIPS CARGO)) 

FVl 1ST (PB-I ((VAR-6))) 
E QVARC HUN* (CR-A CR ?) 
HASf XPR (C I (EQUAL VAR-1 (T JMES VAR? VAR 3))) 
(C-7 (EQUAl VARrt (TIMES VAR-5 VAR-3))) (C-3 VAR-6) (Ct -1 VAR- I) (Cl-7 VAR-7) 
(Cl -3 VAV A) (Cl -A VAR-5) (CR- I (1 IMES VAR? VAR-3)) (CR ? VAR 3) 
(CR-3 (T TMES VAP- 5 VAR-3)) (CR-A VAR-3) 

RUN TIMF 7 MIN. 5?.3 SEC 

EXAM TRY FIPE WMACT E/T E /T T/F 
3AbA 85? 381 1550 9.07 A.05 ?.?4 
0.0*99 0.70? 0.A5? 0.11 I SFCAVG 

90b INSIRTS6A5DELFTFS 38 WARNINGS 53 NEW OBJECTS 
MAX \SMPX LENGTH 139 
CORE (FREE.FUll)- (557A . 1037) US( D (A908 .511) 

F1PE0 79 OUT Of 760 PROOS 

95 
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NS.t THE f IP'ST F U N C T I O N Of IMF I N P J U l SCON I S TO APPLY 1 PAWS'- OPHMl IONS Ml 
EmCM P O I N T I N U f : S(.mN. 

U S E D - F O P Ml . I . . 
F . S F O f 5 1 0 513 515 S40 555 11 V 1«~f T3 14 15 16 V." TP IS" Tflf T I C 
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N S 3 THF. T H J f ' O F U N C T I O N (JF THF I N I T I A L SCAN 15 TO PUT DICT IONARY 1»'G5 ON 
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PPtU O E N t f W I T H I N THE f..HUN> Of INC. SCANNED. I f THAT ( H U M I S N01 AN 
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U S E D - F O P A l l . 
L S - f O P SrO 5 . 5 530 54i.«. 
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U S E D - f U P fi l . l . 
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I E M ENO Of THE Pf 'CKUFM 51 P I N G -

USE O f OP H l . l . . 
E 5- F OP 5 J 0 . 

N S ! ) WHEN THE END Of- ONE O W 15 P f n t ' H E D . FiNOH*.'P P I C IN?- lf«H.01»'»Tf L Y , 
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1 5- f (TP 5J0 51*1 515 5 4 0 . 
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I N I 1 Int. SC.hN 15 1N1LPPUP1F0 f OP THE CHUN* 501 H U N G PPCCESS. 

U S E D f O P n i l . 
I S F OP 5 1 0 f 15 f ; h T 3 5 f 70 F 75. 
I N l f P S J O 51-1. 

IVS13 1 HE I U S 1 (.HUN> J N H P P O B l f M I S OLMFilS HN \V CMUN» -
USE 0 F OP n l . L . 
• 5- FOP 555 5 7 0 . 
J N l f . P 5 1 0 . 

FV514 HHf 'N 1 HE END 0'- THE PF?OBl Et l 51PJNG I S P f H C H F O . 1HE" FtNSWfP F l U I l O I N G 
P P 0 C E 5 5 HU51 OF INIUMirP. 

U S E D - F O P HI. I . 
I S - T O P S 7 0 . 

*> > > NT •: 

N i l 'HOW ( H O * TPMNSfOPHS TO "MHBT*. 
USE 0 - f OP T E S T 5 TESTS ' -
I S - F O P T i . 

I N l f P D07. 
NT." " I S LvUOL TO* F>ND " E Q U A l S " T P W F O P M 10 ' 1 5 " . 

USf D-E (TP TESTr T f S T I ? T E S T I 9 TEST TO TESTTa T F S U ' 4 T f S T T S TF.ST?S. 
• s - f o p Tr t : e . 

NT3 " ) F n P S TOUNGf.P THAN* TPONSfOPfIS TO "1 F S S T f M N * . 
U S E D - F O P . 
» S f O P T 3 . 

N14 " U m P S 01 OtP THAN' TPONSFOPMS TO " P I U S " . 
USt D-FOP TESTS'. 
I S - F O P T 4 . 

NTS "PEP Cf NT LESS THAN ' . PPFCEOEO Bt h NUMB! P . l P A N S f O P N S T O • T I M E S " . 
hND THE NUMBf.P I S PEPIHCF.D B r f )00 - NUfiBf .P» / ) 0 0 . 

U S f D - F O P T F S T B . 
I S - f O P TS -
I N l f P T I B . 

NTH " I ESS THAN* TPANSEOPMS TO " L E S S T H A N " . 
USf D-FC1P. 
I 5 FOP T 5 . 

NT7 " T H E S E " TRANSFORMS 10 " 1 1 ^ " . 
USED FOP. 
I. S - F O P TP . 

NTfl "MOPE. THAN* TPAN?.E0PT1S TO " P L U S " • 
U S I D - F O P T E S T C 3 . 
I S - F O P I B . 

NTH "F IPST TOO NUNBfPS" AND "TOTJ NUMBLPS* 1PANSE OPM TO "E I P S T NJlHiBFiR HND 
1UF. SECOND NUMOf.PV 

usto-fop Hsuv ifSTn i t s i t z trsira Trsiri. 
I .S -FpP TO T O f . 

NTJO " T I P f E NUMBf.PS" TPANSfOPrtS TO " F I f » S T NUMBE.P UNO 1HF S L C O N D NUHBE.P « N 0 
THE. THJPD NUMBER*. 

useo f o r ifSTra t f s t t ^ . 

I S F O P T I P . 
NT 11 "ONE H A l f TPANSfOPBS TO " 0 - 5 " . 

USf 0- F OP TESTr I f STB U S T J 3 . 
I S - F O P T 1 J . 

N i l ? * T I I 1 ( E " IPhNSEOPMS TO T T I M E S ' . 
IISC 0 - f OP T E S T f TEST4 TFS1S T E S T S TEST 7 1 L S I 10 T f S T l l T E S T ? 1 . 
I .S -FOP T I T . 

N 1 I 3 f C U O M O BT 0 NUMBfiP TPONSFOPMS TO TEC NUMBfP F C H I O W E O BT 
T K U l A P S " . 

USt D FOP TESTS T f ST I B TF ST 19 TF.STrO-
I S - F O P T } ? . 

NT14 T O N S L C U U V F TO" TPANSFOPMS TO "1 P I U S " . 
usf o f op TtsTr:. 
i 5 rOP T14 . 

NT15 " U W P IUmN* TPi-'iNSFOPMS TO " P L U S " . 
USED-FOP T E S H 7 . 
I S T O P US. 

N11B "PEP Cf N T " PPECEOE.D 0 ) A NUMBF.P TPANSFOPMS TO NUMBfP / 1 0 0 . 
USt 0 - f OP TFS11 T f S T H T f S T ? 4 . 
E S T O P TIB. 

N M 7 -HOW f lANt" TPANSFOPMS TO "HOWM*. 
USED FOP T F S T H TFSTir T f S I 13. 
I S F O P T 1 7. 
I N l f P 087. 

NfIB "THE S W P t O f " TPANSFOPMS TO " S Q l W P f . 
U S t D - F O P TFS11.TFSTrS-
I S-FOP T | 0 . 

N U B " M i l T I P L I E O B T " TPANSFCIPMS TO "TIMES*. 
U S t 0 - F O P . 
I S - F O P T I B . 

NtnO " D I U I O E O OT" TPANSFOPMS TO " D J U B T " . 
USf D - F O » . 
I S-FOP Tro. 

Nin "1HE SUM OF" SMOIJID Bf P i MOVED. 
u s e d - f o p u s t s u s t ? t e s t i o t e s t i b t f . s u v t f s i r o h s t t l t f s 1 ? 2 t e s t z 3 

t f s t : - 4 . 
L S ' F O P in . 

NTr: "AND* TPANSFOPMS TO " P L U S S " . IF "THF. SUM O F " I W S P P f V l O U S L Y O C C U P P E O 
I N HIE SAMF CHUN* • AND If THFPL HAS B E E N NO OCXUPPENCe. OF "TUFT 
D i r F f P E N C f BE THEEN* H11FI0UT A MATCHING " A N D " . 

U S I D - f O P TESTS TEST 7 U S T I O TF ST 1 fi T f ST 17 T F S T . ' O T f ST?1 T t S T ? 2 TESTr3 
TFSTr4. 

is - fop Tri Trr. 
Nir3 ' H I ? DJF'Ff PENCE. BE TUEf N" SHClUlD BE P E M C M D . 

U S I D - F O P U S T 7 1 TFST . -4 Tf.SirG. 
I S - F O P T T 3 . 

NT,"4 "AND" TPANSFOPMS TO " M I N U S S " . JF THFJPE HAS PPf U J O U S L Y O C C U P P E D I N T H E 
SAME CHUN* "THE D I F F E R E N C E BE TUEf N" . AND IF T H E F T HAS NiTT ALPfcADT 
BEEN AN " A N D V MATCHING THAT " T H E O I F F f P E N C f BE THE F N " . 

USED-TOP U S T C l U . S T T 4 T E S T P G . 
I S-FOP TT3 Tr4. 

N1T5 " . . A N D * TPANSFOPMS TO " P E P I O O " . 
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S U t f n t I 1ST JNG Of THE KNOWLEDGE STATEMENTS 

USED FOP H ST 4 H S U , " U S U I " . TF ST 17 Tf ST HI H S T . ' O H S U S -
K S T O P us. 
I N H P i;c.f). 

N I T S " . * iphNSFCIF 'NS in " P C P I O D " . n AN HAS W E N (muo F W I U U S L Y . 
USED-FOR U S H H S U . HS17 HS1B I f ST J1 H S U ? H S U 4 H S U S TEST 19 

usus U S U 6 I F sir/. 
F.s-rop K G T r 9 . 
I N H . R i;w>. 

N?rw> is nm no. 
USE O-F OF1 TEST Hi. 
K S - F O P T TIM). 

Nir? T R A N S F O R M S TO "wion*. 
U S I O - E O F ' T E S T , - T( ST«» HSTfc I fSTV USUI U S U I H S U ? . H S U 3 H S T M 

i f s i H I T f s i r v . 
K S - F O P Tp / 

NTro •. • T P W J iif-'MS TO r f pino". 
USED-FOP Al . l . FV. IT H S T 4 If ST 17. 
r s - F O f i r t T . 

N T ? 9 " I f * SHOULD HE RE MOW D. 
U S E D - F O R TEST1 H S U . H S T 7 H S I O U S U I H S U ? H S U 4 H S U S H S U 9 

usus H S U E ; T E S T : / . 
I S - F O P 

N T 3* "10TFH. NUMBER" TPANSF(F'H5 TO "NUMBfP". 
USED F O P U S U I . 
K S - F O P T T O . 

NT31 "f <UCDS* TRANSFORMS TO " M I N I S ' . 

USE or O P T f s i n . 
E S F O P T J . 

NTH7 "BT" TRANSFORMS Tf) "15 ' . If THE PF. MAS HE FN FiN H U E EDS' IN IMF. 5^Mf 
CHUN* f TIP WHICH THE P i MAS NOT HE FN H HATCHING *BT". 

U S I D - F O P usiri. 
K S - F O P T31 

> > > N O '. . . 

*NDl - P I U S " AND "IESSTHAN' AP{ OPERATORS OF f.t HSS O P ? . 
U S E O - F O P T f S U HSir U S U I H S U 7 Tf ST 19 H S U ? U S U I ! H S U S . 
K S - F O P 01 0 3 . 

N D ? * TIMES* . ' S ' X l H P f . '<WI IE NT * HND "OF* HPf ORtPrtTORS Cff U A S S C l P I . 
U S E D - f O P n i l . BU1 H S U H S T 3 H.STIV. 
K S - F O P OS l)V P'l O i l MG«.< HE..'' MSS M7S. 

ND3 " S t t W P ' • '••" . 'MINUS' . -PEP* . "P I USS* HND "MINUSS" APF 

cipf P A T e n c u i s f i ripn. 
U S E O - F O P TESTS HSU. U S 1 ? U S U I H S T I O H S U S Tf S I Hi H S U V H S U H 

usuo ifsin H S U ? I F sua usu4 usus H S U G . 
K S - F O P O U T (Ti'i niti i)rv oui oio. 

ND4 •••• AND "PER* STAND FOP, RESPECTIVELY OPERATORS E>RT FiND OUOUENT. 
USEO-FOP IT ST IS U S T I B T f S U O . 
» S f O P 014 HI 7. 

NDS "MMS* . "GETS* . " H A W " UNO 'WE 1C.FIS" APf. UfPBS. 
U S E O-F OP TEST 4 U S U I Tf ST 1H H S U l i H S U O . 
K S - F O P 0 : i 0~4 D?7 0 3 0 . 

N 0 6 " M M P I T . "ANN* . " B I L E " . "FATICR' AND *UNl*IE" HPE PfPSONS. 
U S E O - F O P TfSTG TfSTiT T f S T j n H S T J J . 
I 'S-FOP O i l 0 T 4 0^V ObO 0S3 B73 HFT.T. 

NOV " H E " IS •» PEPSOWL F^ONEK/N ]f" IT CTCCUPS IN FiN ftGf PPOfTlEM. 
USEO-FOP T E S T 9 . 
F S - f O P OSS. 

N D H * H H i ' I S U POSSFSSIUE PPONOUN If I I OTCUPS I N FTN F>GE PPOBlffl. 
USl'O-FOP Tf S I 9. 
K S - F O P O S ? . 

N 0 9 "PEOne* . ' f f f . 1" . *YHPDS" . •FHTHOMS" . "INCffES* . ' S P H N S " . •MllES* 
. ' G r t . I O N S ' . •HOOPS' . "POUNDS' . 'TONS' FiND ' D W U i f ' S ' fiPf PIUPFH. 

F O ^ ' H S Of 'PEPSON* . ' F O O T . ' r ^ ' D " . ' f O T I W , "INCH* . 'SPUN' , 
" N i l E " . • f i ^ l O N * . 'HOOP* . 'POUND* . ' I O N " . HND "D0llF<P' . 
PE SPEC Tim r. 

USED-FOP TESTS H S 1 V U S U I H S U ? T E S U S TF ST IB U S U B TfSTHl TFSTTO 
Tf S T . - V . 

F.S F O P 0G1 DS3 DG<i Of.V DEM) 0V1 DVr 07J OVS 077 070 DV9. 
HOW ,rF̂ •|̂ H0^1• FiND " S P H N * FIPE S I N C U F T P U>*MS Of *fOTHOHS" HND ' S P H N S * 

PE SP£ C T I VF I T . 
UStO-FOP TEST I V . 
I v S - F O P Df/.'S 0V1S. 

N 0 1 1 " H H H T . 'MNJ> W . ' H O U M ' HND •HOW FiPE gWCH-'OS. 
U S f O - f O P Hi. I.. 
I S - F O P 091 09.1 O P S 09 V . 

N D I ? H P E P I CIO I S H 0 E 1 I M 1 T E P . 
U S E O - F O P H U . . 
F : S - T O P 091. 

N O I B WOPOS T H H I MFT OF'E PHHTPS Of f l HSf, ( ip f . OPE PH I OPS OF HI HSS 0P|. 
O P E P M T O P S Or- t:«.HSS OPU. UfPBS. f^PSONS. PEPSONFtl F»priNOONS. 
POSSESSH'E PPONOUNS. PIUPHLS. SlW-tHnPS. W-IO'OS HND Dfl I ft 1 T I P S 
SHOULD Of GJUEN O i n i O W F T«iGS Ot NOT I NO 1H0SC 1MINCS. 

USIO-EOP fKL. 
FSFOP 0 ) D3 OS D7 0 9 O i l 019 014 01S 017 (MB 010 0Z1 0.T4 DZ? 030 

D41 D44 04V 0 5 0 DS3 OSS 057 OE.) OfO OSS 06? D67S 069 071 
D71S tr/r 073 OVS 07? DTE! 0V9 OBI 0R3 DBS 087 091. 

NDH ' I S * SHOULD Bf GI'TN BN "IS* OICTJONHKY TfKJ. 
USED-FOP HI.I. BUT U S U I . 
rS- fOP 0 9 6 . 

> y > NP < «: c. 

NP1 PPECEOENCES m ASSinNIO TO THE FOLLOWING I N IXSC.ENDING CfPOfT t VERB. 
' I S ' . OPrPMTOP OF C L A S S OPr. " S ' A W . OPEPHTOP OF ClF^SS 0P1 
EXCEPT ' S v l W . ' S W P E O ' . OPEP^Tuf^ OF ( I H S S OPO EXCEPT 
' S O I W . O ' . 

UStD-fOP FH.I • 

I.S-rOP PI PZ P3 P4 PS P8 P9 H 2 0 M30 MSO MSS. 
NP7. THE PPECfOENCf SCAN IIOPLS FJPST ON THE" LEFTMOST UNSrHNNETO CHUNK IN 

TTPMS Of F*ELATIVE POSITION IN THE PPOBLEM. 
USED-FOP M i l . 
KS-FOP P K » PIS. 

NP3 THE PPECEDENCf: SCHN SCHNS B CHUNK: FPOM LEFT TO PIRHT S W U N G «T THE 
I tET END OF THE CITUNV. GOING UP TO THE PIC.HI END • PEC0P01NG TFIE 
LEFTMOST OCCliPPfNCL Of THE HIGHEST PRECEDENCE JN 1 H E CFIUNV BY 
NOTING THE NEW MAY I mjfl OT E H C H POINI H H V I M ; . FT PPta DfNCf HIGHEP 
TIViN 1HE P P E V I O U S MAX I HUM. 

U S E O - F O P B E L . 
I S FOP SVO 57S S 3 0 S4D P lu PIS P70 PZ3 P^6 P ? V Pro P^9 P30 P35 P40 

P45 P5D PSS P70. 
NP4 If NO HQPD WITH FT PRECEDENCE' IS FOUND IN B CHLIN> . IT IS FT VW?I»«l.r£ 

CHUM . 
USEO-FOP mi. 
FS -FOP P7S. 

> •» > NM < <. 

NM1 Fi CFIUM W I T H M S ' HS HIGHEST-PPECE.OfNCE WClPD IS TPfFiTFO HS IF THE "IS* 
WEPE THE OPEPHTOP 'EOUHL'. 

USED-FOP OIL. 
I S - f OP HIE'. 

Nfir B CHUM Of THE rOPM (S-l V - l S-r • HS MHNF" S 3 " nS" S-4 V*Z S - 5 ) 
HHEPE V - i FrNO V - 7 fTPt TWO LfPBS. WHERE THE S 'S »<Pf SCGriENIS OF 
STRINGS. FiND FNEPE THE FIRST Vf PB IS THE FIlfiHEST- PPECEOE.NCC. ELEMENT 
OF' THE CMUfyT.. TRANSFORMS TO 0 NEW CHUNK Of THE FORM 
( S - r ' THE NUMBfP OF" S-3 S - l U - l * IS THE NllMBf P Of S - S S-4 U - r i . 

USEO-FOP U S U I TFSTrO. 
is-FOP M : O . 

N113 B CFHIM OF TIC FORM fS- I V-J " AS MAN/" S - 3 " A S " S - 4 U - ? S - S T WHERE 
V - I f»ND V-r STAND FOP TWO UFPBS• WHERE THE S ' S uPF SEGMENTS Of 
STRINGS. FiND WHfPE V - l IS TIC HIGHEST - PPECE DfNCf ELEMENT Of TEC 
CHUNT:. TPANSFOPMS TO A NEW CHUNK: OF THE FORM 
r THE NUMBER Of" S-3 S I V - l " IS TIC NUMBER OF" S - 5 S -4 U - 7 ) . 

USED-FOP. 
IS-FOR M?o. 

NM4 A UFP0 INICH HAS TAKEN PART IN 0 TPANSfOPMAUON NO LONGER HAS I T S 
PRECEDENCE. 

USED FOP T E S T U TFSTIG TFST2d. 
» S- FOP M*0 M30 MSA MSS. 

NH5 A UERB WHICH IS TFC HIGHEST-PPECEOENCf ELEMENT OF A CHUNK:. A N D WHICH 
CANNOT TAl;E RAPT IN ANY TPANSFOPMATIONS• I OSES ITS PPECEOF.NCE. P N D 
TIC CONTAININC' CHLW MUST H A L T ANOTICP PPECEOE!NCE SC>W. 

USED-FOP TEST4 TfST13. 
IS-FOP M4H. 

NMS A CHUNK Of TIC FORM IS-1 V N X S - ? ) . WHERE TfC S ' S APE SEGMENTS Of 
STRINGS. WHEPE X IS A SINGIE WORD. WHERE N IS A NUNBfP, A N D WHERE V 
IS A <TPB FiND HC HlpfCST-PPECEDENCC. E'LETfNT OF T IC CHUNK. 
TRANSFORMS TO A NEW CHUNK Of TIC fOPM 
l " TIC NUMBER OF" X S-1 V * I S ' N S - ? I . 

USED F O P . 
KS-FOR MSO. 
INIf.P MSG. 

NM7 A f.FIUM Of TIC FORM I S U N XI . WHERE S IS A STRING SEGMENT. WHEPE X 
IS A SINGLE WOPO. MFCPE N IS B NUMBER. AND WHERE V IS A UER8 A N D I S 
THE HHiHEST-PPECfOENCE flEMENT Of TfC CHUNK. TRANSfCTNMS TO f̂  NEW 
CHUNK; Of- TIC FORM C TfC NUMBER Of" X S V w IS* N l . 

USfD-fOP U S U I TFSTIG. 
I S - F O P MS5. 
1N1EP M60. 

NM8 A NEW CHUNK THAT IS TIC RESU..T OF A TRANSF W H A T ! ON ML»ST UNOEPGO THE 
PPECE Of! NCE SCAN. 

USEO-FOP TEST IJ TFSTIG TFST?0. 
KS-FOP MrO M3D MSO MSS. 

NM9 A PLUPAL ELEMENT TRANSFORMS TO "TIMES' FCHLOWEO BV TIC SINGULAR FORM 
Of TIC PLURAL ELEMENT. IF THE PLUPAL IS PRECEDED OT A NUMBER. 
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I ( S T I N G O * !»«• KNOWICOO* S T A T f M f N T R S U H M 

i j s e : d - f n o p u s i s u s i . " u s u i u s u r u s u s u s u i ; u s u o u s n t f u s i r o 
u s u - v . 

L S - F O P Mfr" . 
NM1C I f n S I M O M HP FOt 'H (if h MO l 'D I S P P f C E D L O (M IMF NUMOE P 1 . HCPE ' 

SUCH .'I. 0 EIE F 'L i i t f .O Of HIT F N H C M H I . O P f P o l O t ' " l l f C S * . 
u s e d - f o p u s u ; \ 
f s - f o p mc«;*. 

N r u i i f THI-: u p e p o h t p - o f i s pp* c e d e d 01 m n u m p i p . n s h o u l d he. r u t - A w o t o 
" T I M E S " . (> 11 If: FM.| ] Sf 11 I f , WOl A N O P f P A H l P . 

u s r o - F O P mi i n - n u s n u s i 3 h s i o i i . s t i o u s u r h s u . ' T f s i n U S U 3 
i f s i r s . 

• S - F O P HOS M 7 s . 
J N I f P P S . 

N M i r WMTN (I f>l«.IN>' I S 1P»iNSf O^'- lfO MS M P t S U T Of HA'.'JWC- A l**PB MS P S 
H I [IMF ST P P E C E O f N l f K I H ? N ? . 11 J S H W W CHUN* : n i l NEW f L f M f N l S 
SHOUT 0 Of W H O MS BM.ONC.1NC I N H C C W . AND M NEW I "PECK*. NCI 
S C O N S h o w 0 Of (K 'N i ; . 

USf O - f OM U S U I Tf s i H i H S U O . 
i s - f o p m:m HHfi n s o h s s . 

N H 1 3 WHEN NY M NCi 'DS Mf'f OODCD 10 M CHUN*' W l f P l l l f I N I T I fit SCAN, 1 Of V MUSI 
OF N O U ' D MS Of INO I N HIK CHUN*'. AND PEA EVAN I DICTJONmPF U i f t f MUST 
b f m o o e d . 

u s t o - f o p h s l « h s 1 s u s i ? h s 1 b i i s t ] 1 u s u i ' h s u s u s u i ; h s u b 
H S U B i f S I ' f S T . ; r , t f s t ; . \ 

» s - f o p h . :o n ? n d s n h s s iiff.fi n s r c i s t r c s o c s . ' p.* p s . 

> > ^ NC : • 

n c i t h f p h r a s e s " i s . M u n n . n o o r . " i s o j u i o f o o r . o n d " i s i v t f m s l o 

O l " nPf flPf c ' H U i f S SU iN i . l l NO P f . S P E C I J V F I . Y FOP " T J f t f S * . " W Q T | | NT* . 
mno • r u . i : » " . 

l l S E D - f O y U S U I . 
i . S ' F o p r r ( S ( B . 
I N l f P 1 H I T.-M H|M. 

N C ? CHUN* S H U H UMJC'mIOPS S I m P I J N O M U M " I S " . E H f P l THF Off PftlfTP 
C O N S I S T J NO Of " I S * H O N E . Mlt I. OFCPMF EXPRESSIONS H I MMI CM FUHJPf 
P H P u S f S CON Ml I N I N O ' H I I S " M i l l . P f f f P : M*If N f C W O - 1H>. V (MN Hf 
F 'EC.OONJfEf ) US Of INO H I P I f . V f l C> PRESS IONS H U H CPfPMTflP NC'1 
" f ' . ' l l n l . 

USf 0 - f OP Ml. I . 
I S - f DP ( f f S CB ( .Tl CRO C B S . 

N C H O P E P A l O ' - ' S f >C IP1 " S v l l M P f " »»N0 " S v U H P r O " mND C K ' F P - W S ST B R U N O I I ! H I 
" I S * API ( M t ' P I C O OVER 01 R E C T I ! I N I O R E S U U N O EXPRESSIONS f OP H C 
CHUN* S IHf-V UCCUP I N . 

U S I D FOP Fil.l HUT H S 1 3 . 
F S - F O P ( .10 C S f . S S . 

NC4 ft CHI.IN* 111 l Fi H H l l i U S I -RREC.f OENCE O P f P A H l P T W F O . K V U P 1 ' S v U M P f " mND 
" S v l ^ ' f O " • I S S H . P IFMf l H IO N U I ( H U N T S . Ml H I THf I f f T f NO (If U«E 
I f FT CHUN" THF SMMf MS 1HF- IIP I (J 1 W< . P l f . H I f NO (*F i H f K M (HUN* 
THF MOF'O O H ' * n n H I U l f t f f l Of UIF PHPnSf P f P P I S F N M N G M* 
( I f f P . i T O P . l . FFT | W Of 1HK P I ( .HI CHUN*' 0 1 ' ' f f T{ \ 10 IMF PII .H1 Of THF 
V\P>^i P F P P ' M N P W TUT; O P f P H H l P . MNO PICMT f NO 0' THE PJI.U1 CMIIN* 
HT 1H»: F H . H ! f NO OF THF (IP J C U M . CHUN*. 

USf 0 - f OP fit. l . . . 
i s - f o p m j h r~ c s c « r u n c i ? c : c . "s c s r e s s c o o . 

N C H MHFN Fi f'Hl.lN'r I S SPI. I I . HIP OPFPmIOP F«l TH!:- S P I P U N O POINT W f o m s HIE 
C F F P M T O P IV HIT; P f S U U N O ( ' P P f S S H T N . I l l TV I 1HF f *PPf.r .siON Of HIC 
U F T Hil l F (IP THE THUN* BE CO*1|N0 IMF. l f . F1 (TPf P.iNO ()E IHF. E ' P P E S S I O N 
»«N0 m m i h f e v p p f s s i o n o f i h c p h ; h i f m f n f r o n i N O mif p i o h t 
O P C P m W . 

U S E D - f OP til. I. . 
f s - f o p mj** c ; ( 5 c o c i n c,-.? c r s e s s cc"* c v n r .vs c / o . 

N C R MHFN " S ' J U ^ P f " I S MhE'I FO mS MH;»IF S i - P P t C t Of NCf O H P H I f P Of F« (HUN* . IT 
I S H I I N u P f F.VP0NF.NMF4. O P f P H H l P MMOSf ( r t P M N O I S THF. POP 1 JON ( I f IMF 
f . O N I n l N I W (HUN* 10 HIF P l f l M I Of THF "Sf . l lHPf . " . 

U S E D - F O P H S l I H S K ' b . 
K S - F O P f I S f : i ? . 

N C V MHf. N " S ' V U H P f O ' I S M M P I I O hS Ml (;*•»: S I - P P f CE Of NCf OPfPHTO* Vf 0 f H U N r . 11 
I S H M\HPl f V I ' O N F N l 1 m' O P f P H T O P MMOSF fH-'l FV'Nll I S IMF P O P U O N OF T I C 
C O N l H l N I N X (HUN* 10 IMF. I F f l Of IMF " S W u P f D * . 

USE O f O P . 
F . s - f o p ( . s o c s ; - . 

N C f l T I C E W E S S K I N P U ' P f S f N H P BT H MNf^PT ( v p o N E N ! 10*. OtTP iUfTP BE COME S F*N 
Of 1 ! POND I N 11 IF F > P P E S S I O N (If H C P I M » i l W > { P (If U H . C O N l H l N I W - (HUN* : 
I f H IT Pf MH1NI.M.P I S MOT EMP1Y. 0 fXHIMf SMCHW.0 P F P t u f f IMF UN"PT 
CIPEPOUK^ O P f P O N D I N THmI PFM»i]f4>fP 10 Hi I W IMF IMO ( M I S S I O N S 
10 ME FOPMFO JNDFPKN1M N M T. 

U S F O - F O P H S T « * . 
F S - F O P f I S f S O . 
i n t i . p t i r ( s r . 

N O Fl UNOPT O F ' O N F N M H O P f P O l f l P MOS " O P T " OS P S OF'fPOTfiP H U M I T S 
OPE POND SfP 'v ' JNO mS THF f IPST (TPCPiiND Of " ( X P T " mND H I H I T "rtS T I C 
SE COND OPE P'-«ND Of " f > PT " . 

use o - f op u s m i c . s r r u . 
» s f o p n s c i . ' c s o c s : . 

NC10 U*IFN (\ UNOPT OPfPOTOP CHUN* I S SEPFlPHTr.O f P O M I T S C O N H U N I N O C H U N K , 
THF. C0NTHJN1N0 CHUN* NEifOS 0 PPf Cf Of NC( S C H N : H C UNOPT C X P R E S S I O N 
SHOIHD Bf fOPMFD B t >X)DINO M C OF'E PFiTO* HND Sf CONO O ' C P f W . 
PENO»-CD. HND TECN S P L I T OS I F 0 FIINOPT OPE POT OP FX PPF. S S I O N . 

I f S I D FOP Tf ST4 T f S T r S . 
i s - f o p c i s c i 7 c r o i:.: c s o c s r . 

NCI I »«N E » P P F S S I O N I S 0 TPCf S T P U C U ^ f Of" TEC f O P M < » L c l MFC PL « I S T I C 
OPE POT OP. t> I S T I C TPfE O P P E S S I O N F(lF» H C L E F T O f W N D . OND c I S 
TIC SOHF FOP H C P I O H OPfPOND. 

USE O f OP h L L . 
L S - f O P C70 CVS C 7 B . 

NCH" ON f v P P E S S I O N WITH OPCPOTOP "L 'X I fH ' OT T I C TOP I E V F L I S F>N L ' O U r t T I O N . 
H M D - F O P FH.L. 
» S - r O P MID C90. 

N C H H C E X P P r S S I O N FOP T I C I EFT OPEPOND Of TFC O f ' f P O T O P " E O t W l " I S 
S0MFTM1N0 10 WHICH B r U U F E F»MPOSE C 0 N H 0 N 1 N C . • T H I S " MAY P E F E R . 

USED-FOP frt.L. 
I S FOP C?5 CBO CBS . 
I N T f P C70 . 

N C I S MHEN 0 r W I S S P U T . THF PPEC.EOLNCf SC»'«N ON T I C NCM CFIUNVS S H O U L D O F 
DON*! ON H C U F T OPE POND CHUN*. BETOPC H C P I O H T OPEPOND CFH.IN*:; f * S O 
B01HT/HUN»S SHOULO Of FOPMEO 0> P F N O M l M i B E F O P f FiNY P P E C E O E N C E 
SCmNNINO I S DONE. 

USE 0-F OP fill.. 
I S- FOP c s o . 

NC1P E ' P P f S S l O N S TO UH1CM 0 F U H « ? l " T H I S * MOT F 'EPfP SHOUl.f) NOT BE N O T E D 
U N U l Of H P H C EXPPESS10N I S f O P M F D . SJNCf T I C COMPONENTS Of THE" 
f ' P P F S S I O N MOV C O N U U N 0 " T H I S " MHICM f ^ f E F ^ S EMC* T O Fi P P E V J O U S 
E ' P P f S S I O N . 

U S E D - f O P . 
••S-fOP • 
I N T f P C? C5 CO. 

N C I ? »'«N E V P P F S S I O N I S FOPMfO HND P L 0 U J P F 5 NO npm.P P P O C C S S I N G O N S U B P A P T S 
UMfN P I S P E C O C N l r E O oS B U O P H d l E CHUN*' OP WHEN I T I S COMPOSCO Of" 
I N I P I E S HIOT OPF INOWN 10 BE SO FOPMFO. 

USED-FOP FX I . 
I S - F O P P75 CVO CVS C7B . 

> > • NP 

NPI 0 mi iEfl.lN* I S FOPMfO BT PENf>MINO 0 POPT OF H C O t O CFfl.INi: H H 1 C H I S I T S 
P u P f N I CHUN*. 

USE 0-F OP D L L . 
I S - F O P M.:0 M30 MSO MSS C r O CSO VZ P4 P S P7 P8 P 3 . 

NP;: f« N?ll f*«.IN*: CON lOND SHOUTD* UNDFPGO P P E C E O f N C f S C O N N I N C ' . BUT O N L Y 
of H P I T MOS Bf FN FOPMfO BT PENviMINO I ME (HUN* Of W H I C H I T MhS tt 
P O P ! . 

U S I D - F O P f U L . 
I S - f O P Cb'> P4 PB PS-

> > > V, ' • «: 

NV I Htf?Ei C H F C I S OPE PEPFOPMFO I N U I P N (IN ft NEW <Vit '| l iBlE (:ML»N>: T O 
D f T I P M H C W I E H C P JT PEFEPS TO o N I x P P E S S I O N ftf.PfF.Ot I .NOWN. OR 
H M f l H E P I T I S 0 NEW UNIfJ l I f PPOBLEM L W I M B I I : IF F»NY CHECK S U C C E E D S . 
HIE VOPIOBLE P E F E P S TO B PPf V I E W S ONE > OND HIE O U f . P S N E E D N O T BE 
DONE. 

U S E D - f O P BI .L . 

I .S - f f JP P75 % V | S VSO VSS VBO VBS V B O . 
NV~ 1IC F IPST CFCCF TO OT MODE ON ft NEW U O V H C H E CHUN*. I S W H E U C P I T I S 

T »C DUTTMY CHLW*. f f ) P ft UNOPY OPEPoTfTP f X P P E S S I O N . - 11 S O . I T P E F E P S 
10 THAT UNaPT OPEPOTOP E x r P E S S I O N . OND I S NOT U S E I f ft L > A P I 0 8 L E . 

USED-FOP ftU. 
I S - f OP <."S U | n . 
I N l f P P7S. 

N\'3 T IC SECONO CHEC*. ON ft NEW V O P f o B L f CHUN* I S FOP HIE MOPO " T H I S " I N T H E 
CHUN* : IF S O . P PEFEPS TO H C M0S1 Pf.CENT t y P P l G S I O N W H I C H I M S 
N O H D OS ft POSSIBLE P f F E P P f N T f O P ft CHI.IN* C O N I l i I N I N O " T H I S ' . 

OSLO FOP 01.1.. 
I S - F O P VS v i s v ? n V . U . 

NA'4 1IC 1M1P0 CMFCF ON ft NEW I V i P I o B l E CHUN*' I S M H F U C P I T Mf tTCFCS ONV OF 
H C VOP1H0LES OLPEhOy SEEN I N H C PPOBLFM. 

USE 0- f OP O L L . 
i s - f O P v ; o u; . j v ; :3 w.i v ; : s v ; u v s s . 

Ff.»S I f f«NY Of THE PPEVICWSTY-Sr EN I W l o B I E S I S * NOMN T O MrtTCH O N E f V ? L I E . P 
V O P I H B L E . I T NEED NOT BE MftTCMED f « f t I N S T T I C NEW t .V iR l f im.E CHLHM»:. 

USED-FOP f » l L . 
i s r o p v r o v . u v ? 3 v ? 4 v ? s . 

NVK H i MATCH I S C A P P H D (WT f POM L E F T TO R I G H I . C 0 M P » P 1 N 0 TFC TWO CHUNV.'S 
MOPD FOP WOPD. 

USED-POP ftLL. 

F . 9* 

http://iiff.fi
http://is.Munn.no
http://SUiNi.ll
http://lf.F1
http://ftf.PfF.Ot
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K S - f fjf> u r t , » W I J ^ j Y ^ " V ? : » VV. IR V34. 
n v v i n F w a r n s u c c e e d s i f t h e i n o OF the new c h u n k i s pf a c h e d c»eRctpe t i c p e 

I S A P O S I T I O N I N THf TWO CHUNKS MUIEH D O E S N ' T MAlf .H. 
U S E O - F O P * » U . . 
I S- F O P U3«i V3GP 1'3'.' i .MH. 
I N T f P Y 3 J V 3 4 . 

N V f l IF THE MATCH S J C E f f O S . THE NEK C H I . W MAS THE SAME f Y R R f S S l O N AS THE 
CHUN* TO U H U H JT M A T C H E S . 

USE D-F OP Fil I . 
K S - F O P U S A . 

N V 9 T110 UOPOS MATC H IF 1 HE 7 nPf I Of N11 CAE . 
U S I D - F O P A l . l . 
K S - F O P '.'3»' VH.<. 

NV.10 TWO UOPOS MATCH J f THr : HOPD FPOM THf. NEII f.MI.M I S " T H E " »»ND 'HE WORD 
f P O M l l l f O T H f P CHUNT I S " A V . 

USE 0 - F O P T E S T ? T f ST 3 I t ST 7 U S P S I F ST T O . 
K S - F O P •.•'31. 

N V 1 1 THO UOPOS MATCH Jf THE HOPD f POM THE NE II f HUNT JS "THEY* AND IMF HOPD 
FPOM Hl f O T H M ! flfl.INI ) S " T H r : " : I N T H I S C A M THf MATCH MUST S U P 
O V E R TMt HCit'O A F 1 F P THE " T H E " : T H I S NE'/fP OCCURS AT THE PJPUT END 
Of A CHI INF . 

u s e d - f o r t f s t i : i . 
I S - t o p V ? ; \ 

N V 1 ? I F ONE OF THF CHUN! S MAS "THE " F O i l OWED Or A HOPD WHICH I S IDENTICAL 
T O THE HOPD I N THE OTHFR.CHUN* COPRfSOUNDING TO THE " T H E " . THE THO 
O W S M A T f H H i THAT F ' O S P I O N . 

U S E D F O P T E S T I S U S P V U S U I T f S K 7 TT S I T 3 TF ST TA. 
K S - - F O P "3:1 U3-TP. 

N V J 3 A WORD I N THE NFI I CHUNK MAT TFIE S "THE NUMBfP O F " R O i l OWED OT THE PI UPAL 
f O P M [IF THE HOPD. I N THE OT HE P CHI.INK . 

U S E D - F O f T E S T I S . 
F S - F O P V 3 4 . 

N V 1 4 " F I P S T " I N THE NEW (HUNK MATCHES "ONE" I N THE fX 0 CHUN* . PROVIDED THAT 
THE HOPD F O L L O W I N G CM(F| Of THF.M I S "NUMBf P ' . AND THAT THF 'NUMBER' 

• J S THE I H S T HOPD I N THE NEW (.HUNT . 
US I 0 - E O P TEST IV*. 
K S - F O P <'3S. 

N V J S " F I P S T NUMflf P* I N THf: D I D CHUN* H A T f H F S "ONE (If THE NUMBERS* JN U C 
NEW f .HUNT' . I f THT • NUMflf P S " I S THE IFiST HOPD JN THE] NEW CHEW . 

U S F O - F O P t e s t ; ; - . 
F S - F O P ' , '3SP. 

N V 1 G " S f C O N D FFL-IMFUP' I N THF. 01 D CHUNK MATCHES " O T H f P NUMBF R ' I N THF NEW 
C H U N ! . I f THE 'NUMBER* I S H * I AST HOPD I N THE NEW CHUNT . 

U S E D - F O P T f S T T , 1 T F S K 7 . 
I S - F O P " U . V . 

N V J 7 I f THE NE I-l " A P j H f U f DOES NOT MATCH S U C C f S S F U l U TO ANY OF THF O T I C P 
V A R l n A l F.S. P I S a NEW U N l v U f . P P O B l f M V A R I A B L E . 

U S E D - F O P A L L . 
K S F O P <'GA. 

N V 1 8 I F T H E NEW U A P f u f l l F S U C C f l Q S I N MATCHING ONE OF THF; CRD " A R A B L E S . A I L 
O T H E P H A T C H I N G S ON THF. NEW T W l n f f l E CAN EIE TFPM IF^ 'AF0• 

U 5 C D - F 0 P A l . l . . 
F S - FOE' V 'SN N S N A S f l . 

> > > NF -• ' •' . 

N F 1 A S E N T E N C E HE G I N N I N G H I T i l "I/HAT FIPF • H I P . HAUF FV CHUN* 5 STAP1JNG 

A F T f . P THE - H P f • fiND S E P A P A T F O FIT " A N D " . FiND P WJP . F N O H U H 
•gciAf i •". 

U S E O - F O P T f S T T T E S T A , 
f S - F O P f S f I S E A T . 

N F ? . " A N D " . "OMAPI * AND " P E R I O D " APE NOT PAPT OF F V C H E W S . 
U S E D - F O P Hi . I . 
K S - F O P F S f I S I ."0 .f 3S f PA f 7 S . 
J N I E P S I S . 

N F 3 AF T f P THF: P JSH1 E N D OF AN F V CHUNK HAS B E E N P f A ( H f 0 . THE C.HUNV SHOULD 
Elf P P O C f S S f O nS (T NEW N A P l H & l E CHUNK TO DE1EPMJNF P S PE 'FFPPfNT. 

U S E D - F OP A l . l . 
K S - F O P M S 1 7 0 F35 f 7A F 7 S . 

N F 4 A S E N FF NCI HE P I N N I N G W I T H "HHAT I S " HAS ONE F V C F I l W S T A G I N G MEIER 
T H E " I S * AND E N D I N G BEFORE THE "OH API .* WHICH ENDS THf SENTENCE. 

U S E O - F O P T F S U I F S T C I T f S T T U S U I Tf ST 1 7 T f S T 1 3 I f S I M TF ST IB TE ST T V . 
F S - F O R f T S F 3 S . 

N F S A S E N T E N C E HHfTSI I If G1NNIN 1 . ' . J S Vf TFIE FOPM ( ' HOIIM" > • [ vllKil S* T . 

WHEPE >; I S ANY HOPD. HAS A N F V [HUNK S T n P T I N G I I P " f v l l A l S * 
FiND CNOTF^G Of FOPf. THE * O I W WHICH ENDS THE SI N i l NCf FiND H^iS X MS 
A N FINSWEP U N I T . 

U S E O - F O P TF ST 4 T F S T S TEST 7 T C S T I I TF S I I T T f S T 1 3 TF ST 14 TF ST I B TF S T T 7 . 
K S - F O P I 3S f 4 0 . 

N F S A A N HNSWEP U N I T I S A P U I P A l FOPM OF A WOF'O. 
U S E D - F O P T E S T I T -
F S - F O P F P . 
I N I F . P F 4 0 . 

NFS A S f N T f N C E WHOSE B E G I N N I N G I S Of THE FOPM C HOMM* X * DO* T T . WHERE 
>' 15 ANY WORD. AND WHEPE Y I S FiNY WORD. HAS AN t V CHUNK W H I C H 
STAPTS OUT C THE NUMBfP ( I F " X YT AND C O N P N U f . S AF I f P THE Y U N T I L 
T l f ' IJMMPK' WVIIEH f NDS THE SENTENCf : . 

USED-FOP TCST4 T f S T S T F S T T T E S T J I TE ST 1T TF ST 13 TEST 1 ^ T f ST IB T E S T Z 7 . 
K S - F O P f 35 F45 K4B. 

NF7 A SENTENCE Of THE FOPM f FIOWM" X * DOES" S " H A W W K * ) . WHERE X 
I S ANY l iOPO. AND WHEPE S I S A S T R I N G Of WORDS. HAS AN f V CHUNK O f 
THE FORM C T I E NUMBfP O f " X S * HAS* I F O i l OWED B r * OMAPK * . 

USEO - rOP T f ST4 TESTS TEST7 T f S T p T f S T l . " TEST 13 Tf ST 14 TEST 18 T E S T c ? . 
KS -FOP F 3S ESO F S " F 5 S . 

NF8 A SENTENCf WHICH STnPTS WITH " F I N D " HAS F V CHUNKS S T A R T I N G A f T E P T F C 
" F I N D " AND SEPFiPFiTfD BY "AND* . FiND P ENDS W I T H " P E P I O O " . 

USEO-FOP T f S T l T f S T 3 TESTS T F S T B Tf ST J A T f S P S TEST IP T E S T I 7 T E S T 19 

T E S T c A T f . S T N T E S T T ? T F S 1 T 3 TES1T4 T E S T T S T E S T R C 
I S - F O P f 60 F7A F 7 5 . 
INTER S I S . 

NFH Itt-lf N CHANGING A S T R I N G f<X0P01NG TO f V TPANSF OPMfiT JONS • I T I S NOT 
NFCfSSAPT TO PEAPPANGf SCAN P O I N T f P S . 

USED-FOP. 
IS -FOP . 
I N T f P FS F T 5 140 F45 FSO F S O . 

> > NA < ' , C . 

NFil A PROBLEM I S AN AGE PROBLEM IF I T HAS T I C PHRASE "AS O L D AS" . # A G E * . 
OP "YFARS OT 0* • 

U S I D - F O P T f S T p TEST9 T f S T l O . 
I S - F O P A I A? A3 . 

NA? THE PHPASfS "AS 010 »TS" FIND " Y F A R S OCO* ARE D E L E T E D . D U R I N G THE 
TRANSFORMATION PPOCESS. 

U S I D - F O P TESTE T f S T l O . 
K S F O P A l l A ) T . 

NA3 " W i l l . BE WHEN" TRANSFORMS TO " I N X Y f A P S . I N X > f A P 5 " . WHERE X I S AN 
ARB IT RAPT UN J W F STMBOL • I R TFC PROBLEM I S AN AGf P R O B L E M . 

U S ( D - F O P TESTS T f S T 9 TEST 10. 
I S - F O P A1S o?n. 
I N T f P A l f l . 

NA4 "WAS WUf.N* TRANSFORMS TO "X Y f A R S AGO • X > f A P S AGO* . WHEPE X I S AN 
A R D P P A R i UNI OOF. STM8CH » IF TFC PROBLEM I S AN AGE P R O B L E M . 

USED FOP TESTS TFSTE1 T E S T J B . 
I S - F O P A J 7 A3fl . 
INTEP A l B . 

N*i5 "WAS* AND •WILL BE" TRANSFORM TO " IS* . I N f*GE PROBLEMS. 
U S l D - f O P TFSTP T E S T 9 T E S T 1 C 
I s - f o p A l B A10 . 

*M " J S NOW TRANSFORMS TO "S AGE NOW* . I N fiGf P R O B L f M S . 
USED-FOP T f S T S T E S T S . 

I S - F O P (\?0. 

NViV AT T I C BEGINNING OF C H L W S I N FiCE PROBLEMS. IF U C P f I S " I N X Y E A R S ' . 
*X YFAPS FiGO* . OR *X i f BPS FPOM NOW* . WVlfRf X I S ANY S I N G L E WORD 
I N P C M CASE . THAT PHRASE I S O f l E T E O FROM T I C CHUNK BUT IS S A V E D AS 
FiN AGF. OPERATOR FOR U N M O D I F I E D f«Gf LVYRtHBl E 5 I N THE CHUN*:. 

U S t D - F O P T f S T S T f S T S T R S T L O . 

KS - rOP A?4 A?G A~B A41 A4T A 4 3 . 
NAB "FiGE* WHICH I S NOT f01 LOWED OT A PHRASE WHICH TRANSFORMS TO " P L U S S * OR 

•MINUSS* . OR BT A PHRASE. WHICH TRANSFORMS TO SUCH A PHRASE". I S 
U t f K W I f D . AND NEEDS TO BE TRANSFORMED SO THAT P I S F O L L O W E O OY 
T i t AGE OPERATOR FOP T I C C U R R E N T CHUNK. 

USEO-FOP T f S T S TFST9 T E S P C 
K S - F O P A3B. 

NA9 - m I N X YE APS* • ftND "AGE X YfAF 'S FROM NOW* . WHERE X S T A N D S F O R P 
SINGLE WORD. TRANSFORM TO "AGf PL U S S X*. 

USED-FOP TESTS T f STB T E S T 1 0 . 
I S- fOP A31 A3? A30. 

NA10 *AGf X YEARS AGO* . WFCPE X STiTNOS FOR A S I N G L E WORD. TRANSFORMS T O 
"f»Gf MINUSS X V 

U S E D F O R T f S T S TESTS T E S T 1 P . 

I S - F O P A34 A30. 
NA11 "AGE NOW' TRANSFORMS TO "AGE* . 

USLD-FOP TESTS TEST9 T E S T J O . 
IS -FOP A3S A30. 

N A I R ' I f C I P A G E S ' . I N m AGE PROBLEM. TRANSFORMS TO A I 1ST OF ALL T H E 
D I S T I N C T AGf. VAR1 a81 f 5 SEEN SO FAR I N TFC R P O B I E M . SEPF iRATEO BT 
•AND" • I N T I C I P DPDCP O f OCCURRENCE I N THE P R O B L E M . 

U S I D - f O P TESTS TESTA T F S T 1 0 . 
KS FOR F»SO ASI ASS A57 AS9 AS? A63 F>S3J. 

NA13 IF A P fRSON. I N f<N FCf PROBLEM. I S NOT FOLLOWED OT *S* . T f C N T E C 
PHRASE "S A G E ' SHOULD BE I N S E P T f D A F T E R P . 

USEO-FOP TESTS T E S T S T E S T J O . 
K S F O P FiSl A6B. 
I N T f P a : c 

NA14 f*4 AGE V A R I A B L E . I N FTN AGE PROBLEM. C O N S I S T S Of A P E R S O N NOT P R E C E O E D 

99 F. 
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NFUS 

NO \ ? 

NF33 

Nil 

NIT 

N I T 

Nit 

Nlfi 

N I ; 

N I f l 

N I B 

Or T i * A N D r r n u m r n O f " 5 Sf 0 W . WHERE SFG I S A r.TriW (* n rjf? 
MOPE FTF ' f I P IONS OJ 1 1 F O R M "X 5 ' I 'HfPF > I S IT PERSON. 

usro-rop usip K sivr H O I K ' . 

I S - F O P HS." M'...T ME„" HF.7 nf .f l M09 0 7 3 F«7S OPT A«S. 

Fi N H I HOI '..'i!«•'1 nE«l E • JN MN »<,f PROBLEM. IS D I S T I N C T I POM RPfVJOUS ONES 

I f 11 IS NVl f Mi ( H f TH'. S»'iME OS A N » O I U F P . 

USf O-F OP I E S I T I f SHI Tf ST 1»>. 
fs-fop HS.T M S . I I HF.T M O ; oso MSO. 
FI P tPSON'n l PRONOUN IS P f P J M E f O . IN #tC-f PPOOIEMS. ( I f THV f I P S T AGE 

VMPIHMI f Sf c N IN 101. PROBLEM. 
U S E D - F O P USUI. 
I S - FOP H 7 I 0,\T M V S . 
FI POSSE SS 1''F PRONOUN. IN MOL PROBLEMS. I S P E P h i t f O EH THE F I R M USF 

VHPIMME Sf^N I N 1 HE PROBLEM. E >C( F'T ECU' THE. f INAf WORD "HSE.*. 
U S E D - T O P U S U I . 
E S TOP f iUt H':T.T AOS. 

NB ' 

T H F F i N S M F P - I H H ; D J N O PP0(.f SS (ONS .1S1S OF CONSTRUCTING H I 1ST Of HC 
W l n H l F S 0'- FV'S IN IMF PROBLEM. ( U f {} 1 NO F ( F N F I D C* AN ANSI IF P 
U N I T . nNO (01 L E F T HA'. THE f ' 1E PNAL PERRf Sf NT AT IONS Of THE V A P H i B l E S 
Of THF P P O O ' . f M . 

USf O F OF' Ml. | . 

F S - f O P fll O f 03. 
THF. I 1ST OF F V S SHOULD Of ("01 I f CTf 0 SO THAT J l 1111.«. HA'-T THE 

U A P J n f U F S I N THE OROfR I N WHICH IHf V HERE ENCOLfNH.Pf 0 I N THE 
I N M I H L S C A N . 

USf D F O F 1 nl. | . 
F S-FOP fir. 
THF E ' T f P N M l . P I PPf Sf NT AT IONS Of V A P l M O I E S SHOUI.D Bf f 01 I f C U D I N TEC 

O P O E P Of Mf j r , tMPANn OF THE S T R I N G S I N HC RPOOL ( M ; I N fUSf [If 

S I P I NT S PE PS'F Sf N T.T NO I f«! SAME. VARI«<FJ[ F . ONI. V TI IF f ' T f' PNOI 

Pf PPf Sf NT Ml I (TN OF HIE f I P S T ONE Sf EN I N HIE RROOLfM SHOUI.D BE 

C(U I . K H O . 
USE 0 F (TP m. I . 

F S - F O P US. 

Nl < ' • 

P P O B L F M SRnCf S l f ' F S CAN Bf SLJMMHP 1 ?E 1) BT E S T I M A T I N G UK! NL»M»! P Of 
E ' JUATI f .TNS. F V ' S . f J f ' f F M U l P S . AND VHPIHFJI FS. AND EH COUNTINO 
E Q U A T I O N S . f ' S . OPERATORS < N O U D MND PI A(T 0 I N I ' P P F SSI ONS 1 . AND 
U A P l M f d l E S ' N O T E D . D I S T I N C T . AND PI Mf,f I) I N I.M'PE SS IONS i . 

U S E D - E O F ' Ml.I . 
Ks-rop sc.o oi 0 3 os or o?i on om O H O I S m? oio oio urn uss cr cs 

( B C S A USO VPO f JS f ?S 13 111 113 I I S II,' I,"I 131 133 H I 
I 43. 

T H E NUMBER (IF E Q U A T I O N S I N HIE. PAP1 (K THE PROBLEM MS H I IINSCONNE0 I S 
FKTUNLifO AMOVE B r 11 3 ) t "\ , U H f P f t IS THE l E N O H l AS H I 
UNSCMNNEO. 

U S E D - F O P ML I . 

F S f O P I I I S . 
THF NUMFlfP Of F V ' S IN HC PAPT Of THE P P O B l f M AS HT UNSCANNf 0 I S 

BOUNDED MHOVf BT K 1 ' / -I . HI IE PE L IS IHF IENC-TM MS >f T 
UNSCHNNE 0 . 

USE o r (TM MI. i . 
I S - F O P I I 
THE N U N O f P 0* (TPFPATOf-'S 

BOUNDED ABOVE B» <l 
U N O O '«NfJF 0 • 

USE 0- F OF' ni. I . 
F S - F O P 11 I S . 
T H F NLIMWP 0 ' '.VIP|H9IE5 I N IHf FViPl- OF THE; PPOOi .FM A? Vf. l IWSO'tNNE'D I S 

UOUNOf 0 FiHO'.T B f <l 3 » / ? . HI IF PE I IS IHF I f N l M M AS V! 1 
UNSf.ANNT 0. 

U S E 0 F OP F,I. t . 
F S - F O P 11 I S . 
THF. NUNOf P OF V A P h i H l F S I N THF PPfJf l lFM I S H I K E IMF Ni.lMFTf P Of 

f O U n T H i N S P! US HIE NUT IDE P Of OPE P A T O I S . 
L I S E D - F O t ' Hi. I . 
F S FOP 111 113 IT J . 
T H F I f N O H I OF THE. P n P l Elf THF PPOBLFM AS TF T U N S f A N N I D CHONM 5 E ACM 

TIME: ti F;«:ii opfPAioP . C X I M I I U N . OP P E R I O D I S humio. HND I T CHANCES 
BT 1UE W M P ^ P OF MORDS SCANNED SINCE. TMK' I f iS ' l CHANOI.' OP SINCE. T I C 
BE K INN INO Of- THF P P O f U f M . 

USE O F O f Ml. I . 
FSFOP S I 3 S 4 0 1 SO HK 031 D'lCi M60 MS.** 1? I l l 113 I I S . 
I I H F N IMF: f I P S ! f V C»CC'.»PS. THF. E S T H k V f f S FJASE D ON LENGTH »«9 Vf.T 

IIN0('.»»NNI.0 El'. COME o . 
U S E D - F O P ML I . 
E S T O P S I S Sf-S H I . 
THE I F N 0 1 H Of I H f PART (rf THE P P O B L F M OS YET LINSf.t>NNf.D MUSI Bf CMANOE.D 

IN THE PARI OF IHF PROBLEM AS H 1 I W C - f D IS 
V » / V • Ml IE PE L IS HIE lENOHl AS Yf T 

UMEN WORDS FiRF ADDED OR RE WED EH A 1 Rt'iNSf I.TRMA11 ON • IE'. WHEN THE 
rji.O STRIFE IS NOT IMF SOMf lENOHl OS THE WW. 

USED-FOP 01.1 BUI T f S l l U S T 3 . 
I S FOP Tl I T T3 T4 TS TS TB Tf) TOf TJO T1 ] T I V T1S T16 T l ? T I B T19 

iro T n T T 3 T ^ S T r s o ir*j ino MPO usr A M oir o i s nir oin 
o:o A~'l Al'G 0?0 031 03" 034 A3S t*H I MSB MF51 0?S AFJS. 

NI10 ("HANL'.f S Pt lF»ANf TO SP«KE SIfE ELEMENTS SHIM D BE ETOCE SSFO BFrOPE 
01MF.P C.MONOES. 

USED-FOP AT.I.. 
IS-FOP S13 SSO Tl TP 13 H TS K» TB TB IDE T10 T i l T1Z T1S T I B T17 

TIB TJ9 T;o Tri T T 3 U~S T̂ SO I T ? T30 D) 03 DS D7 09 Dl 1 
D13 01'» D1S 01? DIB 010 031 DBG M|0 HOP MO.T C7 CS C B C60 
V50 Lf.0 f l S F ?S A l l A IT OIS 017 0 ) 0 FT?0 M/'l F"l?G 0?0 H3i 
03r 034 A3S t'HJ ASS FTS1 A7S FiBS. 

> > > g ' <• <. 

01 WHEN A NEW ENTITY I S INTRODUCED. COUNTfPS MND PECOPDfPS OF IF^OPMfUION 
ABOUT THAT ENTITY SHOULD Of I N l H A L I r ' F D . 

USE 0-F OR ALL • 
is-rop sio S40 sso sss M:O M3o MSO N S S " S F I S f ?s f B O . 

Or AT HIE ETC 0 I N N I N O C»E A PP0B1EM. COlfNHPS AND Pf L'.OPDf P S Of INF O P MA THIN 
THAI APE GLOBAL TO H* PROBLEM SHOULD E»f I N I I I f iL I r F D . 

USE 0-f OP A L L . 

I S fOP S I O 01 A? 03 11. 
03 FOP SIÔ MGE EFFICIENCY. PROGRAM SEGMENTS THAT RESPOND TO SCON SIGNALS 

OF THE TOMPIEHON" TYPE SHOULD fit SO REMOVE THE C0PRFSR0ND1NG 
•INITIATE* 1YPL. AS MEL I AS REMOVING 1ME USED "COMPLETION- S IGNAL. 
If IT IS POSSIBLE THAT NO PROGRAM SEGMENT RESPONDS TO TFC INITinir 
SIGNAL. 

USED-FOP BEL. 
>S-FOP S13 SJS S1G SI? SIB S 4 0 . 

04 THE PROCESS Of SCANNING IWOAVES MOV INC. 0 SCAN POSH I O N FPOri ON OLO 
POSITION 10 0 NEW ONE. 

USED-FOP AIJ . 
»s-FOP sj3 sis pro p-3 prs. 

05 APPLY INC. 0 NUMBf.P Of FUNCTIONS IN UIPN MEANS TO MPRf_Y THE F I R S T . OND 
WHEN 1H01 I S DONE . »>RPLY H C SECOND- AND SO ON. 

USE 0 - f OP ALL . 
I S - f D P S I O SJ3 S I S SJG S17 SIB S3S S40 US. 

OS WHEN 0 OAI.UE Of 0 C.OUNHP IS CHANGED. TIC OLD "Ol.lC SHOULD HE REMOVED. 
USED-FOP ALL. 
ES-rDP S13 S40 SSS CT>0 L«. VSO VS5 fBO AS4 13 IS Ml 113 IIS I~l 131 

133 HI 143. 
0? If NO FUPTICP TPANSf O^MATIONS ARRl Y TO THE PI SECTS 0>' A G H C N ONE . 

D f t f U TfC APRl v-TPANSf OPMATION S1GN»H . 
USED-FOP 01.L. 

LS - fOP T l T r irE T3 T4 T S TS I ? TO HI T O F T10 T i l TJV TI3 TI4 TI5 

T I G T I ? TIB T i s iro in irr ir3 T.-4 T ; S T T S T H S O U " ? Tre 

Tr«J T30 T31 T 3 r Dl 03 OS D? OB Oil 013 014 01S 01? 010 019 
On Dri Or? 030 Oil CHI O I? OSO 0S3 O S S (TS? 06i 0S3 D6S 
06? DS7S OSS 0V1 0?1S 0?r 0?3 OVS 077 070 079 OBI DB3 085 
08? 091 DBG fS f I S F ro FrS F 3S H O M B FSP FSS F60 F 7 0 
F7S. 

OB RROHLfM STRINGS AND SUBSTRINGS ORE. SEOUFNCLS Of WORDS. READ F R O M LEFT 
TO RIGHT. WITH I ACH WORD DIRECTl T TO H C LEFT OF H C WORD FOLLOWING 
I T . 

OSLO-FOR m . 
I S-FOP S13 S I S SDS S?0 11 Tr T3 T4 TS TS TB 19 Tflf TJO T i l T l ? T13 

1 H T1S TIB T lV TIB T13 TrO TT I V ' l TrS TPS TTSD TP9 T30 
08? P : O P:3 pre M I O uro M30 MSO MSS MS(T nsr MSS M?n v?. cs 
C8 CIS C l? Cro CSO CSr CSO PZ V30 VSl V3r V33 V33R V34 V3S 
V3DP V37 F S FJS Fro F/S F3S E 40 F4S F 4B f S O FS."! FSS F60 
F70 F7S 01 A r A3 A l l 0 1 ? 01 Ft 01? HlO 019 070 0?4 
031 f»3r 034 f>3S 030 04 J O T r FT4.3 OSr HP I OP" FlS? A7.3 FYB3 
B B . 

09 WHEN DOING 0 TPANSFORMAT JON AT A SCAN ROlNffP POSIT ION. H C F IPST 
POSITION OF HC OLD'STPINO SHOULD Of RE PL ACE D OT 11C FIRST POSIT ION 
IN H C NEW STRING. TO AVOID NECESSITY f OR F IK INC SCAN ROlNFf PS» 
Hl l 5 IS ND1 POSSIBLE MHFN TFC TPANSf ORMF'IT I (TN IN'v'OLVF.S REMOVING OP 
CHANGING TfC POSITION OF TfC FJf»ST POSIT ION (JF TIC C X O STRING-

USED FOP ALL. 
I S FOP T| T r TrE T3 T4 TS TS 17 TB T9 T9F T10 T i l TJ? T14 T I B T l ? 

no TIB iro irr TT4 Trs Trs ir? iro T31 u r oin oin o~o 
031 A3.' A34 A3S. 

010 WHEN 0 TPANSF0PMA1J0N WHICH IS DONE OT A SCAN POINHR POSITION 
IN'.'flt"FS REMOVING OR CHANGING H C POSITION Of THE FIRST POSIT ION OF 
HC OLD STRING• TIC SCAN POINTERS MUST BE Rf.ARRANGED SO THAT T IC 
SCAN CAN RESUME PPOPEPLY. 

USED-fOP ALL BUT TEST! TESTc H.ST 3 HST13 TEST IB . 
I S fOP TI3 US T r i T?3 TrSO I S O TS1 01J A i r OIS 017 0^4 0 ? 6 0 2 0 . 
INTfP FS F?S F40 F4S f SO FSO. 

011 WHEN 0 PARTICULAR STP1N0 IS PFiRT OF 0 CONDITION OF USAGE! OF SOME F. 100 



SUVTOT I LFITJNGOF THE KNOW EOGF STATEMENTS F. 

> ND</I. F DF,F M N I R W R N L . AMI") WMF N O T H E R S M E N T I O N I N {.0N01T IONS OF THE 
SMMF L>PF FI S T R I N G T H A I C O N T A I N S THE F I P S T S T R I N G »<S A S U B S T R I N G • 
THE PROGRAM S F G N E N ' THAT APPL I ( S TI IF FORMER INOIFL.EDGF MUST 
E > R»T I f l l F L V F J - C L U O E T H E F W I I D L L I N OF THE LONGER S T R I N G . 

U S E O - F O R MI. I.. 

i s F O R T I E ; n o r r o T T G T T G O DEIV M I A . 

Q\T I N H S T R I N G - MNY P O S I T I O N HAS U N I W E N E I G H B O R S ON HOTU THE I F F T AND 
R J E I H T . U N D THE H A R D AT THAT F ' O S I T J O N I S U N J W F : WHF N RIMY OF THOSE 
MPF E H M N O I O . THE C X D F'FL. A T I O N S AND UHI.1115 SH0UI .0 OF O C L E T F D . 

U S E D - F O R HI . I . 

I S - F O P TL 1 7 E T.-T T4 T S TF. 17 TO TO IFLF T | H T I L T17 T J 3 T14 U S T I G 
T J 7 T 1 H T J O T 7 0 T T ? V 4 V G T 7 G T 7 7 T 7 B T37 D H D17 
M7A M?N MSA MSS MGH HEV HGS K 4 S MET E G A F S 7 F S S FILL A17 
H I S H| 7 Mjn H I T A ; A H 3 I A 3 r A34 A3 S FISO AP.J A/S A ? S . 

Q\3 O E L F T F 0 1 0 A T T R I B U T E S OF A F FH.IN' WHEN I T I S !,F»L I T AND RENAMED TO OTHER 
CFFL.FM S . 

U S I D - F O P HI. I.. 

K S - F O P r u n n o r i s C I 7 c ; s C S A c s r e s s . 

Q 1 4 D U P I N G A S C N N P R O C E S S . I I I IF N H C O N D I T K I N TS S L H L F D I N TfF 'MS OF THE 

R O S S H U E U U I P U 1 OF SOME P R O C E S S THAT I S A P P L I E D MT F N U I SCNN I X J J N T . 
THE T F ST F O P THAT C O N D I T I O N AT A RAPT I ( I I I FIP F'DT NT SHOTLLD ELF 
D E F E R R E D U N T I L THE S C A N HAS P A S S E D THE ROJNT -

U S E O - F O P N U . 
K S E O P S 1 0 S I 3 S I S . 
I N T F P F ;'•.» F 3S F 40 F 7 0 . 

Q 1 G W H E N H SE W - ' N U OF MET K I N S I S TO OF P F F F O R M F O . MORE F I E ' H U M P I N 
F I L T E R I N G T111: ( U U P S F OF THAT S F W F N U U O L A L N S FH EIRF AT I NO 1T 1N10 
S E P H P A I R S T E P S . I H C H R E W I R I N G AN I N N LULL S J G N A I HND MA'.'JNG FL 
C O M P E E T I O N S I G N A L ; T H I S HRF.AKJNG I N ML S T f R S I S I S P F C U ' L L I U S E F U 

. F O P L O N G E R S F W F N V E S UHE-PF UNUF-R V A R I O U S C O N D I T I O N S - 03 F F f RENT 
EL E M I - N T S OF THF S E W F N C F »|RF A( U I A U Y E V F C U M D. 

U S I D - F O R ML. I . 

K S - F O P S J A S1.3 S I S S I S S ) 7 S I O S."<S S 4 0 T'S " 7 0 H - J . 
Q I C WMFN SOME P A R T S OF AN A C T I O N A*'! C O N D I T I O N A L ON V A R I O U S A S P E C T S W H I I E 

O T H E R PAF.'TS FIPF THE SAMR . COMMON TO ALL C O N D I 1 IONS• FIND WHEN THE. 
COMMON P A R I S A'-'F F U L P I . Y CC'MPLF. J T ' S HE ST TO C O U F C T THE COMMON 
P A R T S I N K 1 A S I N C E E PROGF'AM SEGMENT - W I T H THF CONDI 1I0NAI. P A R I S 
SE PFiRAirO. 

U S E D - F O T ' A L L . 

I S F O P 5 G 5 S 7 A MJTT H. 'A n ? A MR
:,N U S S C " T S CO C ) A C I S EL 7 C.*S CSO CSR 

C S S C G O C B O C P S ' -MS " S O '7F.A '.'CS " B O V B S '-''.TO f I S 1 7 0 E 3 S 
I 7A F 7S FE-A H I S U P »«S3 HP.7. AP.-I . 

0 1 7 S P L I T T I N G M E A N S THAT H D J A C E N C H S AT THE S P L I T R 0 1 N J N O I O N C E P H O I D . 
USF D - F O R MI. I.. 
F S - F O P E G A . 

Q I O S P E C K IF: S I G N A L S . LIT'ON U S ' . . S H O U L D MF D D F L F O . V 11" RF CAN (IF NO 
F U R T H E R USF FH CAMS' I IS I C O N S I S T S 0* CHANGES 10 NECESSARY 
C O N O T T I O N S . OP' IF THF USE AMOUNTS 1 0 . F ' F C O O I N G THF I N H N 1 OF THE 
S I G N A L E O P U S E I L S F U H F R C . 

U S F O F O P A I L . 

I S - F O P S J A S S S P 3 A RJ-IS R4A I M S PSA PCS P7A R7S MJ A H?A MSA MSS C O 

e r r C G V C H A C O S P.: R4 RG RV RET R-I uro v n vr3 v r - i v ; s v.no 
V 3 J V 3 7 V 3 . I U 3 3 R V?« I V 3 S '.'.HSR V 3 7 V U « NC,T, IIF.N F ; O R GR, F 7^ 
H I FL.'? A 3 H|J H I , " A J S H J 7 F 1} FL H J O I P A A.V'L AJ'fi A7F.T Il31 A37 
Fi34 A3S »'i3» » H 1 A4," N » 3 AS7 F1SE1 AS7 ASH HG.T FIG.TI <>Bi FISC» 
A G 7 MVS NPS 01 0 3 FIG 13 J S J 7 JLL 1 J 3 J 1 S J J 7 171 J 1 J J 3 B 
H I M 3 . 

0 1 0 W H E N SOME P R O C E S S P T N L M P F S THE O U T R U I OF MNOTHER P P O C T S S . FIND I T I S 

A L S O O F S I R E O T H A I U T I I F R 0 U 1 P L H S OF THAT P P O C T S S NPF FI'.'AH V»(LLE UHFN 
THE F1P.VT P P O C T S S S T A S I S . 1 N H JMTE TUT. R R O C T S S I N G T * THF S F C O N D O N 
I T S J N P I I I S I N THF. P F V F R M ( T O P OF THE I P I ISF FH THE F IPS1 : 1 H I S 
A V O I D S HRY'MNC. TO F:HI.'CF I >PI 11:111 T FOR THE O T H E R O U I R U T S . 

U S I D - F O P HI. I . 
K S - F O P TF'O 1 3 0 CF,A. 

F J?0 WFIFN SOI-IF F N I T T Y I S I W E N I F I N T O R M C F S . WHICH | ATF P FIE COME P A R I S OF 
A COPRF S ' W Y T N G I PF. I • S T F'UC TI PF D F N N T Y . THE P " R [ N T - O N U G H I I P 
S T R U C T U R E IV THE F ' J F C J G MUST OF RE CORDED• AS WFLL AS THE ORDERING 
OF THE F ' J K L S PF I AT F1 F TO F AT'H O T H E R ! A 01 ST 1NCT JON MUST AI. SO BE 
MADE A S TO IIHF. 1HEP THE P F S U L T L W P I E C E S <<̂ E PFAFN 10 BE fO L 'MFD I N T O 
H I E TRFF S T P I J C T I F E ( I P WHFTHFR F I I P I H E R F W F S S I N G I S TO TLF (X7NE 
OFFCV-'E T H H T . 

U S E O - F O R NL. L.. 
F S - F O P S-TA R7S P J S C S V CE»A G 7A C ' 'S C 70 C ^ : ' . 

Q ? L WHEN A N P H L I N ' I D S T R U C T LLRF. J S OE INC- F OPMF D OT RENAMING A PART OF 

F I N O T H F R STF 'UVT I IRF . AND U H F N ONE FLOUND'-IR* OF THE NL"W ST P I C T ORE I S 
NOT A H O U N O A P V OF THF O L D S1 PIT :TURF . OUT THE OTHER NEW HOHNDAPV I S 
A HOI INFV-P* OF THF O L D . ULF NEW BOUNI^AP) SHOULO OF N O T E D . AVD THE 
P E S T OF THE NT:M STPUCTUF-'F. C A N T H E N OF FOPMFD BT A L O P R J N G PROCESS 
W H I C H T C PM1 NAT F S AT TAP O T H E R OOUNDAPT . 

U S E O - F O R A L L . 
F S F O P E G A F T RL P G R 7 KFT R^. 

0 ? r W H E N A C O N D I T I O N OP A C T I O N I S S T A T E D I N TFPMS OF U J O SEGMENTS OF A 
S T R I N G B E I N G S C A N N E D . FIND VIHF N THE TWO SEGMENTS ARE S ( PAPA TED BY 

SOME STRING Of UNV.NOWN ARB I TRAP Y LENGTH. WHEN THE f APLIf.P SEGMENT 
IS PECOGNJreO » DATA SIGNAL SHOULD NOTE THIS. AND ACTION O N THE 
LATfP SEGMENT DEPENDENT ON IT SHOULD Elf DEFERRED UNTIL TFIE SCAN 
REACHES THE LATfP SEGMENI. 

USE D-FOP Fill . 
i . s - f o p i n T R : TPB T r 4 i r s T r s o T R Y T3i T 3 R F S F J S i r o c r s F 3 S F40 

F4S K4B FSO FSR. F S S FGO F 7 0 f 7 S . 
073 THE LEFT AND RIGHT BOUNDAPIfS OF 5 SHOULD Of MARKED RATHER TfViN 

COMPUTED WHEN NEEDED: WHEN SOME TRANSFORMATION REMOVES PARTS OF" A 
CHUNV . A CHECK NEEOS TO BE MADE O N WHETHER THE BOUNDARIES HAVE. BEEN 
CHANCED• FiND If SO- I T SHOULD BE NOTE0 BY REMOVING THE CXO AND 
ADDING THE NEW. 

USED-FOP A L . l . 
IS-TOP SI A S4A S6S TSO MR 0 M30 MSO MSS C IS Cl 7 C 7 r CSO CS? C60 R4 P8 

FS F1S FRO F r S E3S F40 F4S FSO FEn F 70 F 75, 
INTfP TS1. 

074 WFlfN THERE Frf?C MANY MORE WAYS Of COMPLETING A PROCESS EVO> ED OT A N 
INITIATE SIGNAL THAN WAYS Of IN IT IAT ING I T . THE COMPt E T ION SIGNAL 
SHOUT. D BE f Ml T If 0 AT THE SAMf TJMF. AS THE INITIATE SIGNAL. I N SUCH 
A WAY THAT THE INITIATE SIGNAl I S f X AMI NED f K 'ST . 

USE D-FOP ALL . 
IS-FOP ' SJA S13 SJS SIS SJ7 SIB S3S S4A. 

075 IIHfN A STR1NC- Sf.PVFS AS A SEPARATOR fOP TWO D U C T S . THIS MEFTNS THAT 
ONE STRING ENDS DJPfCTLT TO THE LEFT OF THE SfRAPATOP, AND ANOTI€P 
STARTS OJRECTl.T TO THE RIGHT OF THE Sf PAPA 1 O R . 

USED-FOR TEST? TfSTS TfSTO TFST1S TESTIV T f S U O TESTTO T E S T R I TEST?? 
T f S T r 3 TfSTT4. 

KSFOP F IS f 75. 
076 I M N 1HE NUMBfP Of WORDS SCfTNNED I S BEING COUNTfO. AND WHEN A 

TRANSF CTPNAT ION PfMO/ES WORDS FCPEBOY COUNTf 0 • THE COUNT MUST BE 
ADJUSTED. 

USID-FOP TESTS. 
I S f OP T S ? A15 A17. 

077 AT THE START OF A PPOC.f SS THAT I S T O 0ETFPM1NV THE MAXIMUM Of SOME 
VALUE. THE RECORDER OF THE MAXIMUM SHOULD Of I N P l F i L l F f O TO 0 LOW 
VALUE. 

USE D-FOP 
I S F OR PI A PIS-

070 WHEN SOME PROCESS I S DONE ON ELEMENTS OF A SET IN f P f ) f P . BUT ELEMENTS 
OF THE SET MAY Bf (TNI > RAPT IALI Y COMPl E Tf WHEN OTHERS ARE COMPLETE 
AND A'.'AU AHl E • FiNLY If THE PPOCf SS I S NOT T O START UNTIL A T LEAST 
THE FIRST TWO ELEMENTS APf AVAILABLE. I T J S NECESSARY T O SIGNAL A T 
THE BEGINNING OF THE CREATION OF THE ELEMENTS TH»HT THEY APE 
AVAJlAfHE BUT IFATOMRLETE AND TO USE THOSf SICN«T< S I N C'HECE' I NO F O R 
WHETHER TD GO FiFlfAOj ONE E0N7fNI (NT SIGNAL OF THIS TYPE MHY BE THE 
ATTPlfV.iTE OF THE ELEMENTS THAT DETERMINES 1 HE ORDER. 

USE D-FOP M.L. 
FSFOP RIO R15. 

WHEN A SET Of ELEMENTS IS TO BE OROf.PfD. ASSIGN NUMETE.PS TO THE 
E l f M E M S I N U C fiPPPOPP I ATE CIRDfP. FOR EASY COMPARISON. 

USID-FOP AI .L. 
IS-FOR P[ PZ P3 R4 PS P8 R9 MRO M3A MSA MSS. 

030 J N A PROCESS Of FINDING A MAXIMUM. WHEN A NEW VALUE I S FOUND. THE O L D 
SHOULD BE DELETED. 

USI D-FOR ALL. 
KS-FOP Sr»> P70 P77. 

G31 WHEN A TPANSFORWTJON AT A SCAN POINT BRJNC-S AOOUl CHANCES WHICH 
AFFECT RPOCESSJNG AT THE PRECEDING POSITION. IT I S NECESSARY TO 
ANHCJRATf AND F.PRLY THE TRANSFORMATION WFlfN TFIE SCAN I S AT THE 
PRECEDING POINT. 

USEO-FOP TCST6 Tf STB. 
KS-FOP AR A. 

03.*! WHEN SOME RROC.fSS HAS USEO NUMERICAL VALUES I N PRODUCING A N ORDERING• 
BUT THOSf VALUES APf APB1TPAPY. CONVERT THE OUT 1111 OF THE PROCESS 
TO SYMBOLIC SIGNALS FOR EASIER USE ELSEWHERE. 

USE D-FOP ALL. 
IS-FOP P30 R3S P40 P45 PSA PSS P70. 

FJ33 WHEN AN ATTRIBUTE OF SOMETHING CHANGES 10 A NON-COMPATIBLf ATTRIBUTE» 
THE OLD ONE SFKHAD Of DELETED. 

USE D-FOP ALL. 
KS-FOP SSO C7A CVS C.70. 

034 WHEN A DATA UALUf IS SPECIF If 0 AS THE 'CUPPENr O R "MOST RECENT" 
OBJECT WITH SOME ATTRIBUTE. AND WTIEN A NEW '^YI.UE IS C0MPLI1ED. THE 
OLD ONE MUST Bf DELETED. 

USED-fOP FH.L. . 
FSFOP 540 S G S CBO FJS F7S 17. 

FJ35 WFIEN A DUMMY 15 USED TO PfRPFSENT ONE f XPRESS10N IN ANOTHER. AND TF 
AFTER SOME PROCESSING. THE VALUE. OF THE FIRST I S TO BE REINSERTED 
INTO THE SECOND. THERE MUST BE SOME RECORD Of THE RELATION BETWEEN 
THE TWO FOP USE AT THAT TIME. 

USEO-FOR TEST4. 
KS-FOP CIS CSA. 

036 WHEN SOME OPCPATION IS TO BE DONE ON ELEMENTS OF A I INKED STRUCTURE OF 
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F, LISTING Of THF KNOWLEDGE STATEMENTS StudM 

ARBITRARY LENGTH, CTR O N ft Sf I Of APOPPARY S l r F . IT NEEDS TO fTE. 
IMPlEMENff.0 OS 0 I OOPI NO PROCESS HIAl GOES FPOO ONL' END Of THF 
S T P U C n C ' C TO THF OTHER. OP THAT E >HAUSTIVEIT PROCESSES THF ELEMENTS 
OF 1 HE Sf T. 

USED f O P H l . L . 
F S - F O R MZO M30 MSO fISS C I S CZO CSO CSO P7 Pi Pf, P7 RQ R<1 0,-S 030 V3I 

.̂'a? V33 V33P V3' i OSO OS J h S ? Ft63 0/1 OEM US. 
037 WHEN ft PROCESS I S TO OF KPMlNAYfD. D f l F I F P S CONIPOl SIGNiTt S. 

USED-fOP H I . ! . . 
F S - f O P V S O FtfeO MSO. 

Q30 0 SJGNol. THAI I E HOS TO DELETING UNNFCESSARr SIGNALS SHOULD [TE INSLPTCO 
ElEfOPE OH C P S . 

USE'D-f OP 01.1.. 
F S - F O P VJS U S O V60 H&4. 

030 0 SIGNAL THAI MOV NCH HE USED BECAUSE Of t OCT' Of ENTITIES TOOT MOV 
OPPEOP I H H P , OUT 1IIAT WOIND INl f PE EPE OP OF E'E DUNOON T OT THE lATEP 
T IME. SHOULD Of E XFH H I Tl Y Of I E l f D-

USE D-f OP O i l . . 
F S - F O P vro. 

040 WHEN ft St T (IF OBJECTS I S TO PI COUNTf.D- HND WHEN MC'PE THAN ONF I S 
OVOTI.MfU £ 01 THE SHMf TIME. MLH P P I E f I PINGS ML'ST (If fXCEVDED. TO 
GET THE COPPf.CT COUNT: THIS MAY BE DONE fH C O U N T I N G THEM I N flPDf.P 
OND NOTING THAT EOfJI HOS Of C N C O U N T E D . 

USE 0 F O P 01.1.. 

E S T O P V S S . 
041 IF 0 PPOCESS HAS POSSIBLY EMIT If D 5IGNOI.5 THAT OPE NOT EVAfllNEO AND 

Of L F. T f 0 . MHEN 1HE PROCESS IS f I N I SUED- DO 0 CIEONUP OPERATION ON 
THOSE SIGNALS. 

USED-FOP HU • 
FS-FOP USD V R S VflO VRS V 9 0 OS'* OSO AGO 0 S 9 . 

04T JF 0 T PONS'0<JM..'iT K I N OLHPLMS SOW THING I HOT IS W i l l TO OTHE PS • OND IF 
THF OTHFOS i'«Pf NORMALLY NOT INVOKED Of TfP THF PRESENT TYPE OF 
TRANS/ CIF'MHT TUN. P IS NFr:fSSARY TO 0 0 SO E > PL I C P I Y. 

USED-FOP TfSTO TESTS I I ST I o. 
I S - f OP FijO n j n i H ] . 

043 W H E N O WtPloEUE STRING IS BEING LOU E C H O . Tf ST f OP I T S TERMINATION 
CON OF ON THE. LENGTH flf UIF COLLECHO STRING. IF THE STRINGS 

r.oiunro HPE o p p p o y j n o H L i U N I F O R M I N L E N G T H . 

USED-fOP TfSTG I EST 9 TEST JO. 
F S - f O P F i l l A1," 043. 

044 WHEN SCttN POlN l fPS ML 1ST OF RE ARRfiNGf D• OND WHEN THE NEW LOCATION OF 
THE S C O N POlNffPS IS NOT AVAILABLE LINT I I mF TfP SOME COMPUIOT ION, 
SIGNOI SO HCi l 1 ME Y C O N Elf RioRRONOfD t*l THE LOTfR TIME . OND DO TEC 
PE Oil 1 RE! 0 CUHRUlHl J O N WEE OPE TIC SIGNAL I S f'AMlNEI). 

USE'O-f OR U S U I 1 E S T JO. 
F S - f O P HSO A7S 0 7 7 0 8 S . 

01S 0 LOOPING PROCESS E>ECUHS Ft RROGPOM SEGMENT Rf RFATf DL Y. RETAINING 
CONTROL UNf H a TEPMINOTJUN CONDI HON IS 1RUF. 

USED-FOP H l f . 
KS-FOP P r R4 REi R? PFJ R9 V30 V31 V3? V33 V33P V34 AS."! OS3 FiS9 067 

Fi73 MVS OEM ABS 09. 

045 WHEN Ft LIST VmLME JS BEING fOPMED By (OILECTJNG PIECES. MHEN A NEW 
VALUE I S ff'f-'Mf-D. THE 01 D SHOULD DF DELETED. 

USLD-EOP ALL. 
E S - FOR MSG A 7.3 MP3 07 B8. 

04 7 W H E N THF OUTPUT Of 0 PROCESS I S EC INO COUECTfD OS A I 1ST • 1MT FIRST 
TIME o «VtUlf- IS COLLECTED Rf.OUlRFS ON INITIAL lTOTHTN OF T I C LIST 
THAT I S U S E D OS T I C COUFCTfO R E S U L T . 

U S E D - r O P TEST 1 0 . 
F S - F O P MS 7. 

040 W H E N AN I NT) TV I S SCANNED. COPIES Of WHICH MAY ME USED FtT LOTfR 
POSIT JUNO IN TIC SCAN. P S POSITION SHOULD Elf NOTED OS SCmNNED; If 
J TS fjvOFP OF EtPPE FtPANU; IS ALSO USl D I A H P , HEAT SHOULD ALSO EC 
RECOPDf 0 MS SCANNED. 

USED-fOP TESTS TfSTO TEST1A. 

F s - f O P nor. 
049 H F C N Ft I DOPIER PROCESS I S TESTINO f OP 0 CONDITION WHICH WILL' EC TRUE. 

IF T IC LOOP TfPMINOTfS Mf Tf P EXHAUSTING ITS PONGE . AND WHEN SOME 
ACTION IS 10 OF T OF E N If THE I OOP TERMINATES PRE MOT I d . I.Y . MC 

. SJGNOI E O P TIC LOOP SHOULD Of FCK LOWED OY a SIGNAL FOR THE 
PREMATURE TERMINATION ACTION: IF TEC LOOP f LH f 11 L S P S RANGE, TEC 
I FtT IE P S1GNMI MUST OF REMOVED. 

USED-FOP TFSTG 1 f ST9 H S P O . 
FS- FOP FtG3 mSO H69. 

OfcO WHEN M NEW ENTITY IS T O Of (OMRAPED 10 PREVIOUS ONES Of P S P R E . MHEN 
NO OHCPS (if- P S TYRE E M ST Yf T . OND WHEN SOME PROCESS IS 10 EC 
DONE ON EAR UPC Of THE COMPARISONS- TIC SIGNot TO I N P J o l f THAI 
PROCESS SHOULD DE I M P If D I N PLACE OF TIC COMPARISON TEST 
I N I T l H l J O N SIGNAL. 

USED-TOP TESTS I f . S I 9 T E S T 1 0 . 
F S - f O R HS3I . 

051 WHEN A S I G N m I IS TO Ot I M P 1 ED 10 CLEAN UP EXTRA OCCURRENCES OF SOME 
S I G N m I . 10 07010 U C NECESSITY OF ON 001)1 TJON*il C0NDP10NOI. RPOGPmM 

SEGMENT TO REMOVE TIC CLEANUP SIGNAL IN CASE NONE Of TIC OTICPS 
E* 1ST. MAEE SUPL 1»CPF IS AT LE0S1 ONV OF TIC OTICRS: C M 1 T A DUMMY 
ONE IF NFf*f SSF'tRY: TIC CLEANUP SIGNAL MUST OE REMOVFD I F I T W I L L 
UNOFSIPAflLY C(EF'«N LP fUTllPE OCCUPRENCfS Of TfC OHCP SIGNfTLS. 

USED-FOP TESTS TfSTS TF.ST10. 
I S - F O P 0631. 

0S7 WICN COMPAPINO TWO STRINGS. ONE Of WHICH HOS NOT YE T H fH) 
TRANSFORMATIONS APPLIED TO I T . IF SOME SEGMENT IN O N E S T R I N G I S TIC 
OUTPUT Of SOME TRANSf C1RMA1 ION. 0 CECD' MUST Bf. MAOF FYS TO W H E T H E R 
T I C OTHER STRING MIGHT BE SO TRANSFORMED-

USED-FOP TEST9 TFST10. 
IS -FOP FtGO. 

0S3 RENAMING ONE STRUCTURE TO ANOTICR CONSISTS CC REMOVING E L E M E N T S F R O M 
TIC FIRST AND DD01NG TFCM T O TFC SECOND. 

LFSfD-fOP ALL• 
IS-FOP C70 PZ P4 P6 P7 R8 P9. 

> > > I < < <. 

21 T I C FIRST INSERT I (IN IN T I C P1GMT-HOND-S10E GOES FTT TEC T O P Of tSMPX. 
USED-FOP ALL. 
FS-FOP T l TT T3 T4 TS TB TB T9 T9F TJO T l 1 T I T T13 T1S T l ? T I B T19 

T?0 TPS TS? Dl 03 OS 07 D9 D P 013 014 OIS 0 1 7 0 1 0 0 1 9 0 9 J 

096 RZO R : 3 PZB P?7 RPB PJ9 M10 M.-O M30 MSO M55 MSO M62 

M6Ji C l? CSC PZ PA R6 P7 P B P9 VIS 030 V3J V 3 ? V 3 3 V 3 3 R V 3 4 

OZO A3J A3?. 034 A3S OS? AS9 F»S4 OS? 073 0 8 3 . 
ZZ TIC FIRST TWO PIGEIT• HAND-SIDF INSf.PTIONS ARE ORDERED OT T IC T O P OF 

:SMPX; WHEN IT IS OESIREO TO 00 ONE THING FOX LOME0 Or ANOTICR. ORDER 
TEC M N I T l A T r . ' SIGNfCS fCCOPDIMGLY. 

USED-FOP ALL. 
FS-FOR SIO S13 S I S SIS SI? SIB S3S SGO SGS PC. T , r l T£3 T ? 6 0 T 2 9 T 3 0 

iso T S I P J O c: cs C B vso rro F3S f ro op oir oin ni? A I O 

024 AZG o : 0 041 0S1 AS1 A63 07S 0?S. 
c3 TIC FIRST THREE PI GMT - HAND - SIDE INSERTIONS "PC ORDERED A T TEC T O P Of 

:SMPX: WFCN IT IS DESIRED TO 00 ONE THING fOLLOLCD BY A S E C O N D 
FOLLOWED BY A THIRD. ORDER TFC M N P l O l f SIGNALS fCCORDJNGI.Y. 

USEO-FOP OIL. 
IS -FOP S4P CIS CSO C60 VSO FJS F7S '119. 

?4 WHEN IT IS OESIREO TO INITIATE SOME PROCESS O N ELEMENTS Of" A S E T OF 
INPUTS IN 0 RAPTICULOP OPOfP. WHEN TEC I N I T I A T I O N SIGNYYL I S 
DISTINCT FOP fVCH. AND WHEN ROSSI BIT MORE THAN ONE Of T H O S E 
INI TI ATE SIGNALS IS AVAILABLE AT TIC 1 H C Of H C O C C k . I T I S 
NECESSARY TO DETERMINE THE FIRST FtND SECOND ELEMENTS OF T H E S E T . 
INITIATE THE PROCESS ON THE FIRST. AND REASSERT H C E L E M E N T T H A T 
GlUf.S PISE TO H C CHE CF FOR IN IT IAT ION ON H C SECOND SO T H A T I T 
WILL Bf EXAMINED AGAIN I A U P ; HIE RE MUST ALSO OF A SECOND 
RPODLCTION THAT FMCS IN CASE NO SECOND IN IT IAT ING E L E M E N T E X I S T S . 

USEO-fOP ALL. 
FS-fOP RIO PJS. 

ZS WHEN 0 RPEDJf .AH. WHICH IS NOT A NOM'LLCNT. IS USED IN A reOOU£TI0f« 
WITH ANOHCR PREDICATE NOT A NONFLUF.NT * WHEN THE ARGUMENTS O F TFC 
TWO PREDICATES ARE INDEPENDENT. AND WECN THE SECOND P R E D I C A T E I S 
TRUF. OF SOME INSTANCES THAT A P E NOT 'NEW* . TICRE MUST B E I N TFC 
CONDITION OF TFC PRODUCTION SOME WAY Of E>CIUDIN0 HC I N S T A N C E S 
THAT APE NOT 'NEW'. 

USE 0-F OR FtLL. 
IS-FOP V5 VSO FBO. 

26 WHEN A PRODUCTION INSEPTS A NEW INSHWCf O F SOMETHING NOT A N O N F L U E N T 
OCCURRING IN ITS CONDITION. AND WHEN IT DOESN'T CHANGE.' TFC 

• CONDITION SO THAT P WON'T MATCH. IT MUST RU1 SOMETHING T H A T WILL 
ULTIMATELY CHANGE H C CONDITION BEFORE H C REPETITION I N T H E R H S . 

USED-FOP ALL. 
IS-FOP VS. 

2 7 WHEN ELEMENTS I T A SE T APE TO BE PROCESSED I N A PARTI CUE AR ORDf.R. A N D 
WHEN H C CHECK FOP INIT IATING H C PROCESS ON AN ELEMENT I S TFC S A M E 
FOP T I C ENTIRE SET. DEHPMJNE H C 'LEAST" ELEMENT AS Y E T 
UNPROCESSED. INIT IATE TFC PPOCESS ON IT. AND PE -ASSERT T I C C H E C K 
SIGNAL A f U P IT FOP A LATER PE EXAMINATION. 

LfSEO-fOP ALL. 
IS- f OR AST BS. 

28 WHEN 0 PRODUCTION TESTS 0 CONDITION AS 0 RESPONSE TO SOME SIGNAL. AND 
CHANGES CONDITIONS IN A WAY THAT OHCP CONDITIONS R E L A T E D TO T H A T 
SIGNAL MIGHT BECOME TRUE. P IS NECESSARY TO ASSERT HC S I G N A L 
AGAIN. 

USLD-FOP TESTS TESTE! TEST10. 
I. S-FOR 061. 

2 9 WHEN Ft PRODUCTION DELETES VALLC5 FYND INSERTS VALUES FOP TFC SAME 
PREDICATE. AND WHEN SOME OF TIC DEL ET IONS MAY BE ON V A L U E S TFC S A M E 
AS TIC INSERTIONS. TEC DELETIONS MUST BE DONE FIRST. 

USE0-fOR ALL. 
IS-FOR IS 131 141. 

210 IF A LOOP BODY CONSISTS Of TEC FIRING O F ONLY ONE PPOOUC T I ON. EACH 
SUCH RPODLCTION SHOULD INCLUDE H C HPMINATJON C C I N D U I O N j $fPf*ATC 



SU-UM I 1ST INS 0* THE KNOV/ltOGt S T A T E M E N T S 

P R O D U C T I O N S ' ^ f N E C E S S A R Y u THE HOD* I S TO HE I>i.cinro WHEN THE 

T E PMI N'-'«T JMN C O N O 1T K I N I S 1 RUF . (TP .1 r SOME T H J NG SpE CHIT IS TO Ot 
DONE ON TE"P'1 ]NATION. 

U S E O - F O R A l . l . . 
I S - F O P V< P4 P O F'V PA PIT A^f. L\3| V.n;- A - H P 1*3-1 nsr AS3 ASS FiE57 

A V T A/!') A A I AAS OA. 
r 1 1 A PPOffSS F A N Pf TAIN C O N T R O L fir P U T T I N G MS C O N I P O I SIGN«HS F IPST I N 

THF. P U S . 
USED-FOP Al. l . . 

I S - F O P FT PG PV '730 U 3 | ' . ' - I? VH:i U 3 J P U3'l AS," AS? A M ART. 

T i f l ENOW. EDGE S l n l f M N T S i ) M S 3 I I ' 

AVERAGE USES Pf P PPO.MIf.T ION. N - P ' . f i* . Q f . FlS. ? - O . G S A 

W I T H ' 'Ap i \ i\T.f s r . : ' S . 3. sr. A . G K ' M E G . L E T S , A . ™ svUAPftn 01 S T 01 H U H O N fir I S ' S 071R PPOOuCUONS 

N V N B E P OF E S ' S ' 0 1 7 3 4 S G V 0 51 10 11 17 
N O . OF P ' S N S S ? S S S G 4S 7! 51 V 1 1 A A 0 

or g v E G si ;n G O 11 o 4 0 i j 0 A 
C L A S S ? 177 I OS 11 J3 o A ft r, (1 A A 0 n 

-57 P R O D U C T I O N S , T F S T S . P R O C E S S T IME 11 M I N . 33. P SEC 
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