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Abstract. This paper describes a production system implementation of Bobrow’s STUDENT
program. The main features of the new program, Studnt, are described. Contrasts
between the two versions are pointed out. A discussion of the implementation brings out
several properties of production systems, especially with regard to control.

Studnt is then used as an example of the embedding of knowledge in a production system.
The knowledge in Studnt is expressed as 218 natural fanguage statements of three types:
task-oriented knowledge, implementation and programming techniques, and knowledge
aboul produclion system control. Task-oriented knowledge is characterized by an abstract
model with 16 statements, which can be organized as a problem space. A detailed example
ilustrates how the knowledge is mapped to the production rute form. The knowledge is
largely at the problem space lavel, with about a fourth of the statements dealing with
programming techniques, and a much smaller fraction dealing with production system
control. The knowledge analysis brings out the importance of the explicitness of
unordered production systems with respect to determining the knowledge encoded in each
production. The model of knowledge acquisition suggested by the analysis indicates
unique properties for production systems with respect to programming, debugging, and
augmentation. The analysis gives rise to some measures along eight understanding-system
“dimensions, Comparisons with other research and consideration of the processes involved
in the analysis point up the need for further work on this approach.
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A. Introduction

This paper is concerned with Studnt, a production system implementation of the
STUDENT program of D. Bobrow (1964a, 1964b). The analysis of STUDENT grows out of a
more general research program whose aim is to rationsiize the field of artificial
intelligence (Al). The purpose is to clarify the scientific issues involved in Al to
characterize and justify the methods, and to firm up the theoretical and conceptual basis
of Al. 1t is hoped that this would give better direction to research, bring about better
teaching and learning of Al, improve the quality of reporting of research, and in general
make Al more productive. The approach is to try to extend some sound preliminary work
{(Neweli, 1969} by iooking at specific Al programs. Given any system, questions were to
be asked along the lines of: "Where is the intelligence in it?", "How does its behavior come
about?", "Whal are the methods it uses?”, "Is there some measure of its effectiveness?",
and "Can we measure the relative contribution of its parts?™ These questions erise
naturally in the context of Al programs whose basis is heuristic search, where analysis and
experimentation can lead, in a straight-forward way, to satisfactory answers. For instance,
in evaluating a chess heuristic like the sorting of capture moves according to the value of
the captured piece, it is possible {0 test various versions of a chess program and contrast
their behavior.® That kind of evaluation is in consonance with the scientific tradition of
gathering knowledge by controlled experiments. It is not possible to carry over that
approach to an analysis of STUDENT because apparently minor variations in STUDENT's
structure can give rise to major deficiencies in its behavior, so major that comparisons
lose their significance. Therefore, we take the approach of making explicit and analyzing
the knowledge embodied in STUDENT, and in measuring the degree to which that
knowledge is understood by STUDENT. Then we can go on to determine what parts of the
knowledge represent methods, what parts contribute intelligence, and so on. This paper.
presents some initial progress, including some tentative measures, and puts forth a
conceptual structure that may shape future work,

The goal of exploring the properties of production systems (PSs)ee as an Al
language provides a second molivation. A PS program specifies everything in its behavior
in terms of condition-action rules. The conditions all refer to a common Working Memory
which is lhe complele dynamic knowledge state of the program, and actions are simply
thanges to that knowledge state. In practice, the numbers of conditions and actions are
both in the range of half a dozen to a dozen. There are no control primitives as such, but
rather control is achieved through explicit elements of the Working Memory. From this
small collection of rather abstract properties, there are some features of PSs that we
might look for in a PS program: uniformity and explicitness of expression of the knowledge
content; flexibility and intelligence in the sense of doing a significant amount of condition-
testing for each small sequence of actions; flexibility also in the sense of being able to
respond to unexpocted items in the knowledge state; and modularity of knowledge
organization, following from the way knowledge is encoded in small, independent units. In
addition {o these attractive properties, there is evidenca that & PS-like organization is
prominent in human cognition (Newell and Simon, 1972). The task area of Studnt is hardly

@ This is being done by James Gillogly, as part of a Ph.D. thesis, in preparation.
@® PS5 is used to abbreviate production system in this paper; PSs is its plural; P will be
used to abbreviate production, plural Ps.
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one thal places demands on the language that will exercise all of those properties, but
nevertheless we will get some preliminary data from examining the extent that STUDENT's
siructures and concepts have changed in order to be functionat in a different programming
environment.

The choice of STUDENT was based on personal preference, on the availability of a
good descriplion of the program, including a listing of the program in a rule-based
language, and on simplicity and expected ease of implementation,

Input to STUDCNT (the original) was a story problem expressed in a highly
restricted subset of natural language. STUDENT converted that to a set of equations plus
a sel of unknowns to be solved for, and then solved the problem. It was able {0 apply
optional transformations, consult a global store of "knowledge", and ask the user for more
information, in case lhe set of equations derived from the input was insufficient for a
solution. A typical probiem is:

"The price of a radio is 69,70 dollars, If this price is 15 per cent less
than the marked price, find the marked price."

STURLENT s version of the equations and variables to be found can be expressed as:

. {price of radio) = { {69.70) X (dollars) )
{price of radin) = { (.85) X {marked price) }
(solve-for (marked price})

STUDENT’s answer is: the marked price is 82 dollars.

Studnt is designed to do only part of the above, namely, the translation from
English-subset expressions into algebraic equations. Studnt thus includes the most
interesting segments of STUDENT from the point of view of probiem solving and natural
language processing. In addition that portion of STUDENT was written in a readable PS-
like language (Meteor), and the relevant parts of STUDENT were included in Bobrow’s
report (1964a), so that the present implementation follows the content of original rather
closely. The omitted porlions, except for the equation-solving process, seem 1o be
straight-forward extensions of Studnt, while the equetion-solver is a distinct piece of
program and rather peripheral to the interesting natural language and problem-solving
issues.

S0, given a problem similar in form to those given to STUDENT, Studnt outputs: a set
of equations; the set of variables in those equations as represented by the natural
language text of the input; and a set of variables to be solved for, In addilion, Studnt
outputs the equivalences thal it is assuming betwean cortain phrases {which became
variabies) in the natural language lexi.

Section B contains a description of Studnt, with progressively more detail towards
the end of the section. The material starting with Section B.4 is optional for the first
reading. Section C discusses the knowledge content of Studnt, and investigates knowledge
interactions in forming the Ps. Somc of the appendices deal with details of the Studnt
processing, while the others are relevant to the knowledge section, as will be explained

below,
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Studnt Introduction A,

Studnt is implemented in Psnist (PS analyst), a PS language specifically designed for
Al applications, A PS is an unordered set of rules, Ps, specifying changes to a symbolic
mode] of a situation, to be applied according to satisfaction of explicit conditions on that
model. In Psnlst, condition- or left-hand-sides (LHSs) of Ps match an associative,
unstructured Working Memory of data instances (items), each of which is a list headed by a
predicate, followed by arguments. On malching, changes as specified by the action- or
right-hand-sides (RHSs) are made to the Working Memory, either adding or deleting
instances. The match distinguishes between new and old dats, and Ps ars selected for
matching according to a stack regime whereby those relevant to the newest data are tried
first, with older ones pushed down for later consideration. The stack is called :SMPX, stack
menmory for production examinations. The set of Ps is thus ordered dynamically, not
statically, if indeed it can be considered to be ordered at all. The following is a typical P:

T1; "HOW OLD->WHAT" :: TFSCAN(X) & EQHOW(X) & LEFTOF(X,Y) & EQOLD(Y)
& LEFTOR(Y,Z) ‘
=> MODLEN(-1) & EQWHAT(X) & WORDEQ(X,'WHAT) & NOT WORDEQ(X,"HOW)
& LEFTOF(X,7) & NEGATE(ALL);

"T1" is the label, "HOW OLD->WHAT" is a comment string, and the condition {LHS) and
action (RHS) are conjunctions separated by "=>". T1 is intended to recognize the sequence
“HOW OLD" and change it fo "WHAT", deleting and updating "LEFTOF* links. This brief
descriplion should be sufficient for the reader to follow the examples scattered throughout
the text. Appendix A gives a more systematic explanation of Psnist features and explains
-in detail the various characters that are output by the running interpreter,
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B. The Studnt Production System

B.1. General overview

The main processing of Studnt is driven by a single left-to-right scan of the input,
dividing it into smaller units calied chunks, which are then parsed before continuing the
scan. During this initial scan three things are done to provide information for the parsing
process. First, simple string transformations are made, mapping the input to a form more
acceptable to later processes, for instance, "twice" is converted to "two times". Second,
dictionary tags are aitached to key words, for instance, “times" is tagged as an operator of
class "OP1". Third, the initial scan detects the operator, in the portion scanned, which has
the highest "precedence”, according to the parsing scheme to be described beiow. After
the occurrence of a questian word or phrase, the initial scan goes into FV mode (FV for
find-variable). Each type of FV, as determined by the first word, has its own chunking
cues, and each chunk becomes a variable, which requires no parsing.

The parsing of a chunk is based on a system of precedences, in such a way that the
chunk is split at the leftmost operator of the set of those operators having the highest
precedence in the chunk. The chunk is split into two chunks, and each of these is
processed in the same way. The precedence system, for instance, assigns a high value to
"is", the main equation operator, and lower values to "plus”, "times", and "the sum of",
respectively. That is, the higher-precedence operators are assumed to apply to higher
levels of the resulting expression tree, for instance, "a times b plus ¢ times d" is taken to
mean "(a times b) plus (¢ times d)",

When a chunk can be split no further, it is taken to represent a variable. Thus,
noun phrases are determined by their boundaries (operators and delimiters), and the only
knowledge about internal structure consists of the features used in determining
equivalence with previous noun phrases. Each variabie is compared to each previously-
determined variable. Two variables are the same if they have the same words in the same
positions, with the following exceptions: a phrase which is the "head" of a previous phrase
is taken to refer to the same object, for instance, “the number of fish” wiil match to a
previous phrase "the number of fish in the pond"; "the" corresponding to "a" is taken as a
match; and so on. The features used are independent of the meaning of the nouns ubsed,
and dependent on properties of structure and function words (pronouns, determiners), A
variable containing "this” might be taken as referring back to some previous variabie, in
particular the "subject" of the previous sentence (for sentences of the form "xxx is equal-
to ..", where xxx contains no operators).  Alternatively, "this" refers to a whole
expression, as in "this product”, provided the previous sentence had an operator as its
main connective different from EQUAL,

After each variable has been éxanmined, the pieces of the original sentence are put
back together into a tree-struclured expression according to labelis that were formed as
the chunks were split. That is, as each chunk is split, a marker is formed for each half of
the chunk, with a pointer back to its parent; the halves become operands, the parent
becomes the operator at the node of the tree. The label of the parent chunk in turn points
to its parent, and so on. The tree is built from the bottom up until labels run out, and if
the operator at the top of the tree is "EQUAL", it is noted as an equation.

5 8.1



B.1 The Studnt Production System Studnt

The subdivision of FV (find-variable} chunks is quite distinct from the preceding. An
FV chunk is simply a list of one or more FVs, delimited in special ways according to the
initial words of the FV chunk. For instance "What are" is foliowed by two or more FVs
separated by "and". As another example, "How many .. do .. have ?" is taken to mean
"whal is the number of ... ... have ?", that is, the FV starts out, “the number of". Each
portion of an FV chunk delimited in these special ways is taken to retfer lo a variable of
the problem, and a comparison is made to previous ones untii a match is found.

When the end of the input is reached, unreadable internal representations are
transformed into lists suitable for outpul. The natural-language text corresponding to
each variable is collected into a list, and variables determined to be FVs are gathered into

a single list,

B.2. An example problem in detail

This subsection summarizes Studnt’s processing on the example TEST2. This should
give a good idea of how Studnt works in a general way; fine delails of the actual Ps and
data representations are given in later subsections,

The run begins by inserting the full representation of the text of the problem into
the Working Memory {(Figure B.1). The last insertion gives the external representation of
the text..

INSERTING (ASCAN P3-1) (PROBLEM PB-1) (TGSCANFIN $8-1)
(LEFTOF $SB-1 A1-1) (EQA Al-1) {(WORDEQ Al-1 A)
(LEFTOF Al-1 F2-1) (EQFIRST F2-1) {(WORDEQ F2-1 FIRST)
(LEFTOF F2-1 N3-1} (EQNUWMBER N3-1) (WORDEQ N3-1 NUMBER}
(LEFTOF N3-1 P4-1) (EQPLUS P4-1) (WORDEQ P4-1 PLUS)
(LEFTOF PA-1 #5-1) (EQ6 #5-1) (WORDLQ #5-1 6)
{LEFTOF #5-1 16-1) (EQIS 16-1) (WORDELQ J6-1 IS}
(LEFTOF i6-1 E7-1) (EQEQUAL E7-1) (WORDEQ E7-1 EQUAL)

(LEFTOF $34-1 N35-1) (EQNUMBER N35-1} (WORDEQ N35-1 NUMBER)
(LEFTOF N35-1 ?736-1) {(EQ? 736-1) (WORDEQ 736~1 7)
(LEFTOF ?36-1 SE-1}

(STRLENGTH 36) (ENDMARK SB-1) (ENDMARK SE-1)

(TEXT : :
(A FIRST NUMBER PLUS 6 1S EQUAL TO A SECOND NUMBER .
TWICE THE FIRST NUMBER IS THREE TIMES ONE HALF OF THE SECOND NUMBER .
WHAT ARE THE FIRST NUMBER AND THE SECOND NUMBER 7)}

Figure B.1 Initial Working Memory contents for TEST2

B.2 - 6
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The portion starling with the first LEFTOF and ending with the last LEFTOQF is the internat-
representation of the text, which is the argument of TEXT. Each word of the text has
associated with it a token, Al-1, F2-1, N3-1, etc. A token consists of the first letter of the
word concatenated with the position of the word in the text, then "-" and a number which
gives the number of tokens thal have been generated from the identifier which precedes
the "-" (the final number insures unigueness for all such generated tokens). Relations are
then attached to these tokens (the slructure of token names is never used internaily).
LEFTOF gives relative positions of tokens in the string, while EQwww (for some word
www) and WORDLQ relate the tokens back to the external representation. (Why two
predicates are necessary for this is explained in Section 5.4.) The two tokens SB-1 and
SE-1 are ENDMARK’s marking the left (beginning) and right {ending) ends of the string,
respectively. The first insertion, (ASCAN PB-1), is a signal that the problem is to be
checked for clues as to whether it is an age prob'em. This age-problem check must be
done before everything else, because transformations and other processing depend on the
result, PROBLEM gives the problem an internal name, which is very rarely used.
STRLENGTH means "slring lengih”, and its value is used in making estimates of certain
quantities having to do with the monitoring processes (I Ps), which will be explained in
Section B.A. TGSCANFIN is the single most important predicate in the above list, since it
initiates the scanning process, at token 5B-1,

The first major picce of processing has to do with the text up to the first period.
The following describes the essence of this processing, ignoring many of the finer details.
The first segment is the chunk C-1: (A FIRST NUMBER PLUS 6 1S EQUAL TO A SECOND
NUMBER),  After the initial scan, PLUS is marked as an operator of class OP2, with
precedence 7. The EQUAL TO is deleted by a transformation, and IS is assigned precedence
8. The highest precedence in C-1 is thus 8, and the chunk is split at the IS, to form CL-1:
(A FIRST NUMBER PLUS 6) and CR-1: (A SECOND NUMBER). CL-1 and CR-1 are labelled so
that when fully parsed the tree for the arithmetic expression can be re-built from the
fragments, For instance, we have (LABELU C-1 1 TOP) and (LABELU CL-1 2 C-1); thus,
CL-1 has a levei-2 iabel, with parent node C-1. The U in LABELU stands for "unfinished".

A precedence scan is now done on CL-1 (picked by virtue of its being leftmost of
the “"unfinished" chunks, computed by a numerical priority; the effect of the numerical
ordering is similar to that of a stack) and a split occurs at PLUS, which is the only thing in
CL-1 which has a precedence value, In general, the precedence scan picks the element
-with highest precedence for the next split, and in case of ties picks the leftmost such.
ClL-1 becomes CL-2: (A FIRST NUMBER) and CR-2: (6). CL-2 undergoes the precedence
scan, and the absence of any precedences indicates that it is a variable chunk. The
variable identification process is done, and since no other variables have the same form, it
is given a new token, VAR-1, as its expression {(a chunk has associated with it an
expression, which may be trivially a single VAR token). CR-2 similarly becomes VAR-2. In
the process of giving the two chunks expressions, LABELU is changed to LARELF, F for
“finished”, and the presence of two "finished" chunks with the same “unfinished" parent
node (ClL-1) results in assigning CL-1 the expression formed from its operator, which was
noted when it was split, and its two descendant nodes, namely (PLUS VAR-1 VAR-2)
Having done this, control passes again to the precedence scan, which now examines CR-1;
CR-1 was formed in the first split, but was “forgotten” while the left half of the split was
being parsed. CR-1 has no precedences, and becomes VAR-3, after checking that it is not
identical to any of the other VAR's. This prompts the construction of (EQUAL (PLUS VAR-1

7 B.2



B2 The Studnt Production System Studnt

VAR-2) VAR-3), since the two descendants of C-1 are now "finished", This expression is

marked as an equation (ISEQN} by noting that it has EQUAL as its operator, and that its
expression-tree level is-1. The first chunk is now complete, and the scan resumes,
starfing at TWICE.

The second main chunk is processed in a way similar to the first, Three new
transformations are applied before it is parsed: TWICE becomes 2 TIMES, ONE HALF
becomes 0.5, and the OF after the 0.5 becomes TIMES.

The third main chunk, starting at WHAT, is an FV chunk, since WHAT is recognized as
a QWORD {guestion-word). The action on the third chunk involves splitting it at the AND,
and processing the two halves as variables. The variables (A FIRST NUMBER} and (THE
FIRST NLUMBER) are recornized to be the same, differing only in A as opposed to THE, so
that (THE FIRST NUMBER) is known to be VAR-1. Similarly, (THE SECOND NUMBER} is
VAR-3.

The portion of the Working Memory that gives the final solution is in Figure B.2.

ISEQN {C-1 (EQUAL {PLUS VAR-1 VAR-2} VAR-3))
(C-2 (EQUAL (TIMES VAR-4 VAR-1) (TIMES VAR-5 (TIMES VAR-6 VAR-3))))
HASREPR (VAR-1 (A FIRST NUMBER) (VAR-2 (6)) (VAR-3 (A SECOND NUMBER))
(VAR-4 (2)) (VAR-5 (THREE}) (VAR-6 (0.5))
FVLIST (PB-1 ((VAR-1 VAR-3)))
EQVARCHUNK (C-3 CL-2) (C-4 CR-1) {CR-4 CL-2) (CR-6 CR-1}

Figure B.2 Final output for TEST2

ISEQN denotes the two equations found; HASREPR gives external representations for each
of the VAR's; and FVLIST gives the list of FVs. Instances of each predicate are ordered
lexicographically by their first element. The EQVARCHUNK instances give whicth chunks are
assumed to be equivalent, We see that two occurrences of VAR-1 (CL-2) are noted in
addition to the first, and also two other occurrences of VAR-3 (CR-1). (The chunk names,
C-1, etc, refer to actual text segments, whereas the VAR's are more abstract, and can be
represented by severa! different C’s.)

B.3.. Comparison wilth the original

One of lhe primary differences in the overall processing between Studnt and
STUDENT is due to Studnt’s being driven by the left-to-right scan. The Meteor language
had built-in facilities for efficient scanning over arbitrary string segments to pick out
patterns; Psnlst is more general, and must do the scan more deliberately. The original
repeatedly applicd its templates to the entire input string until no more valid applications
could be made, thus imposing an order on template application as opposed to Studnt’s
order of examining texl. This means, for instance, that sentence-boundary templates in
STUDENT were all applied before, say, the breaking of sentences into equations was
starfed. Studnt proceeds in contrary fashion, making full use of all information seen in the

8.3 8



Studnt The Studnt Production System B.3

scan up to a boundary, before continuing beyond that boundary. This contrast is quite
visible in the acfual programs. A significant portion of STUDENT consisted of sets of rules,
with individual rules in those sets consisting of processing plus a branch to the initial rule
in the set. Exhausiion of one set of templates led to a branch to another set. The
corresponding left-to-right sequencing is evident in Studnt’s "§" group of Ps, which control
applications of the various rule sets at each scan point.

A second major difference arises from the internal representation. STUDENT was
written in a language specifically oriented towards processing data organized as one-
dimensional lists. The underlying tanguage for Studnt, Psnist, is designed to require all
such structure to be explicit rather that built-in, partially for the purpose of allowing
examination of just how much use is made of the string structure of the input, and partially
for the purpose of retaining generality.

This can be illustrated by comparing a specific rule from STUDENT:
(* {(HOW OLD) (WHAT) IDIOMS)
to the corresponding rule from Studnt:

T1; "HOW OLD->WHAT" :: TFSCAN(X) & EQHOW(X) & LEFTOF(X,Y) & EQOLO(Y)
& LEFTOF(Y,7)
=> MODLEN(-1) & EQWHAT(X) & WORDEQ(X, WHAT) & NOT WORDEQ(X,"HOW)
& LEFTOF(X,7) & NEGATE(ALL),

In the former rule, there are four elements: the label of the rule {actually = is just a place-
“holder, with control passing implicitly from the previous rule); the left-hand-side; the right-
hand-side; the "GOTO" field of the rule. Some rules have an oplional action sequence
between the third and last positions. Note that the Studnt P makes explicit the LEFTOF
links and the updating necessary for the transformation, while this is implicit in the
STUDENT rule. Also, the Studnt rule has a data signal TFSCAN instead of the combination
of a label, which might be the farget of a GOTQ, and 2 GOTO field. Overal!, STUDENT had
about 290 rules, which included high-level control and output printing, whereas Studnt has
about 260 Ps, so thal the advantages of the specialized notation seems to result in
compression in size of rules rather than changing the number of rules in the entire system.

Minor difierences can be noted in some of the details of the processing. Not
everything done by STUDENT was in the program as published; thus certain assumptions
were made along the way that resulted in some differences in the final results. For
instance, STUDENT used a plural convention, converting occurrences of singular forms to
their plurals ("1 span" becomes "1 times spans”) whereas Studnt converts plurals to
singulars ("6 feet” is "6 times foot"). STUDENT deleted occurrences of “the" and "a", so
that noun phrase comparisons have some automatic equivalences, while Studnt retains
those words, and uses explicit Ps to encode the knowledge that the difference between
"the" and "a" is non-essential. In this case, and perhaps others, Studnt is less general,
since it doesn’t have Ps to handle all of the cases implied by STUDENT's mechanism; this
specificity seems desirable from the standpoint of analysis of just what knowledge is
required for the task. Studnt doesn’t check for error conditions; STUDENT recognized a

few limited types of "errors” in the input problems. Overall, Studnt performs es well as
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B.3 The Studnt Production System Studnt

STUDENT on the test problems published in the original report (given the more modest
definition of "solution™), so that there is good reason to assert close simitarity in
knowledge content of the wo versions (see Appendix E for results on that set of tests).

The ways in which the control of the two programs differs can be itlustrated by
displaying the actual code for processing that resuits in parsing the input according to the
operator precedence tags. First, the rules from STUDLNT, with commentary enclosed in
A

(* (8 (31 /fOPL} & {({FN CAR (K 2)»
(/ (5 LEFT (+K 1)) (5 RIGHT (xK 3))) OPTST)
7 this stacks the left operand onto LEFT, the right onto RIGHT 7
(OPTST (8) §) (1) 8
7 the operator itself is used to determine branch target %
(TIMES  (8) ((*EN LEFT)) : *)
(* 1) : ‘ OFQK)
7 tests for nonempty, prepares to work on teft operand 7
(OFOK  (8) ((+K TIMES (FN OPFORM (K 1)
(FN OPFORM (+N RIGHT))) END}

9 the recursive step: these rules are all part of OPFORM 7

Studnt does the same thing by a loop for the precedence scan (P20-P29, P50), followed by
the split into operator and operands (C25, C60), followed by the assembly (C70):

P20; "NEW HIGH PREC" :: PRECSCAMC,X) & HIGHPREC(C,N,Y) & HASPREC(X,M) -
& SATISFIES2(MN,IGREATERP M N)) & LEFTOF(X,W)
& NOT CHUNKENDIYX,C)
=> PRECSCAN(C,W) & HIGHPREC(C,MX) & NEGATE(L,2);
P23; "PREC SCAN ON" :: PRECSCAM(C,X) & HIGHPREC(C,N,Y) & HASPREC(X,M}
: & NOT SATISFIES2(M,N,(GREATERP M N)) & LEFTOF(X,W)
& NOT CHUNKENDR(X,C)
=> PRECSCAN(C,W) & NEGATE(L);
P26; "PREC SCAN ON" :: PRECSCAN(C,X) & NOT( EXISTS(N) & HASPREC(X,N) )
& LEFTOF(X,W) & NOT CHUNKENDIR(X,C)
«> PRECSCANIC,W) & NEGATE(L);
P27; "PREC SCAN DONE” :: PRECSCANI(C,X) & HIGHPREC(CN,Y) & HASPREC(X,M}
&SATISFIES2(MN,(GREATERP M N)) & CHUNKENDR(X,C}
=> HIGHPREC(C,MX) & PRECSCANINC) & NEGATE(,2);
P28; "PREC SCAN DONE" :: PRECSCAN(C,X) & HIGHPREC(CN,Y) & HASPREC{X,M)
& NOT SATISFIES2(MN,(GREATERP M N)) & CHUNKENDR(X,C)
=> PRECSCANI)C) & NEGATE(L)
P29; "PREC SCAN DONE" :: PRECSCAN(C,X) & NOT( EXISTS(N) & HASPREC(X,N) )
& CHUNKENDR(X,C)
=> PRECSCANIXC) & NEGATE(L)

PBO; "HASOPL" :: PRECSCANIXC) & HIGHPREC(CMX) & SATISFIES(M,(EQ M 5))
=> HASOPI{(C,X} & NEGATE(Z)
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C25; "OP1 BRK" = HASOPL{C,X) & WORDEQ(X,XW)
=> CSPLIT(C,X,X) & HASOP(C,XW) & NEGATE(1);

C60; "SPLIT CHUNK" :: CSPLIT(C,LOCL,LOCR) & LEFTOF(X1,LOCL) & LEFTOF(LOCRX2)
& LABELU(C,N,P) & MXCPRIOR{M)
w> EXJSTS(CL,CR) & NEWPLOR(C) & RRENAME(X2,C,.CR) & LRENAME(X1,C,CL)
& LABELUCLN+1,C) & LABELU(CRN+L,C) & HASCPRIOR(CL,M+2)
& HASCPRIOR(CR,M+1) & MXCPRIOR{M+2) & CHUNKENDL(X2,CR)
& CHUNKENDR(X1,CL) & NEGATE({,2,3,5);

C70; "FINISH SEG" = LABELU(C,N,?) & LABELF(C1,MC) & LABELF(C2MC)
& HASOP(C,X) & SATISFIES(P,P NEQ *TOP) & HASCPRIOR(C1,PR1)
& HASCPRIOR(C2,PR?) & SATISFIES2(PR1,PR2,PR1 74GREAT PR2)
& SATISFIES2(M,N,(EQUAL (7+DIF M N} 1)
& HASEXPR(CL,Y) & HASEXPR(C2,2)
=> HASEXPR(C,<X,Y,Z>) & LABELF(CN,P} & NEGATE(L);

{(For help in understanding those Ps, the reader might refer to Section B.5.) How Studnt
encodes the choice of which ¢hunk to do the precedence scan on (P10) is not shown here,
but it suffices to note thal the choice is based simply on a numerical priority (HASCPRIOR)-
assigned to the chunks. How STUDENT makes the same selection is implicit in the
recursive calling of OPFORM illustrated above.

One further example illustrates the differences in the languages used to express the
two versions. STUDENT uses the following:

REMEMBER (.. (PEOPLE IS THE PLURAL OF PERSON}) .. }

where there are many similar phrases as arguments to REMEMBER, to set up internal
properties which are then used by the rule:

(WORDS ($1) O (/ (+Q SHELF (FN GETDICT 1 DICT}) WORDS)
which cycles repeatedly over the entire problem string. Studnt’s corresponding rule is:
D6 1; "PEOPLE PL" i: TGSCAN(X) & EQPEOPLE(X) => ISPLURAL(X,'PERSON) & NEGATE(ALL); -
Thus STUDENT could be augmented by adding rules of a natural form, but the class of such
forms was rather small, and the larger issue of significant augmentation could certainly not

be encompassed by this mechanism. One of the aspects of the Studnt knowledge analysis
below is an approach to the more general problem of augmentation.

B.4. Description of the productions

Now we describe the Ps of Studnt in some delail, in groups according to their
function, pointing out features of interest with respect to the use of PSs. Some of the
descriptions include a typical P and a trace segment (starting at "I") showing its operation.
In order to understand everything in full detail, the reader will need to refer to the
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meanings of the predicates, Section B.5, the program listing, Appendix B, and perhaps
the cross-reference, Appendix C. The groups of Ps in this subsection are ordered by
importance, which correspoends to their order in the program (though such order has no
effect on program behavior). There are twelve groups: S {scan), T {transiormations},
D {dictionary tags), P {precedence tags), M {main verbs), C (chunking), R (remaming),
V (variable identification), F (FV chunking), A (age problem), B (building output), and
I (informalion monitoring). P names in Sludnt are a single letter (the letter of the
containing group} followed by one or two digits, e.g. SI3, perhaps in rare cases followed
by another letter, e.g. V33R.

S Ps: Scanning the problem string (14 Ps)

The S Ps make lhe primary scan of the inpul, resulting in the ‘application of
transformations, the addilion of dictionary tags, the segmentation inta sentences, and the
determination of the highest operator precedence seen in each segment scanned. The
important  predicates  are: LEFTOF, TFSCAN, TFSCANFIN, ISSCANCHUNK, TGSCAN,
TGSCANFIN, TGSCANFINZ, TFASCAN, TFASCANFIN, HIGHPREC, HASPREC, FVSCAN,
ISSCANIFY. These Ps have the effect of sequencing the firing of other sets of Ps to
accomplish 1he things mentioned. This sequencing is explicit, using two signals for each
evohked process., For instance, TFSCAN evohkes the transformation processing, and
TFSCANFIN signals that the TFSCAN signal has been examined. These two signals are both
asserfed by 513 (and others), bul TFSCANFIN follows TFSCAN in being asserled, and is
therefore stacked in :SMPX until all the consequences of the TFSCAN have been examined.
The signals for major processing arc asserted as follows: TFSCAN {transformations, see T
Ps), TFASCAN (age-problem transformations, calicd optionally, see A Ps), TGSCAN
(dictionary tags, D Ps), and TGSCANFINZ (leads either to precedence checks of $S20-530, or
to FVSCAN, see F Ps). 520-530 determine the leftmost position that has the highest
precedence,

SA0 is the key to segmentation of the input at the period delimiter. The
PRECSCANI assertion in the RHS of 540 evokes the extensive parsing process on the
chunk just scanned, passing control to the P Ps. S40 also contains the start of the scan of
the next segment (TFSCAN and TFSCANFIN); these signals are stacked in :SMPX throughout
the parsing. S70 noles that the end of the input is reached, and signals the answer-
* building process (B Ps).

A typical 5 P

$13; "TF SCAN" :: TGSCANFINZ(X) & LEFTOF(X,Y) & NOT ISDELIMKX) & ISSCANCHUNK(C)
& CHUNKEEN(L)
=> TFSCAN(Y) & TESCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1)
& NEGATE(L5) & NOT TGSCAN(X);

17. SI13-1 "TF SCAN"

USING (TGSCANFIN? Al-1) (LEFTOF Al-1 F2-1) (ISSCANCHUNK C-1} (CHUNKLEN 1)

INSERTING (TFSCAM F2-1) {TFSCANFIN F2-1) (INCHUNK Ai-1 C-1) (CHUNKLEN 2)
(NOT (TGSCANFINZ AL-1)) (NOT (CHUNKLEN 1)) (NOT (TGSCAN Al-1})

This P firing moves the initial scan pointer from Al-1 to F2-1, i.e, from "A” to "FIRST", in
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probtem TEST2. C-1 is the current chunk, Transformations are invoked on F2-1, Al-1is
added to C-1, and the lenglh of the chunk goes from | to 2. This is the seventh P firing in
the process of solving TEST2.

T Ps: Transformations on the input string (38 Ps)

These Ps specify that certain sequences of tokens in the input are to be replaced
by equivalent sequences, so that the parsing process can work with a standard form of
input. Examples of transformations were mentioned in Section B.2. Some Ps achieve this
by changing external names associated with tokens, while others assert new tokens and
remove the oid ones. In doing this, the LEFTOF links are maintained, sometimes requiring
changes to the scan pointers that were set up originally by the S Ps. There are many
uses of the macros STRINGEQ and STRINGINS; for an explanation of what these expand
into, see the comment at the very beginning of the Studnt program listing, Appendix B,

External names of tokens are encoded in two ways, by EQwww and WORDEQ, as we
saw in Section B.2. WORDLQs could be used everywhere, without a need for the
EQwww’s, except that since WORDEQ has an instance for every input token, there would
be much more searching during the matching process. On the other hand, WORDEQ is
required to give a dirget link from a foken to its external name, for instance in comparing-
arbilrary phrases for identity,

The T Ps torm a non-deterministic if-statement (COND}. All of their conditions are
keyed to the TFSCAN signal, and the checking of the conditions is done in & non-
deterministic order. When a P succeeds in matching, the result is to delete the TFSCAN
signal, thus disabling any further firings of other transformations. Another view would call
these Ps a subrouline, control being passed by a data condition instead of in the
conventional way. Olher sets of Ps in Studnt also maintain control of processing in a
coherent way, but use a larger set of signals to achieve communication..

T50-T62 are used (as a sort of subroutine) by several other Ps to properly re-
arrange the global scan pointers in case old tokens become inoperative as a result of
replacement. The S Ps function as if nothing had happened.

Example:

T2; "IS EQUAL TO->I8" :: TFSCAN(X) & EQIS(X) & STRINGEQU(EQUAL TO)LX,Y)
=> MODLEN(-2) & LEFTOF(X,Y) & NEGATE(ALL,-2) '

126. T2-1 "IS EQUAL TO->]I5"

USING (TFSCAN 16-1) (EQIS 16-1) (LEFTOF I6-1 E7-1) (EQEQUAL E7-1)
(LEFTOF E7-1 T8-1) (EQTO T8-1) (LEFTOF T8-1 AS-1)

INSERTING (MODLEN -2) (LEFTOF 16-1 A9-1) (NOT (TFSCAN 16-1))
{NOT (LEFTOF 16-1 £7-1)) (NOT (EQEQUAL E7~1)) (NOT {LEFTOF E7-1 T8&-1))
(NOT (EQTO T8-1)) (NOT (LEFTOF T8-1 A9-1))

"IS EQUAL TO" is transformed to “IS" by removing the two extra words, E7-1 and T8-1,

and by fixing LEFTOF pointers to make 16-1 left of A9-1, The first insertion is a signal to
the I Ps that a change in problem length has taken place.
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D Ps: Dictionary tags (43 Ps)

. The tags applied to word tokens are: [SOP2, ISOPI, ISOPO, ISVEREB, ISPERSON,
ISPRON (oplionally, only in age problems), ISPOSSPRON {(another oplional one), ISPLURAL,
ISSINGULAR, 1SQWORD, and' ISDELIM. These tags are applied in a control environment
similar to the that for the T Ps.

P Ps: Precedence scanning and tapging (23 Ps)

P1-P3 are sensitive to the tags applied by the D Ps, adding precedence values for
cperators, Pl0-P29 form a precedence-scanning process that is called after chunks
scanned by the S Ps are split. P10 and P15 determine which chunk to scan next,
according to the explicit sequencing tag, HASCPRIOR. The unscanned chunk with highest
value is chosen,

Actually P10 also notes the next-highest chunk, and re-inserts the ISCHUNK
predicate for that chunk. This is necessary to be sure that P10 or P15 will be tried again
after a precedence scan is compleled, because ISCHUNK, as used in P10 and P15, actually
means a new ISCHUNK, al least for the CO one, Each time the match is done, though {(even
if it fails to succeed using a particular ISCHUNK as the new one), all new ISCHUNK’s
become old, and withoul the re-assertion, P10 or P15 would not be examined again,
resulting in neglecting some ISCHUNKs. So, in P10, the next-highest chunk is re-asserted,
making il new again, and stacking it in :SMPX behind other data which cause other
processing to be done before coming back for more precedence scanning. P15 checks that
no other unprocessed ISCHUNICs exist, so that no re-assertion is necessary.

P20-P29 make up a precedence-scanning loop, going from left to right in the chunk,
with the result that the leftmost instance of the highest precedence is selected.
PRECSCARN is the scanning signal, CHUNKENDL. is used to start the scan at the left end, and
HIGHPREC records the progress. The set of Ps is a loop. because each new assertion of
PRECSCAN results in examination of the elements of the set to determine the next action,

P30-P75 emit signals thal are picked up by C, M, or V Ps, depending on the
particular signal; so, after the precedence is determined, the chunk is split at an operator,
transformed according to its verb structure, or taken as a variable chunk with no further

splits possible.
Example:

P10; "START PREC SCAN" i ISCHUNK(CO) & CHUNKENDL(X,CO) & HASCPRIOR(CO,MO)
& NOT PRECSCANICO) & ISCHUNK(C1) & HASCPRIOR(C1,M1)
& SATISFIES2(MO,M1,MO 7+GREAT M1) & NOT PRECSCANIXCL)
& NOT{ EXISTS(C2,M2) & HASCPRIOR{C2,M2)
& SATISFIES2(MO,M2,M2 7#GREAT MQ) & NOT PRECSCANIXC2) )
& NOT{ EXISTS(C3,M3) & HASCPRIOR(C3,M3) ‘
& SATISFIES3(MO,M1,M3,(GREATERP MO M3 M1))
& NOT PRECSCANINC3) )
=> PRECSCAN(CO,X) & HIGHPREC(CO,0,X) & ISCHUNK(C1)

168 Pl0-1 "START PREC SCAN"
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USING (ISCHUNK CL-1) {(CHUNKENDL Al-1 CL-1) (HASCPRIOR CL-1 3) {ISCHUNK CR-1)
(HASCPRIOR CR-1 2) .

WARNING (CR-1) ALREADY UNDER ISCHUNK -2+

INSERTING (PRECSCAN CL-1 Al-1) (HIGHPREC CL-1 0 Al-1) (ISCHUNK CR-1)

A precedence scan is initiated on Cl-1 at position Al-1, its left end. {ISCHUNK CR-1) is
re-asserted so that PLO will be examined again, after Cl-1 is processed, to fook at CR-1.
P10 insures that CO, assigned to Cl-1, is the chunk with highest priority, and that no
chunk has priority between CO and Cl, assigned here to CR-1.

M Ps: Main verbs, Miscellaneous post-tag transformations (10 Ps)

M10O-MBE split or re-arrange chunks according to the main verb. M10 handles the
simple "is" case. The others are much more complex. For instance, M20 applies in
situations such as "Tom has twice as many fish as Mary has guppies”, transforming it to
"The number of fish Tom has is twice the number of guppies Mary has".

Mb60O-M75 are sensilive to outputs of D Ps, either un-doing their effects, or carrying
them somewbhat further, according to context not taken into account in the tagging. These
aclions could be incorporated into D's; their form is a carry-over from the original
STULENT, which did the tagging and transforming in such a way that assumptions about
the contexts used in M60-M75 could not be made until after all of the transformations had
been done. The left to right scan in Studnt removes that difficulty.

C Ps: Chunk splitting and re-combining (19 Ps)

C2-CB5 act on the sighals senl by P1-P9, by setting up to split chunks at the
marked operators. The actual splitling and attendant bookkeeping is done by C60. C70-
C78 put the chunks back together after they are parsed fully, with a separate P for each
of three cases, C75 and C78 are concerned with saving referents of future "this" {(this is
only done for the highest leve! in the sentence, so that C70 handles other cases). C80-
CEB5 handie bookkeeping for the "this" referents. C90 notes that a completed expression
is an equation. The important predicates for this segment are: CSPLIT, URENAME,
HASUOPCHUNK, 1SUOPDUM, NEWREFEXPR, 1SREFEXPR, ISEQN.

C15-Cb2 (except C25) are somewhat more complex than the other Ps. Their
purpose is to control the parsing of unary operators (square, squared) in such a way that
the single operands of the operators are parsed before further action is taken. This is as
if parentheses were put around the operands. It is necessary to do this because the
other operators in Studnt are binary, and expect a variable as argument. But in the case
of, say, "two times the square of the number”, the second operand of the "times" is the
unary-operator expression. Thus the unary operators insert a dummy where the unary
expression used to be, rename the unary expression as another chunk (using URENAME
and Ps C20-C22), parse the unary expression, and signal that the dummy stands for the
unary expression, so that it won’t be treated as text when the ordinary processing gets to
it (see V10). '

C70; "FINISH SEG" :: LABELWIC,N,P} & LABELF(CL,MC) & LABELF(C2,M,C)
& HASOP(C,X) & SATISFIES(P,P NEQ *TOP) & HASCPRIOR(C1,PRL)
& HASCPRIOR(CZ,PR2) & SATISFIES2(PR1,PR2,PR1 *GREAT PR2)
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& SATISFIESZ2(MNTEQUAL (+DIF M N) 1))
& HASEXPR(CL,Y) & HASEXPR(C2,1)
=> HASEXPR(C,<X,Y,7>) & 1. ABELF(C,N,P) & NEGATE(L);

1412 C70-1 “FINISH SEG"

USING {LABELU CL-1 2 C-1) {LABELF CL-2 3 CL-1) {LABELF CR-2 3 CL~1)
(HASOP CL-1 PLUS) {HASCPRIOR CL-2 5) (HASCPRIOR CR-2 4) (HASEXPR CL-2 VAR-1)
(HASEXPR CR-2 VAR-2)}

INSERTING (HASEXPR CL-1 (PLUS VAR-1 VAR-2)) (LABELF CL-1 2 C-1)
(NOT (LABELU CL-1 2 C-1))

Two finished chunks, CL-2 and CR-2, which are variables VAR-1 and VAR-2, are formed
into an expression using the operator PLUS of the parent chunk CL-1. CL-1 is marked
finished (LABELF) and is ready to be formed into the expression of its parent C-1 (that
won’t occur, though, until the second operand, CR-1, is finished).

R Ps: Renaming chunks after splitfing of a chunk (& Ps)

R2-R4 rename a chunk going from right to left. R6-R9 rename a chunk going from
left to right. R6-R9 additionally are able to name pieces of a sequence of text that were
not previously in any chunk (R2 and R4 assume a previous chunk). New pieces of chunks
as checked for by R6-R9 are added by Ps like M20. The important predicates are:
INCHUNK, LEFTOF, CHUNKENDL, CHUNKENDR, LRENAME, RRENAME. Each group of R Ps is a
loop, maintaining control structure through LRENAME and RRENAME instances. After
completion of the renaming, the ISCHUNK signal is emitted, to be picked up by P Ps.

V Ps: Variable comparison, for equivalences (26 Ps)

V5-¥37 perform a number of tests on new variable chunks (chunks with no
operators), in order to determine if the chunk, or something very close to it, has been
seen before. These tests are performed in a particular sequence, as controlied by
instances of the predicates UNTESTED, THISTESTED, EQVARREMD, and EQCHUNKTEST. V5
emits the UNTESTED, after a check for a unary operator dummy; V10 handles the dummy
case. V15-V21 check for "this" in the chunk, and resolve references accordingly. V23-
V24 remove comparisons to variables that have already been proven equivalent to others
(such comparisons would jus! be duplication of effort). V25 initiates comparison of the
new variable to all previous variable chunks, except as just mentioned. The comparison is
done by stepping through the variables to be compared, on the LEFTOF links, with either
check for equality or check for correspondence according to several special equivalence
conditions. These special conditions are checked by V31-V37, as follows: "the" = a
previous "a'; "they" matches "the xxx”, where xxx is an unspecified word, e.g. "the
Russians"; "the" may be skipped; a singular form matches "the number of zxx", where xxx
is the plural-form of the singular word (only for words that have been tagged by D’s)
"tirst number” = "one number” (the latter is in a new variable); “first number"” = "one of
the numbers" {latter is new); "second number" = “"other number" {latter is new).

VA40-VH0 note that two variables are equivalent, when the comparison goes through

the entire chunks being compared. V55 counts the variable chunks as they are compared
to the new one, in a particular sequence to prevent the P match from finding multiple
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assighments; if it were allowed to find multiple ones, incrementing the count as kept by
CHTESTED would be done only once, effectively, since each increment would use the value
of CHTESTED before any of the multiple firings. Allowing multiple firings is a feature of
Penlst; it was used to advantage in V25, to find all comparisons to be made with a single
match, buf in V25, the order didn’l matter, and no values depended on non-multiple firings.

The presence of V55 is actually not necessary, by analogy with a similar comparison
process elsewhere in Sludnt, A63-A69, The latter test makes better use of the implicit
stacking mechanism ot Psnlst; it was coded somewhat later in time than the V tests. V595
was left in because it seemed desirable to use it as an illustration of alternative methods:
-of expression in Psnlst, and because it illustrates an epproach applicable in more general
situations, where stricter control is essential.

V60 notes lhat all tests are finished, and creates a new VAR token. V65-V90 are
used to remove all testing signals from the Working Memory; this is useful in case one test
succeeds before all the others are done, so that they need not be continued. ‘

V30; "VAR =" 1 EQCHUNKTEST(C1,C2,X,Y) & WORDEQ(X,XW) & WORDEQ(Y,XW)
& LEFTOF(X,X2) & LEFTOF(Y,Y2) & NOT CHUNKENDR(X,C1)
& NOT CHUMKENDR(Y,C2)
=> EQCHUNKTEST(CL,C2,X2,Y2) & NEGATE(L);

1123, V301 "VAR ="

USING (EQCHUNKTEST CR-1 CL-2 A9-1 Al-1) (WORDEQ A9-1 A) (WORDEQ Al-1 A)
(LEFTOF A9-1 S10-1) (LEFTOF Al-1 F2-1)

INSERTING (EQCHUNKTEST CR-1 CL-2 S10-1 F2-1)
(NOT (EQCHUNKTEST CR-1 CL-2 A9-1 AL-1})

This is an example of the variable comparison process. In this case the next positions to
be tested will not be the same, since CR-1, "A SECOND NUMBER", is being matched to CL-2,
"A FIRST NUMBER",

F Ps: FV scanning and segmentation (15 Ps)

The type of scanning and segmentation for FV chunks depends only upon the initial
question-words. For instance, if a sentence starts with "What are", Studnt expects more
than one variable, separated by "and". These expectations are set up by asserting
instances of: RTANDQMGOING, RTQMGOING, RTDOGOING, RTOOESGOING, RTHAVEGOING,
RTANDPERGOING. The scan is actually sequenced by the S Ps, using FVSCAN. In-a couple
of cases, more complicated transformations are done, for instance, F45 will change phrases
like "How many fish does Mary have?" to "the number of fish Mary has". Example:

FS; "WHAT ARE FV" :: FVSCAN(X) & EQWHAT(X) & ISSCANFV(C) & CHUNKENDL(X,C)
& LEFTOF(X,Y) & EQARE(Y) & LEFTOF(Y,7)
=> CHUNKENDL(Z,C) & RTANDQMGOING(C) & NEGATE(1,4);

!'439. FB-1  "WHAT ARE FV”

USING (FVSCAN W27-1) (EQWHAT W27-1) {ISSCANFV C-3) (CHUNKENDL W27-1 C-3)
(LEFTOF W27-1 A28-1) (EQARE A28-1) (LEFTOT A28-1 T29-1)

INSERTING (CHUNKENDL T29-1 C-3) (RTANDQMGOING C-3) (NOT (FVSCAN W27-1))
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(NOT (CHUNKENDL W27-1 C-3))

Here the beginning of an FV chunk is noted, T29-1, starting "THE FIRST NUMBER", keyed to
"WHAT ARE". A signal is set up so that "AND" and "QMARK" are treated appropriately
when encountered.

A Ps: Age-problem transformations (44 Ps)

The age heuristics in Studnt closely parallel those in STUDENT, so that the foliowing
descriplion is somewhat cryptic; scanning the Ps should heip to fill in the details. Most of
the relevant predicates start with "AGE". A1-A3 detect clues to whether a problem fs an
age problem; the occurrence of any of the special words is conclusive evidence. All1-Al2
delete superfluous phrases. A15-A20 translate the occurrences of verbs like "will be" into
more suitable forms. A24-AZ28 note the occurrence of phrases that may be used later on
to modifly age variables that are not otherwise modified. A31-A35 translate age operators
info arithmetic operators, for instance "age 5 years from now" becomes "age pluss 5"
(pluss has a different precedence from plus). A38-A43 detect the need for an age
operator, as first noted by A24-A28, collect that operator, and place it in the string after
the current age variable. AS0-A59 replace an-occurrence of “their ages" by a list of all
age variables seen so far, separated by "and". These AGEREF’s are collected in the order
seen, by using a numeric argument. Pointers to all age variables are coliccted as scanned,
by A61-A69, which also do a comparison, so that several occurrences of the same age
variable do not appear in the replacement for “their”, A71-A75 replace the occurrence of
a personal pronoun by the first age variable seen. A81-A85 do a similar thing for a
possessive pronoun,

8 Ps: Build up answers (6 Ps)

Several functions are performed in building answers: chunks that are FVs are
collected into a list, replacing the chunk name with the variable it stands for (B1-B2); a
check is made for an answer unit {as in, "How many spans .."), by B3; and the external
representation of problem variables is collected for output, by B5-88. Note that the FVs
are collected in a particular order, by using HASCPRIOR. B2 constitutes a single-
production loap, continually firing until all the ISFV’s have been collected onto the FVLIST.

B5 is also a single~production loop of sorts: the RHS specifies that BUILDREPR is to
be done, followed by a re-assertion of an ANSWERBUILDZ instance, which causes B5 to be
examined again for more possibilities, and so on until the variables to be represented are
exhausted, In the variable-representation collection process started by the B5 BUILDREPR
assertion, since several variables may be equivalent, and since those that are equivalent
have the same expression but not necessarily the same string representation, HASCPRIOR
sequencing is used, so that the first representation seen in the scan is used as the
collected tist (the second HASREPR argument). '

I Ps: Information gathering (13 Ps)
These Ps are not part of Studnt proper. Rather they monitor Studnt’s progress by

counting operators, variables, equations, and FVs, and by estimating how many more of
those are likely to be found, assuming the worst case. These counts end estimates are
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recorded in SPACESIZES instances. The information as recorded was at one time used {0
atlemp! to measure the contribution of each P-firing towards reducing the combinatorial
possibilities of the final output of the process. Thus, as each piece of naw information is
added, more is known about the form of the output, in terms of a reduction in the number
of a priori possibilities, On the basis of that .reduction, the ultimate "value" of each P
might be measured, with due account being taken of the fact that it depends on outputs of
previous Ps, and 0 on,

X Ps; Examples for testing (27 Ps)

Each X P containg the initial data for an example, including signals to start the Studnt
processing. These tests are in sets of three, so that during testing, only a small amount of
storage is taken up by problem statements. The modules represented by the EXPR's were
loaded separately, and after testing, deleted, before loading the next set. Each test uses
the macro INITPROB to transtate from a string representation into a sequence of
predicates with arguments, for the internal representation. INITPROB is explained in a
comment at the very beginning ot Appendix B.

B.5. Descriplion of the predicates

In the following alphabetical listing of predicate descriptions, conventions on the
types of arguments have been adopted to shorten the descriptions and to ease
comprehension. Unforlunately, this typing is not done in exactly the same way in the body
of the program (its value was not realized soon enough). Six argument types are
distinguished, based on the first letter of the argument:

c:  chunk; a chunk is a sequence of tokens linked by LEFTOF which forms
a unit,

I+ list structure,

n: number.

p: position in string; each position is represented by a token, for which
various propéerties can apply.

w: word; the external name for a chunk element, e.g. "TIMES"

x: other, to be explained with specific uses.

Arguments that are multiply used within a predicate description are numbered. If numbers
for different types correspond, then the erguments also correspand, for instance,
{c1,c2,p1,p2) refers to two chunks, and two positions in those chunks, with pl in ¢l, and
p2 in ¢2.

The reader can refer to Appendix C to find names of Ps (Appendix B) that use these
predicates.

L}
AGECOMP(p1,p2) loop sistus for comparing age varisbles in an age problem to ses if a now one is
the anme ar onae alrandy seon; the tokens st pl end p2 ere to be compared noxt.
AGECOMPFIN(p) signa! thet an nge verisble compariwon has boen inifinted, for a now varisble
starling nt p: crostes & new AGEREF if not removed by the AGECOMP loop.
AGECOMPREM(p) deloto alt AGECOMP signats, since the teat hee failed.
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AGEOP(p,c)
AGEOPNEED(pL,pZp30)
AGEPOSSCOL(pI Lp2)
AGEPROB(x)
AGEPRONCOL(p1,Lp?)
AGEREF(p,n}
AGEREFCHK(p)

AGEREFCNT(m)
ANSUNITCHK(x)

ANSWERBLILD(x)
ANSWERBUILD2(x}

ASCAN(x}

BUILDREPR(x)
CHTCOUNTED(ct,c2)

CHTESTED(c,n}

CHUNKENDL(p,2)
CHUNKENDR(p,)
CHUNKLEN(n)
CSPLIT(c,pi,p2)

DEFOPLIST(n,w)
DELAYEXPND(x)

ENDMARK(p)
EQCHUNKTEST(c1,62,p1,n2)
EQVARCHUNK(c1,c2)
EQVARREMD(e)

EQwwwim
FVLIST(x,}
FVSCAN(p)
FVSCANEND(p,c)

HASCPRICR(¢,n)

HABEXPR(e,»)

HASIS(c,p}
HASOP{c,w)

HASCPn(c,p)
HASPREC(p,n)
HASREPR(x,1)

HASSQUARE(e,p)
HASSQUARED(c,p}

B5
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p stmis an age oporator for ¢; tho operator may be used latar in tho chunk to
medhiy an nge variable 1hat is atherwise unqgualified.

collret the words of an AGEDR, as list 1, with current collecling position p3; the
resull will fill in hntween pt and p2.

coliect words sterling at pl into | result is 1o replace the poseessive pronoun
at p2. .

x is #n age problem; this enibles spocisl heuristic tranaformationn amd processing.
collrct worde atariing at pl inlo |; resull is to replace the pronoun at p2.

p is the slorting posilion of nn age varisble with priority n {lawor means seen
bofore); an nga varisble in any ape problem varisble which starie with a person.
phrann storting st p is to be chocked to see if it is & new distinct age verisble
(AGEREF).

counl AGEREF's, for assigning priorilion to naw ones.

check for craation of an ANSUNIT, in the process of answer-buikling for problem
L3

signal that the anpwer-buikfing process shoukl begin for problem x.

signal 1he chock for inilintion of the collection of the externs! representation of
variables, in pnpwoer-buikiing, problem .

do proliminery check for keywords signifying an aga problem; x is the current
problem

buikl up ihp axlernsl string representation for varisble x.

in the variable-tast counting process, marks ¢l as having been counted wilh
respoct to tapts on ¢2

¢ hag beon loslad wilh respoct to n other chunks; inilinkized to 1 to include ¢
itealf.

element at p is st the loft end of ¢

alement al p ie at the right end of c. .

current length of current scan chunk: in n; used in I Pa.

chunk ¢ ip to be split inta two chunky, with pl directly to the left of the
oporator phrane at the aplil, amd p2 diractly 1o the right. ’

tho n'th definite oporetor found in w.

Panirt primilive for delayed owpnnrion of a PSMACRO; used hora becauue of
insertion of now, varisble texl during the problem runs.

an and of the probiem text slring io nt p (laft or right end).

tont for equivilence botween c1 and ¢2, which are assumed to be verisbirs.

¢l ond ¢2 reprasent the anme variable.

signal 1hat all EQVARCHUNK's have besn removed frem conpiderafion in the
varinbie comparigonn

the word at p in the atring in agunt ta "www",

tis alist of FVs for problem x,

signal to inilinta check far spocial FY traneformations at p.

pin ¢ marka the and of an FV; results in the set-up for snother FV to follow, or
in dotaction of the end of the input etring.

¢ has priorily m lowsr meann sean firgh, it the chunk was created in the initiel
scan; otherwise s higher value is given te the left chunk then to the right, when
8 chunk i split in two; values from latar npliia ere higher thon for sarlicr ones.

¢ har expression x; x ig withar a token referring to a varisble, or » liet structure
for the axprzssion

¢ hoe 1S a8 highest precodence sloment, st p.

¢ hpr .oporator with name w; thin will be used in conmiructing the output
OMPIBEIDN.

¢ hor OPin, for m n O 1 2, aB highest pracedence slement, st p.

p han pracodonoe n, ‘

% hag extornal-representation |; vsunlly the fist of worde for the token x of »
variabin chunh

¢ hap highost-precedonce operator SQUARE, at p.

¢ has highest.-precsdence oporator SQUARED, at p.
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HASUOPCHUNK (p,c)

HASVERB(e,p}
HIGHPREC(c,n,p}
IFDELEYED()
INCHUNK(p,c}
ISANSUNIT(w)

ISCHUNK{c}

ISDELIM(p)
ISEQN(e,x)
1I5FVie)
ISIS(p)
1SOPm{p)
ISPERSON(p)
ISPLURAL (p,w)
ISPOSSPRON(p)
ISPRON(p)
1SQWORD(M
ISREFEXPR(c)

ISSCANCHUNK(e)
ISSCANFV{¢}
ISSINGULAR(p}
ISUCPDUMIp)
ISVARCHLNK(c}

ISVERB(m
LABELF{cI,n,c2)
LABELU(e1,n,e2)

LEFTOF(p),p2}
LRENAME(p,e1,e2)
MODLEN(n}

MODLENC(x)

MXCPRIOR(n}

NEWDVAR(c)
NEWEQN(x)
NEWFV(c)
NEWOP(x)
NEWPLOP(x)
NEWPLVAR(c)
NEWREFEXPR(c)
NEWREFDP(w)
NEWSIZE(x)

NUMVARCHLUNKS (n)
PLACOPLIST(n,w)
PRECSCAN(c,p}
PRECSCAND(c)

PROBLEM(x)

The Studnt Production System B5

p s » unary oporator dummy, sel up lo hokl & pooilion in ¢ while tho unary
opmotor oxpimseion it reprosenta is parsed; resull will replace the dummy ap an
oporand in ¢. '

¢ hor » vorb as highoet precodonor eloment, at p.

the highest precodenor for ¢ is n, sl p.

nighal thal an IF haw been dolwtad in the acan; x is a dummy argument.

element 8l p inin ¢

w it tho unil in which the ancwer i to be expiessed; before the anrwer-buikling
process, it is jus! a position in the atring.

¢ iz a (nnw) complote chunk; innarted after the entire chunk hes boen initinlly
scannrd, or pfter il has boen renamed ag » result of the aplitting process.

p in a dolimilar,

c ir an nquption, with expregsion x.

cinnn VY.

pis "™ used fo eateblich pracedence value.

p ie oporator of clase m, m = 0,1,2; veod to establish precedence velue.

P i% B porson

p is the pluml form of w.

p io A popoeskive pronoun (only age probloms).

p ia & pronoun (only ago problems),

pia & quonlion.word

¢ in & roferance oxpmssien, i9, & candelete for a future “thig"; ¢ is either a
senlonce {hat iun't an aquutian or the subjoct of a sentence.

¢ in currontly being scanned; il is not an FV,

¢ it an FY, and in eurrontly being scanned.

p ia the singular form of some ward.

p ip 8 unary onporator dummy, see HASUOPCHUNK,

¢ is A variabk chunk, ie, na operators, # noun phrase; thie is » aignal for
inilintion of variable comparison processes.

pis a verb.

cl ie lbeled finiched, sxpression-tree fevel n, parent ¢2.

el is Iobeled unfininbed, exprassion-ires level n, pnrant c2.

pl is dimctly to the lofi of p2.

cl in renomedl to €2, current position p, proceeding to the loft from p.

modify the length of the string of the probiem by n; used for eatimating space
sizes in 1 Pg.

¥ ig a dummy argument; 8 chunk bountlary hae been reached: the string length
voed {o compute worsi-case space-smizen {I Ps) can be adjusted based on the
tlength of the chunk just scannpd

maximum chunk priotity number is n; used {o ansign to each chunk a unigue order
nutrbar.

¢ ip & now dintinet varisble; signal 10 1 Ps.

signels 2 now eguition ta I Pa.

¢ is p how FV, signal to ] Pa.

signel that x ie n new operatar; for [ Ps,

signal & nowly.-placed oporator to the I Pa.

¢ is a nowly.placed varisble; signat to | Pa.

signal & now reference exprassion, to become the ISREFEXPR.

eignal that w in the operator of & reference exprewsion, to 1 Pa.

sighal tha! a new space-size vector needs to be computed; x is » dummy
argument.

n dintinct varisble chunke are known,

the n'th placed oparator in w.

pracetonte sean in boing dene an ¢, current point p.

pracadence scan hes been done on chunk ¢; signel io note resull and procesd
sccordingly, oithar to splil chunk or {est as verishie.

x ig the name of the current problem ’
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PROBxxx{n..}

RRENAME(Dc1,c?)
RTANDPERGOING(e)

RTANDOMGOING(c)
RYDOESGOING(c)
RTDOGOING(e)
RTHAVEGOING(<)
RTIQMGOING(e)
SPAGESIZEN(n}
SPAGESIZES{n, 1}

STRINGEQ
STRINGINS
STRLENGTHn
TANDDIFF(c)
TARDSUM(c)
TBYIS(e)
TFASCAN(p)
TFASCANF IN(p)
TFOUT(p1,p2)
TFOUTDELAY(p1,p2)
TFOUTLEN(p1,p2,n}
TFSCAN(p)
TFSCANFIN(»)
TGSCAN(P)
TGSCANFIN(p)

TGSCANFINZ(p)
THEIRCOLL{p1,02,p3,p81)

THEIRCOLLD(p1,p2)
THEIRREF (p),p2}
THEFRREFL()
THISTESTED(c)
UNTESTED(c)

URENAME(c1,e2,p300,p5)

VARCHCOUNT(c1,c2}

VARCLEANUP(c}
WCOLLECT(c,x,p}

The Studnt Production System Studnt

whore xxx in VARS, EQNS, OPS, or FVYS, arguments are values contributing to
sphee-size as noled in the commente accompanying 11 (see Apponiin B); INDEF
i an estimala bared on siring length of what io conoiklered the worst case for
the given guantity; in, aspumptions are made on lengthn of entities giving rise to
the largost expocted count; DEF refiects actual count mo far found; PLACED
reflocta that nn aporetor or variable may be determined but its position in the
outpul expragsion tren remaing undetarmined.

cl in renamed to c2, current ponitien p, pracesding to the right from p.

signsl to apply FV trannformationn when "PERIOD™ or "AND" is scanned,
somzwhora to the right of the current ecan position; ¢ is the current scan Fv,
limiling the scopo of the aignal.

gimilar to RTANDPERGOING, for "AND" or "QMARK",

similar to RTANDPERGOING, for "DOES™

similar fo RTANDPERGOING, for "DO™

similar o RTANDPERGOING, for "HAVE"

similar o RTANDPERGOING, for "QMARK"

the number of npace-size vectors.

1ie tha n'th space-size vector; comporenis correspond fo arguments for all of
the PROBxxx's.

macro for generaling strings of EQwww'y, LEFTOF's, ate. - see comment in
program lipling

macro for generaling strings of EQwww'y, LEFTOF's, ste. - wee comment in
program lipling.

the longth of the input siring remaining to be scanned

trannform "AND" in ¢ to "MINUSS", since the differance oporator has preceoded it,
trannform "AND" in ¢ to "PLUSS", since the SUM oporstor has been soon.
transform "BY" {o "IS", as required by "EXCEEDS™

signal to check for spocial age-problom transformationn

pignal comphklion nf TFASCAN ai p.

reartange the TFSCAN poinfers that uted fo be at pl, to be st p2; necessary in
gomr trannfarmatione that actuslly re-order the string.

do a TFOUT on pl and wha! becomen to ihe left of p2, after inperlion of
gonoratad, varisbh texl.

TFOUT with a atring length adjuntivent of n,

pignal to inilinto chack for string trannformationr at p.

gignal complrtion of TFSCAN al p, ready for next stap in the acan process.

signal to inilinte chock for diclionpry tage at p.

done wilh TGSCAN st p, recard pracedenoes or do FVYSCAN; slso 8 specil signal
ta initinto thp acan to begin the problem

completion of inilint sean processing al p, ready to move scan poinlor.

cobiret an age verisble starting ot pd, current collction position p4, lis! of text {
to bo inrerint along with othor varisbies botween pi and p2 whon collectod.

age refersnce starting at pl hes beon colwcted, for “THEIR" which in to be-
repkaced nl p2. . )

o signal to collrct o fint of all ngen seen o far, which are referred to by
"THEIR", and put thom botweon pl and p2 whon collecled.

a list of alt toxl colleclod mo far for a "THEIR" replacement; ench varinble is
colc tod aopirotely and then added to thin lind,

the vurisbie tost for “THIS" has boon done for ¢ signals the initiation of the
mateh of ¢ ppaingt other variebln chunkr :
¢ ip not toclad with respoct 1o equivalences with other variables; signale for the
firgt of a porien of testa fo bo etarfed’

¢1, which in the operand for a unary oporater, is to be reramed to be c2;
renaming in currently at p3, to be terminated at pf; on tarmination, the chunk is
to be sphl at p%.

signals failura of equivalence teste of cl with respect to ¢2; chunks are countad
afler being tented.

cloan up aeserlionn hoving to da wilh the testing of ¢, since the result is knnwn.
colret words for ¢, wilh sxpression x, at p.
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WORDEQ{p,w) tho word al pis w.
WORDINS macro for gonprating EQwww and WORDEG for » string position - see comment
in program listing. ‘

B.6. Conclusions on the implementalion

This subsection considers the following aspects: validation, program control,
representation, and efficiency. First, in order to verify that Studnt is close to the original,
Appendix E gives the results of test runs on 27 problems as given in the original
publication. All of Studnt’s answers are accepiable approximations to the solutions
produced by STUDENT. These tesls used all of the Ps of Studnt except: 565, T3, T6, T7,
T19, T20, D1, D9, D13, D14, D65, D67, D75, D87, P8, P28, P65, M30, M50, C5, C50, CH2,
V21, A3, Al5 (that is, 25 out of about 260), There is no essential difference between
these Ps and Ps that were actually used for the tests, so that this deficiency is not
serious.

Programs written in Psnlst must use data signals to provide control, as is the case in
all PSs. Several features of Psnist are useful in coordinating control signals. The main one
is its stack memory, :SMPX, which is a temporary memery that effectively orders new
elements of the Working Memory by their recency of assertion. Ps are selected for firing
on the basis of this recency order, with those using the most recent data selected first,
and with others pushed down in the stack until all the consequences of the newer data
have been considered, The recency order is specified by the left-to-right order in RHSs
of Ps, such that the left-most assertion is considered to be the most recent. If a data
instance is re-asserled at some time after its initial assertion, it is given a higher position
in the recency order, corresponding to its most recent assertion, This re-assertion is
analogous to data rehearsal in other systems. Another Psnlst feature is that when a P is
selected for matching, it may fire more than once, as opposad to firing once, allowing other
Ps to be examined relative to the new data from that firing, and then returning to consider
other possible matches that were available at the time of the original match. That is, all
possible firings occur, in arbilrary order, before proceeding. Thus a set of Ps
representing steps in some process can be working on more than one input element at @
time, with muitiple firings giving the appearance of paraliel sequencing on the inputs.

In Studnt, contro! passes in various flexible ways between: S Ps and T, A, D, and F
Ps; P and C, M, and V; C and R; M and R; R and P. The 1 Ps are evoked by most other
groups. Appendix D gives a picture of the changes in control. The recursive nature of the
parsing process, thal is, the maintenance of the tree structure of the chunks, is encoded in
the labeis attached to chunks as they are split. Strict control sequencing is exhibited in
the initial scan processing (S Ps), in the splitting of chunks (P10), in the variable
comparisons (V Ps), and in the answer-building (B5). That is, the S, V and B Ps use
specific signals to perform definite sequences of steps in tixed orders. The chunk-splitting
process orders the chunks by attaching to each a numerical priority, and then processing
according to that, resulting in the appearance of a stacking mechanism. The sequencing of
the main scan, with control passing from S to (and from) T, A, D, and F Ps makes use of the
stacking mechanism of :SMPX to order the consideration of process initiation and
compietion signals, which are emitted simuitaneously by S Ps. Thet is, an S P emits both
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an initiation signal and a compiction signal, with the initiation signal processed immediately
and the other stacked in :SMPX for consideration after everything relating to the initiation
signal has been compleled, Many looping processes were noted : P20-P29, C20-C22, two
in the R's, Vi-VB0, several in the A’s, and two in the B's. A loop can easily maintain tight.
control by using a special signal which is asserted first in its actions, and which is only
used by other Ps in the same looping process. The mechanism of re-asserting data to
cause re-examination at some later point is used twice, in P10 and in B5. Multiple firing of
Ps is used to advantage in three places, V25, A63, and A67, and special care is taken to
prevent it in VH5, In V25, for instance, a new variable is compared to all previous ones,
with the set of previous ones considered all at once instead of serially. In summary, we
see that in an environment withoul conventional control primitives it is straight-forward to
achieve a variety of flexible control facilities.

The unstructured Working Memory of Psnist is intimately connected with Studnt in
two ways. The number of items in the memory is much larger than is efficiently stored in
the linear Working Memory of olher PSs. The range of Working Memory size for the Test2
example is from 115 to 321 items (these are initial and final figures, since no intermediate
values are known, but no significant differences are expected for more accurate
monitoring). The final memory size for Testl6, the biggest test, is 765. The :SMPX
mechanism narrows the focus of attention to & small portion of this mass, but even :SMPX
becomes relatively large. For instance, the maximum number of :SMPX entries for Test2 is
126, but this is probably much larger than the number of distinct memory items thalt are
referred to, since a data item occurs in many entries. Very little effort was made to limit
the memory size, since the interpreter is capable of handling such magnitudes efficiently.
Thus, these figures should no! be taken as representative. The second effect of the
Working Memory is that it is more general and more cumbersome than the special string
representation used in STUDENT, but the benefit of making everything mora explicit
counteracts thal minor difficully, as we see in Section C.

The execulion times of the tests given in Appendix E are in the range from 2
minutes to 20 minutes, with the average around 5.6 minutes (on a PDP-10 computer). This
is within an order of magnilude of whal would be considered reasonable times for these
tasks as performed by humans, One might expect a computer with the limited knowledge
that STUDENT has to do an order of magnitude better than that, so that PSs seem not
particularly speedye. Two fthings might easily make this order of improvement: more
efficient implementation of the interprefer, and some way of compiling Ps (they're run
interpretively at present). Also, the efficiency limitation may not be as serious as it
appears, because one might argue that as more knowledge is added, little is .added to total
run time, since the number of applicalions of Ps in doing a. particular task would not
necessarily go up significantly. This assumes that not much is added fo the time required
tor seleclion of the next P lo fire. This is reasonable based on limited experience so far,
which indicates that the ratio of examinations to firings is fairly low. (Humans probably
have no problem wilh huge amounts of knowledge because of some paralielism in the
recognition-selection process.) It also may be that new knowledge would interact oniy
slightly with existing knowledge, so that there would be little interference with_the

& These times are in the right range for humans; the only STUDENT figure is that it took
less than a minute (on a 7094) to do the age problem TEST6, which Studnt does In about
7.5 minutes, about a factor of 20-30 slower.

B.6 ' 24



Studnt The Studnt Production System B.6

selection processes. Thal is, things thal are relevant to present Ps would only rarely be
relevant to new onese. Memory usage is on the average about 95K 36-bit words. About
35K of that is devoted to the Lisp and Psnist interpreters. -

© This is similar to the problem space closure concept in Newell and Simon (1972), chapter
14, pages 819-820.
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C. The Knowledge in Studnt

The primary results presented in this section are based on viewing Studnt as the
result of a knowledpe encoding process. Philosophically 1his view is similar to McCarthy’s
Advice Taker proposal (1958), which laid out a plan for a general program that could
modily its knowledge and its infernal working procedures in accordance with advice given
externally. The details of McCarthy’s proposal were expressed with reference to a
syslermatization of common sense knowledge as declarative statements in predicate logic,
whereas the present approach expresses knowledge informally in unrestricted natural
language and has a PS program as ils target. That is, Studnt is analyzed as if it were the
result of the assimiation of a large number of knowledge statements (KSs) in natural
lahguage. These KSs are shown to inferact with each other to form the encoding of the
knowledge as a PS,

The general strategy taken here is appropriate when viewed in the framework of a
knowledpe acquisition approach to Al. This general approach consists of several steps: a
precise formulation of the knowledge thal it is necessary or desirable for an Al program
to have; a suitable programming languape, interpretable by a computer, for the ultimate
expression of knowledge as procedures and data; and some way to bridge the gap
between the exlernal representation and the internal (procedures and data) representation
of lhe knowledge. This is to be contrasted with a knowledge generation approach, which |
helieve is implicit in appreaches using mechanical theorem-proving technigues, perhaps
inspired by McCarthy’s Advice Taker. Knowledge generation takes knowledge in the form
of axioms and operates on it according to inference rules, in the hope that knowledge
sufficient lo produce intelligent behavior will resuit. A generation approach does not
distinguish  the 1hree steps above, in part because the interpal and external
representations are the ‘same; also it is not concerned with exhibiting a full body of
knowledge, but rather with finding an adequate basis for generation. Since the generation
approach has not yet been successful, the present approach is proposed as an alternalive.
Since il is a first approximalion, some aspects have been alluded to, illustrated, and
circumscribed, but it remains informally (and wvaguely} expressed. Expressing the
knowiedge precisely in any language (natural or arfificial) is no small endeavor, and it is an
activity that has not been carried out at the present scale by any previous work. The use
of unrestricted natural language in the present work will be justified below (Section C.11).

At present, a computer program for the knowledge encoding process does not exist,
allhough no insurmountable difficulties in constructing such a program can be foreseen,
Rather, the knowledge has bren obtained by an analysis (also not computerized) that
represents a dual of encoding knowledge, namely, by a knowledge extraction process. The
extraction is based on the meanings of the predicates that compose Studnt’s Ps. Although
the KSs were oblained analytically by an extraction process, it has seemed most natural to
express them as if for use in encoding. Of course, Studnt is the result of an encoding
process, but lhere is no basis for saying what the author had in mind during that original
encoding, since accurate records were not kept,

The KSs {fall quite readily into three major classes, which will be referred to as the
N class, the  class, and the 7 class. The N-tlass statements {Ns) contain all of the task-
oriented knowledge, for instance, knowledge about how arithmetic expressions are
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represented in hatural Janguage, how fo recognize a specification of which variable is to
be solved for, how to transiorm idioms, and so on. Most of the description of Studnt in the
preceding section is at this level, loosely speaking. To organize this knowledge, we will
use and augment slightly 1he concept of problem space {(Newell and Simon, 1972, chapters
3 and 14}, and we will refer to N statements as being at the problem space level.

Q-class statements (Qs) deal with implementation knowledge. These define terms
used at lhe problem space level and provide a collection of programming technigues
suitable for the requirements of the problem space. The Qs are stated in a sufficiently
general way lo be useful in conjunction with other problem domains than Studnt’s domain
and with other programming languages besides Psnist.

The 7 class of statements (Zs) deal with Psnlst control constructs, namely the special
control features of Psnlst that affect the actual form of the Ps. The present analysis
neglects other Psnist features such as syntax and the properties of P conditions and
actions; this level is suppressed because of its straight-forward, routine nature.

In addition to the three classes of KSs that comprise the abstract content of actual
Ps, a fourlh, concrete component is central to the analysis: the predicates, which are the
problem-specific programming constructs. The knowledge extraction process is entirely
dependent on the predicates’ meanings (see the preceding section) for forming the KSs.
The knowledge encoding process as presently formulated takes the predicates as given,
and uses them at the appropriate (near-final) step in building the Ps. The prodicates are
the basic expressive primitive for ali the KSs, so that their meanings span the three
classes (N, Q, and Z).

The division of KSs into Ns, Qs, and Zs raises some interesting questions relating to
what kinds of KSs might be necessary to augment Studnt’s capabilities and relating to what
might happen to the contents of each class as shifts to other programming languages,
other {ask domains, and so on, are considered. But the division has also led to the
hypothesization of a more general model of knowledge acquisition. The model puts the N,
Q, and Z components into a larger framework, and indicates the location of some
interesting topics for further work. 1t is used to display the interdependencies of those
fhree classes, it makes more explicit what other knowledge is needed to complete the
knowledge encoding process, and it allows questions about the origins of the Ns, Qs, and
Zs to be posed. In particular there are interesting questions relating to the formation of
the problem space that is the basis of Studnl. Finally, the model of knowledge acquisition
makes contact with work by other researchers.

This section commences by presenting a model that can be used to give an overview
of the Ns; the model describes the knowledge at the problem space level abstractly, and
provides a basis for determining the relationships of various subsets of KSs. A definition
of problem space is included in that discussion. Section C.2 goes through the knowledge
encoding process for a particular P, iltustrating haw KSs interact and how contact with
Studnt predicates is made. The interactions of KSs in forming a selection of other Ps is
given in Section C.3, illustrating the uniformity of the encoding process over all of
Studnt, and raising the question of "bugs" that became evident, The encoding process is
summarized in Section C.4. We then shift the focus to the division into Ns, Qs, and Zs,
giving abstract characterizations for the Qs and Zs to parallel the model given in Section
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C.1; other aspects of the division are discussed at the same time. Section C.6 returns
to the topic of knowledge extraction, the preceding subsections having laid a foundation
for the necessary details. The more global view provided by the hypothesized knowledge
acquisition model is elaborated in Section C.7. The last four subsections, Section C.8
through Section C.11, give conclusions, comparisons to other approaches, considerations
with respect to understanding systems, and fareseeable problems in extending this work.

C.1. Characterizing the content of the knowledge stalements

The Ns are the class of KSs that deal with the knowledge in Studnt at the problem
space level, namely knowledge about the task environment and how to deal with it
{probiem space is defined more precisely later in this subsection). In other words the Ns
are a mixture of process-independent facts about the domain of afgebra word problems
and of knowledge about specific methods and control sequences that can be used to
coordinate the application of the domain facts to produce appropriate problem-solving
behavior. They are a mixture because they are what is immediately extractable from the
Studnt Ps. As we will see below in discussing the mode! of knowledge acquisition (Section
C.7}, the consideration of pure task environment knowledge is one level removed from
the problem space level, and in any case the problem space level cannot be bypassed, as
that mnde! is presently envisioned. :

To provide an overview of the Ns and to establish a vocabutary of elements and
relations, we propose a model, in the following sense. A mode! is a coherent body of
objects and relations that represents some mors complex structure, in such a way that
manipulations (relations) on elements of the model correspond to manipulations (relations)
on elements in the modelled structure. A model generally abstracts, suppressing some
elegents and relations and thus emphasizing others. In this sense a flowchart is a mode!
of the controi flow of a process.

The model of the Ns gives a global overview, grouping the Ns according to their
more global function. For instance, key terms in the model (for instance, "chunk"} are
defined at some point, have relations to other terms, are manipulated or transtormed, and
s0 on, in ways that are clearly specified in the model. For more detail, the model provides
pointers into the actual subsets of Ns. The presentation of the model at this point should
help the reader to place the Ns thal occur in the following subsections in perspective; the
model is also essential to the identification of this level as the problem space level. The
model is central to the knowledge encoding and knowledge extraction processes, but in
ways that are difficult to pinpoint given the informal stage of the present analysis. That
is, the use of such a model was evident at many places while the analysis was being done,
but a clear picture of its use did not emerge; it probably will not do so until the processes
are aulomaled. We will discuss this further below.

The model of the Ns consists of statements a. through p. below. The objects in
square brackets, such as [NS6-NG10, NS13), are sets of KSs that are elaborations of the
associated model stalement. The KSs are listed in full in Appendix F, and they will be
discussed further in the subsections following this.

a. Input: a sequence of "words", each occupying one "position”,
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Output: a set of "equations" composed of "expressions” consisting of.

algebraic wvariables (domain: real numbers), real constants, and
common arithmetic operators; a list of specific variables whose values
in the solution of fhe set of equations is sought, with an optional
"answer unit” in terms of which the answer is to be expressed; a set
of assumed equivalences belween sequences of words that stand for
algebraic variables. [N31-Ni33]},

For every sequence of words there is a desired (canonical) form, to
which the sequence is transformed. [NT1-NT32, NMI-NM11].

A word may belong to one of several classes of words; other
operations that depend on the word may use its class membarship
properties. [ND1-ND14, NM13], :

The operations of transforming the input sequence eand assigning
words to classes are correct only if done in particular order relative
to each other and within the word sequence; this sequencing is
achieved by the “initial scan". [NSL-N5S, NS11, NSi2, NS14, NP2,
NC15)

The sequences are broken into “chunks" according to membership of
words in particular word classes, and according to interrelationships
between the words in these classes.

The first subdivision into chunks is based on membership of
boundary words in a set of classes distinct from the classes that
determine furlher subdivisions. [NS6-N510, NG13].

Further subdivision of the chunks is conditional on certain class
memberships, ie., there are two ways of proceeding from the first
subdivision, [NG4, NG5],

Under the first kind of further subdivision, the chunks are subdivided
according to the properties of words of the “"operator” class, and
according to relative positions of these, as determined by a "scan”,
with each resulting chunk associated with the operator which formed
its boundary as an "operand"; when a chunk is subdivided, the chunk
membership properly of the operand parts is changed by "renaming".
[NPL, NP3, NML, NM8, NC1-NC10, NC15, NR1, NR2].

One class of words requires a chunk to be rearranged in specific
ways before it can be subdivided into variables and operators; i.e.,
"verbs", [NM2-NM7, NM12]

The resulting chunks and operators are then arranged as expressions
in a tree structure (the tree structure is thus also determined by
class memberships of its operators); such a tree structure with the
operator "EQUAL" at its top node is an equation. [NC11, NC12,
NC17]. ‘

A chunk that can be subdivided no further is termed a “variable")
variables which have similar word-sequence structure are assumed
to reter to the same algebraic variable; similarity is determined by a
set of rules; a variable may also refer (o some previous expression.
[NP4, NC14, NC16, NV1-NV18].

The second {ype of subdivision is determined in ways specific to
particutar word configurations; its result is the second output
component, i.e, the list of variables to be solved for, termed "FVs",
[NF1L-NF9},
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n. An input sequence thal is recognizably of a particular class, "age
problem”, underpoes special transformations in addition to those
normally apphed in reaching the desired (canonical) torm for
seguences of words [MALT-NATL, NAL3]

o. In an age problem, ceriain sexments of text may be copied from one
position to anolher, dependent on class memberships or on the
presence or absence of paricular word seyuences. [NA12, NAI4-
NAL7],

p. The resull of certaby of the above operahions is that certain
estimates of the size of the space of possible outputs can be made
or adjusted. [NIf-MIG)

The concep! of problem upace arose oul of the need {0 describe the space in which
human problem solving activilic s take place (Newell and Simon, 1972, p. B9). In particular,
il is essential to be able to de-cribe the possibiities for the behavior, rather than being
limited to describing only the actual behavior. As originally formulated (Newell and Simon,
1972, pp. 810-811) a problem wpace has five components: (1} a set of glements, each
representing a state of knowledse about a task; {2) a set of operators that produce new
elements from existing ones; {3) the initial element; (4) the desired element or set of
elements, to be reached from the initial element by applying operators; (8) the total
knowledge available, which ranges from temporary dynamic information to long-term
reference information. This can be seen to be simular to a general formulation of the
heuristic search melhod (see, for instance, Newell, 1969), but there are differences. In
human problemt solving, a set of invariant features that are restrictive compared fo
heuristic search hold for problem spaces: the set of operators is small and finite (or
finitely generated);, a new hknowledge state is produced every few seconds or so; and
backup (the set of elements thal can be returned to) is very restricted. Also, as we wiil
iHustrate below, the Newell and Simon definiiion allows the existence of plans that can give
varying amounts of direction to the search. The icsstantiation of the problem space
concepl for Sludnt presented below has ordered components (3) and (4) before (1) and
(7) it has combined (1) and (5), since there is in Studnt no need for any distinction in
knowledge states; and it has added two components (e’ and t}) whose presence will be
further discussed below, The following gives Studnt’s problem space by referring to the
mode! of the Ns above,

a’. The inilial state of knowlirdge is statement a.
b’. The problem or desired state is b,
c”. klements, or knowledge states: the partially processed input string +
all of the internal symbol structures pertaining to the problem,
d’. The operators, which produce new elements:
i. initial-scan operator set: transtormalions, dictionary tags, and
segmenting: statements ¢, d, f, g, n, and o.
. FV-segmentation operator: m.
Hi. parsing operalor: scanning and splitting chunks, building
expressions: f, h-k.
iv. variable-matching operator: |.
e’. Plans: e; sequencing implicit in g-m.
. Monitoring transitions to new knowledge states: p.

31 C.1



C.1 The Knowledge in Studnt Studnt

Two features of this problem space description deserve closer attention. First,
something needs to be said to justify the size of the operators chosen, since the operators
are sets of Ps. Studnt fortunately has a set of Ps thal monitor the knowledge state as
major new information comes in, the I Ps, providing a natural dynamic boundary for the
operators. To briefly reiterate the function of the s, they are connected with measuring
the size of the space of possible outputs at any point in the process of solution. For
instance, at some point, we may know that there are two equations, five operators, and
four distinct variables, which determines a finite number of possible outputs (the task of
Studnt being to reduce that number to one). Further support for this division into
operators comes by assuming B0 milliseconds for each Working Memory action of the
process, and then computing the time this gives for each dynamic operator segment. The
resull (measured on a typical example) puts the lime within the three- to five-second
range observed by Newell and Simon {1972) for comparable problem space operators in
general human problem solving. In particular, on the problem TEST2, the P I3 fires about
30 limes, and there are aboul 2100 Working Memory actions, giving 70 actions between
firings of 13; 70 X 50 mitliseconds = 35 seconds, These figures are approximate, and
actually only about {wo-thirds of 13's firings are meaningful as operator boundaries (it
fires more than once at some boundaries), but this still gives five seconds as the resuit.

The second feature of the problem space that needs to be discussed is the
existence of plans, point e’ {e. in the model). A plan is some kind of explicit control that
guides the applications of operators (Newell and Simon, 1972, pp. 822-823). At one
exireme of planning in this sense is a specific algorithm that is guaranteed (o achieve the
desired result, The main plan in Studnt is the initial scan, which rigidly controls the order
of application of the operators by moving a scan pointer atong the input string from lett to
right. A plan controls the ordering of the operators in the initial-scan operator set, If we
remove the sequencing assumptions in these plans, we get a process with more of a
heuristic search structure, with various orderings tried according to some search scheme,
and with some way of ordering lhe resulting end products in order to pick the best. Some
search is necessary as is illustrated by lhe phrase "30 per cent of". "Of" is changed to
the operator "times" if preceded by a number, and "30 per cent" becomes ".30". Clearly
two different resulls oblain depending on the order of testing for "per cent” and “of
preceded by a number”. An interesting problem for further research is the transition from
a planiess process {o the final Studnt, and in parficular, whether plans are added bit by
bit, wilh processing taking advantags of pieces of plans wherever possible, and searching
olherwise. To investigate this furlher, the PS formulation, with all control explicit in the
data state and .in P conditions, seems more suitable than standard control structures,
Formulating Studnt as a problem space in this way serves to organize the model (at least,
for purposes of exposition), it points out interesting research questions, and it makes
contact with other research in problem solving that will be discussed in Section C.7.

C.2. Knowledge interactions in forming_a production; $13

We now present an example of the knowledge encoding process as it is envisioned
for an important Studnt P. The implicd form of the encoding process, however, is not
nearly as imporiant at this stage as the KSs themselves and how they can be seen to
interact, The following bricfly introduces the process, pastponing a more exact discussion
until examples are presented.
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The knowledge in a P is built up around a particular KS, its principal KS. The P
results as parts of the principal KS refer to subjects ot other KSs, thereby causing them
to interact with it, defining its terms and elaborating the conditions under which it applies.
A parficular N interacts with other Ns to give the total intention of the P, Qs and Zs are
then added as required to define terms, to provide specific techniques, and fo meke
contact with the control structure of the underlying language. This process will now be
ilustrated by examining S13 in detail. In case the reader loses the overall structure of
the following details, the material is summarized in Figure C.1 at the end of this
subsection, and Section C.3 gives a summary in a different form.

S13 is a P thal controls the initial scan of the input problem, invoking the
transformation process and doing some bookkeeping on the string elements scanned.

313, "TF SCAN" :: TGSCANFINZ(X) & LEFTOF(X,Y} & NOT lSDELIM(X) & ISSCANCHUNK(C)
: & CHUNKLEN(L)
=> TFSCAN(Y) & TFSCANFIN(Y) & INCHUNK(X.C) & CHUNKLEN(L+1)
T & NEGATE(L,B) & NOT TGSCAN(X);
where NEGATE(L5) #* NOT TGSCANFIN2(X) & NOT CHUNKLENL)
The prtnupal KS for $13 is NSl Le:
NSL1 THE INITIAL SCAN PROCEEDS FROM LEFT TO RIGHT IN THE PROBLEM STRING,
PERFORMING THE FOUR FUNCTIONSe® AT EACH POINT IN TURN, AND ADDING EACH
WORD SCANNED TO THE CURRENT CHUNK,
The first phrase brings in Q4

Q4  THE PROCESS OF SCANNING INVOLVES MOVING A SCAN POSITION FROM AN OLD
POSITION TO A NEW ONIL.

To determine the old position, use is made of TGSCANFIN2:
TGSCANFIN2(p) completion of initial scan processing at p, ready to move scan pointer,
The new position is determined by using Q8 which brings ineee LEFTOF:

Q8 PROBLEM STRINGS AND SUBSTRINGS ARE SEQUENCES OF WORDS, READ FROM LEFT TO
RIGHT, WITH EACH WORD DIRECTLY TO THE LEFT OF THE WORD FOLLOWING IT.

LEFTOF{p1,p2) pl is directly to the left of p2.

This has determined everything relevant to the old position of the scan pointer,

® Ns are given labels of the form N + initial of a P group + number + occasionally a letter.
e® These are defined by separate KSs presented below.

ee® Some of the connections between KSs and between KSs and predicates may require
free interpretation and detective work on the part of the reader. It is beyond the present
scope and purpose to be more precise.
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represented by the first two LHS conjuncts in S13. At a knowledge level that is
suppressed here, it s understood that "old" would imply something in the condition (LHS),
whereas the "new” refers to something in the action side of the P. What actually goes into’
the action side for the new pointer posilion depends on parts of NSL1 that will be taken
up later, after the interactions from whatl has been done so tar have been discussed.

Now, the inilial scan does not alwéys proceed unconditionally, as stated by NG12:

NS12 WHEN THE END OF A CHUNK IS SCANNED, THE CHUNK IS COMPLETE, AND THE INITIAL
SCAN 15 INTERRUPTED FOR THE CHUNK SPLITTING PROCESS.

This interaction resuits, by indirection, in the third LHS conjunct, First there is an
association fo NS7, which detines how the end of a chunk is recognized:

NS7  WHEN A PERIOD WITH A DELIMITER TAG 1S SCANNED, THE END OF THE CURRENT
CHUNK HAS BEEN REACHED, IF THE CHUNK IS NOT AN FV CHUNK.

Using the meaning of ISDELIM, we get the third conjunct:
1SDELIMIp) p is a delimiter,

Here, a choice was made on whether the JSDELIM argument should be X or Y, that is,
whether to interrupt the scan before or after looking at the delimiter of the chunk. The
choice of X, namely the element just passed, follows from consideration of Q14 {which the
khowledge encoding process would consult every time such a condilion were tested):

Q14  DURIMG A SCAN PROCESS, WHEN A CONDITION 15 STATED IN TERMS OF THE POSSIBLE
OUTRUT OF SOME PROCLESS THAT IS APPLIED AT EACH SCAN POINT, THE TEST FOR
THAT CONDITION AT A PARTICULAR POINT SHOULD# BE DEFERRED UNTIL THE SCAN
HAS PASSED THE POINT.

In this case, one example of a relevant Studnt lransformation is stated by NT25:
NT25 " AND" TRANSFORMS TO “PERIOD"
We now proceed to the second phrase of NSLI, which refers to perforn_wing four

functions in turn. This is elaborated by (Q5:

Qb APPLYING A NUMBER OF FUNCTIONS IN TURN MEANS TO APPLY THE FIRST, AND WHEN
THAT 1S DONE, APPLY THE SECOND, AND SO ON,

So we need te know what the first function is:

NSL  THE FIRST FUNCTION OF THE INITIAL SCAN IS TO APPLY TRANSFORMATIONS AT EACH
POINT I THE SCAN. '

Since we’re doing a sequence of functions, we ook at:

® This kind of imperative language is typical of expressing KSs as if to an encoding process.
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Q15  WHEN A SEQUENCE OF ACTIONS IS TO BE PERFORMED, MORE FLEXIBILITY® IN
ALTERING THE COURSE OF THAT SEQUENCE OBTAINS BY BREAKING IT INTO
SEPARATE STEPS, EACH REQUIRING AN INITIATE SIGNAL AND HAVING A
COMPLETION SIGNAL; THIS BREAKING INTO STEPS IS ESPECIALLY USEFUL FOR
LOMGER SEQUENCES WHERE UNDER VARIQUS CONDITIONS, DIFFERENT ELEMENTS OF
THE SEQUENCE ARE ACTUALLY EXECUTED.

This gets us 1o the use of TFSCAN and TFSCANI TN

TFSCAMN{P) signal to initiate check for string {ransformations at p.
TFSCANFING) sighal completiion of TFSCAN at p, ready for next step in the scan
process.

We use two signals because of:

Q24  WHEN THERE ARE MANY MORE WAYS OF COMPLETING A PROCESS EVOKED BY AN
INITIATE SIGNAL THAN WAYS OF INITIATING IT, THE COMPLETION SIGNAL.
SHOULD BE EMITTED AT THE SAME TIME AS THE INITIATE SIGNAL, IN SUCH A
WAY THAT THE INITIATE SIGNAL 1S EXAMINED FIRST,

Since the order of consideration of these two insertions i1s critical, we must make use of:

Z2  THE FIRST TWO RIGHT-HAND-SIDE INGERTIONS ARE ORDERED AT THE TOP OF :SMPX;
WHEN 1T 15 DESIRED TO DO ONE THING FOLLOWED BY ANOTHER, ORDER THE
"INITIATE" SIGNALS ACCORDINGLY.

So, now we have the first two conjuncts of the RHS.

The final phrase of NG| deals with noting that each word scanned is part of the
current chunk, This cannol be unconditional, because of an interaction with NG 10:

NS10 THE PERIOD AT THE END OF A CHUNK 1S NOT INCLUDED AS PART OF THAT CHUNK OR
ANY OTHER CHUNI.

This associates first to N57 (see above), which says we're testing on "period". By the
same reasoning as uscd before, this exclusion also has to be done after the scan on a
posilion is done, so the NOT ISDLLIM lest serves a double purpose. To add to the current
chunk, we need to know whal it is:

ISSCANCHUNK c) ¢ is currently being scanned; it is not an FV.

This is the fourth LHS conjunct, and the act of noting is taken care of by the third RHS
conjunct, which uses:

INCHUNK(p,)  element at p is in ¢

® The Qs at times express qualitative goals like flexibility and efficiency, rather than simply giving
absolute direction,
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The use of ISSCANCHUNK allows us to clean up a loose end regarding the use of N§7. We
must verify that in fact the end of the chunk has not been reached, and the NOT ISDELIM
will work, provided this isn’t an FV chunk; the definition of ISSCANCHUNK guarantees it.

This takes care of the central action with respect to NS11. It remains to consider
some other associations which are related but are less essential to the main process. NI7
has 10 do with scanning, in fact, with 1he number of words scanned:

23]

Ni7  THEELENGTH OF THE PART OF THE PROBLEM AS YET UNSCANNED CHANGES EACH TIME A
~ NEW OPERATOR, EQUATION, OR PERIOD 1S SCANNED, AND IT CHANGES BY THE
NUMBER OF WORDS SCANNED SINCE THE LAST CHANGE OR SINCE THE BEGINNING OF
THE PROBLEM.

CHUNKLEN is the counter:
CHUNIKLEN(n) current fenglh of the current scan chunk is n.

To change a counter, we need lhe old value in the LHS, with the new value as part of the
RHS, Q6 requires us to delete the old value of the counter:

Q6 WHEN A VALUE OF A COUNTER IS CHANGED, THE OLD VALUE SHOULD BE REMOVED.
This gets the sixth RHS conjunct.

We have not mentioned the fifth and seventh RHS conjuncts, whose purpose is to
erase old scan signals. The appropriate KS:

Q3  FOR STORAGE EFFICIENCY, PROGRAM SEGMENTS THAT RESPOND TO SCAN SIGNALS OF
THE "COMPLETION" TYPE SHOULD ALSQ REMOVE THE CORRESPONDING “INITIATE"
TYPE, AS WELL AS REMOVING THE USED "COMPLETION" SIGNAL, IF IT IS
POSSIBLE THAT NO PROGRAM SEGMENT RESPONDS TO THE INITIATE SIGNAL.

There are other KSs that deal with the initial scan, which would be examined, but
rejected, in the process of building 513,

NS2  THE SECOND FUNCTION OF THE INITIAL SCAN IS TO APPLY AGE-PROBLEM
TRANSFORMATIONS, IF THE PROBLEM IS AN AGE PROBLEM, AT EACH SCAN POINT.

NS3  THE THIRD FUMCTION OF THE INITIAL SCAN IS TO PUT DICTIONARY TAGS ON WORDS
AS EACH WORD 15 SCANNID. -

NS4 THE FOURTH FUNMCTION OF THE INITIAL SCAN IS TO CHECK FOR A NEW HIGH
PRECEDENCE WITHIN THE CHUNK BEING SCANNED, IF THAT CHUNK IS NOT AN FV
CHLIK AS EACH WORD 1S SCANMED.

NSS  THE FOURTH FUNCTIOM OF THE INITIAL SCAN IS TO APPLY THE FV
TRANSFORMATIONS, 1F THE CHUNK BEING SCANNED IS AN FV CHUNK, AS EACH
WORD IS SCANNED; AN FV TRANSFORMATION 1S ANY OPERATION THAT DEALS WITH
THE DETERMINATION OF FV CHIJWKS,

NG6 A CHUNK THAT STARTS WITH A WORD THAT IS A QWORD IS AN FV CHUNK.

NSE. THE FIRST CHUNK TO BE SCANM:D STARTS IMMEDIATELY TO THE RIGHT OF THE LEFT
END OF THE PROBLEM STRING.
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NG9 WHEN THE END OF ONE CHUNK 15 REACHED, ANOTHER BEGINS IMMEDIATELY, UNLESS
THE RIGHT END OF THE PROBLEM STRING HAS BEEN REACHED.
NG13 THE LAST CHUNI HN A PROBLEM IS ALWAYS AN FV CHUNK.

NS2 through NS5 are rejecled because they deal with functions of the scan other than the
first. NS6 and NGL3 are rejecied because the QWORD tag is the result of the third scan
function, and is thus unavailable. NS& is relevant, and interacts with N§11 to produce
another P, 510. NS9, N§10, and N512 (the last two were displayed previously) do not add
to the action because of the exclusion of their condilions with the third LHS conjunct.

Figure C.1 summarizes the interactions between the KSs that form S13 as

described above. Cach arrow represents an interaction, with its origin at the KS (or
predicate, in one case) that initiates the interaction by requiring further elaboration.

C.3. Summaries of inieractions for _selected productions

This subsection gives summariss of the formation process for a representative set
of Ps. Since each summary lists only a P and its principal KS, the reader must refer to
Appeandix F, which lists the KSs in full, in order to follow the detail.

Each summary ctarts out with a listing of the P and its principal KS. If the P has any
macros, lheir expanded form is given. The body ot the summary is organized into
"sentences”, delimited by ".", broken inlo segments delimited by ";". A sentence represents
closcly interrelated processing, wilh each segment dealing with the determination of a set
ot conjuncts of the P. The conjuncts are referred to by labels such as "L1" and "R3"
which stand, respectively, for "first LHS conjunct” and “third RHS conjunct™.  In counting in
RHSs, EXISTS conjuncts are ignored. Lines giving macro expansions also give labels for
the conjuncts in [Ts to aid in determining referents of labels for the conjunctions
containing the macros. Wilhin segments, “&" is used to indicate “interacts or combines
wilth", a binary operator on KSs; "->" is used for "associates to". "&" has a higher binding
power than "->",ie, a& b -> ¢ & d is really (a & b) -> (c & d). These are, of course, to
be interpreted Ioosely. Each sentence has as subject its first element; segments that start
wilh "&" or "->" implicilly have an occurrence of the subject.

The summary of S13 appears first, so that the reader may become accustomed to

‘the notation on familiar material. The meaning of "excitatory interaction" is explained
below. :
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NS1i

NI7 NS7 Q14 NT25

- TGSCANFIN2(X) & LEFTOF(X,Y) & NOT ISDELIM(X) & ISSCANCHUNK(C)

- - ) W . .
\& CHUNKLEN(L) - ,_

. N :
=> TFSCAN(Y) & TFSCANFIN(Y) & INCHUNK(X,C) & CHUNKLEN(L+1)

* & NEGATE( 1,5 ) & NOT TGSCAN(X);

| N%zz | Q3 Q6

Q5

‘L—-.——W,

NS11

Figure C.1 Knowledge interactions in forming S13
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Summary for §1.3:

$13; "TF SCAN" :: TGSCANFINZ(X) & LEFTOF(X,Y) & NOT ISDELIM(X) & ISSCANCHUNK(C)
& CHUNELEN(L)
=> TFSCAMY) & TFSCAMFIN{Y) & INCHUNK(X,C) & CHUNKLEN(L+1}
& NEGATE(L,5) & NOT TGSCAN(X);

where NEGATE(L,5) = NOT TGSCANFINZ(X) & NOT CHUNKLEN(L) [RS, R6]

principal {mode) statement e.):

NS i THE INITJAL SCAN PROCEEDS FROM LEFT TO RIGHT IN THE PROBLEM STRING,
PERFORMING THE FOUR FUNCTIONS AT EACH POINT IN TURN, AND ADDING EACH
WORD SCANMED TO THE CURRENT CHUNK,

first phrase: Q4 ->L1; Q4 & QB -> L2;
excitatory interaction: NGI2 -> N§7 -> L3;
Q14 & NT25 (& others) -> arg of L3.
second phrase: Q5 -> NS1 & Q15 & Q24 & 72 -> RI, R2.
third phrase: L4, R3;
excilatory interaction: NG10 -> NS7 & L4 def’n -> L3
(again, arg as above).
Q4 -> NI7 -> L5, R4; Q6 -> RG.
Q3 -> Rb, R7.

The following summaries are given to indicate the uniformity and general
applicability of the above knowledge encoding process to all of Studnts Pe. T12 is a
typical initial-scan transformation P, with much simpler structure than S13. M10, C60, and
C75 deal with the process of breaking down chunks into operators and operands, and then
putling the compleled expressions together to form an equation. F60, F70, and F75
ttustrate the processing of one type of FV form. These examples illustrate the application
of over hall of the Qs, and introduce twenty new Ns,

The examples also include three "bugs" which were discovered by the knowledge
analysis (see C7%, F70, F75). These are bugs from the standpoint of the analysis, not
defects in the actual output of the program. The first involves having two Ps with
overlapping conditions, where a combination of the two into one is more appropriate, and
is dictated by the analysis. The second bug is an inconsequential incorrect ordering of
RHS asserlions. The third seems more serious, since it is an omission of updating the
element that denoles which chunk is the current scan chunk, However, its bad effects are
cancelled by the falure of other Ps o check for or make use of that information. A more
general discussion of the types of bugs encountered in the process of doing the
knowledge analysis is below, Section C.4.
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Summary for T12:

T12; "TWICE->TWO TIMES" & TFSCAM{V?-1) & STRINGEQ((TWICE}X,Y)
=> MODLEN(]) & EQ2(V7-1) & WORDEQ(V?-1,2)
& NOT WORDEQ(V?-1,"TWICE) & STRINGINS((TIMES),V?-1,Y}
& NEGATE(ALL,~2);

where  STRINGEQU(TWICE),X,Y) = LEFTOF(X,V7-1) & EQTWICE(V?-1) -
& LEFTOR(V?-1,Y) (L2, L3, L8]
STRINGINSC(TIMESHV?-1,Y) = EXISTS(T1) & LEFTOF(T1,V7-1)
& EQTIMES(V?-1) & WORDEQ(V?-1,'TIMES)
& LEFTOR(V?-1,Y) [R5-R8)
NEGATE(ALL,-2) = NOT TFSCAN(V?-1) & NOT EQTWICE(V?-1)
& NOT LEFTOF(V?-1,Y)  [R9, R10, R11]

principal {model statement c.):
NT12 “TWICE" TRANSFORMS TO "2 TIMES",

NT12 -> L8, R?, R3, RG, R7; (checks other NT's, by Ql1, but no effect);
Q8 -» L7, L4, kb, RE; Q12 ~> R4, R10, R1 L

“ransforms to" -> N51 -> L1; Q7 -> R%; Q9 -> args of R2, R3, R4;
NI9 -» R} (order determined by NILO & Zi).

‘Summary for M10:

M10; "CONN «" i EQIS(X) & HASIS(C,X) & LEFTOF(X,AZ)
& NOT EQMULTIPLIED(AZ) & NOT EQDIVIDED(AR) & NOT EQINCREASEINAZ)
w> NEWEQN(X) & CSPLIT(C,X,X) & HASOP(CEQUAL) & NEGATE(2);

where NEGATE(2) = NOT HASIS(C,X) {RA]

principal {model statement i.):

NC4 A CHUNK WITH A HIGHEST-PRECEDENCE OPERATOR MARKED, EXCEPT "SQUARE" AND
"SOUARED" , 16 SPLIT INTO TWO NEW CHUNKS, WITH THE LEFT END OF THE LEFT
CHUNK THE SAME AS THE ORIGINAL, RIGHT END OF THE LEFT CHUNK THE WORD
DIRECTLY TO THE LEFT OF THE PHRASE REPRESENTING THE OPERATOR, LEFT END
OF THE RIGHT CHUNK DIRECTLY TO THE RIGHT OF THE PHRASE REPRESENTING THE
OPERATOR, ANIY RIGHT END OF THE RIGHT CHUNK AT THE RIGHT END OF THE
ORIGINAL CHUNK,

NCA -> L, L2; & NML & NCH -> R3; & Q16 -> RZ.

string in condition => Q11 -> inter with NC1 -> L4, L5, L6
& QB > L3

"equal” in NM1 -> NC12 -> Nil -> Rl (order by NILO & Z1).

“spiit" in NC4 -> Q13 -> R4,
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Summary for C60:

C60; "SPLIT CHUMIT" ©: CSPLIT(C,LOCL,LOCR) & LEFTOF(X1,LOCL) & LEFTOF(LOCR,X2)
& LABELU(C NP} & MXCPRIOR{M)
=> EXISTS(CL,CR) & NEWPLOP(C) & RRENAME(X2,C,CR) & IRFNAME(XI ,C,CL)
& LABELU(CLN+1,C) & LABELUICR,N+1,C} & HASCPRIOR(CL,M+2)
& HASCPRIOR(CR,M+1) & MXCPRIOR{M+2) & CHUNKENDL(X2,CR)
& CHUNKENDI(X1,CL) & NEGATE(L,2,3,5)

where NEGATE(L,2,3,5) = NOT CSPLIT(C,LOCLLOCR) & NOT LEFTOF(X1,LOCL)
& NOT LEFTOF(ILOCR,X2) & NOT MXCPRIOR(M) [R11-R14}

principal: NCA (see above)
NCfI -> NCH5 & Q16 & Q8 -> L1, L2, L3.
"new chunks™ -> NR1 & NR? & Q53 -> NC15 -> Q19 -> R2, R3.
NCB -> Q20 -> L4, R4, R5, L5, R6, R7, RS.
renaming -> Q21 -> R, R10.
operator placed in expression -> NIt -> NIlO & I3 -> Rl,
order of R1, R2, R3.
Q18 -> R11. Q17 -> R12, R13. Q6 -> R14.

Summary for C75:

C78; "FINISH $EG =" :: LABELU(C,N,P) & LABELF(C1,MC) & LABELF(C2,M,C)
& I-IASOP(C X) & SATISFIES(X,X EQ "EQUAL) & HASCPRIOR(C1,PR1}
& HASCPRIOR(C2,PR2) & SATISFIES2(PR1,PR2,PR1 7GREAT PR2)
& SATISFIES(MM EQ 2) & HASEXPR(CL,Y) & HASEXPR(C2,2)
=> NEWREFEXPR(C1) & HASEXPR(C,<X,Y,Z>) & LABELF(C,N,P) & NEGATE(1);

where NEGATE(L) = NOT LABELUC,N,P)  [R4]
and <X,Y,7> converts to the LISP expression (LISTX Y 2)

principal {model statement k.):

NC11 AN EXPRESSION 15 A TREE STRUCTURE OF THE FORM (a b c) WHERE a IS THE
OPERATOR, b IS THE TREE EXPRESSION FOR THE LEFT OPERAND, AND ¢ IS THE
SAME FOR THE RIGHT OPERANL.

NC1l -> L4, L1D, L1, R2,
“tree structure” -> Q20 -> NC5 & NC17 -> Li, L2, L3, L6, L7, L8,
L9, R3; Q33 -> R4,

"ieft operand" -> NC14 -» L5, RL. {conditional, others are C70, C78.)

(in the given KS framework, NC12 should also be included; reason
for its absence is related to the growth of the program:
C70 - C78 were not split info the three conditions originally,
so that C90 was necessary.)

4} C3



c.3 | The Knowledge in Studnt Studnt

Summary for F60:

F60; "FIND FV" :: EQFIND(X) & FVSCAN(X) & ISSCANFV(C) & CHUNKENDL(X,C)
& LEFTOR(X,Y) '
=> CHUNKENDL(Y,C) & RTANDPERGOING(C) & NEGATE(2,4)

where NEGATE(2,8) = NOT FVSCAN(X) & NOT CHUNKENDL(X,C) [R3, R4]

principal {model statement m.):
NS A SENTENCE WHICH STARTS WITH "FIND™ HAS FV CHUNKS STARTING AFTER THE
“FIND"™ AND SEPARATED BY "ANIY", AND 1T ENDS WITH "PERIOD",

NIFS -> L1, L4

"FY"' -> N&BH -> L2, L3; transformation > Q7 -> R3.

"find" adjacent to start -> QB -> LS.

removal of "tind" -> Q23 -> L4, R}; last phrase of Q23 -> R4;
& Q10, inhibited by NF9.

separator after chunk -> later in scan -> Q22 -> Rz.

Summary for F70:

F70; "&~. ." 1 FVSCAN(X) & RTANDPERGOING(C) & EQPERIOD(X) & LEF TOF(W,X)
=> [SVARCHUNK(C) & CHUNKENDR(W,C) & FVSCANEND(X,C} & NEGATE(1,2);

where NEGATE(1,2) 8 NOT FVSCAN(X) & NOT RTANDPERGOING(C) {R4, R5]

principal: NI'8, see above.
NF8 & Q22 -> L2, L3, "FV" -> N§5 ~> L1,
"period” -> NF2 & Q23 & Q8 -> L4, RZ;
NS10 & NG11 & Q14 inhibits NOT INCHUNK(X).
end of FV => NFF3 -> Rl; -> Q16 -> R3; -> Q18 —> R5;
-> N§12 -> 72 -> order of R1, R3 (bug: R2 should be after R3).
transform -> Q7 -> R4,
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Summary for F75:

F75; "&-. &" i FVSCAMX) & RTANDPERGOING(OC) & EQANIXX)
& LEFTOF(W,X) & LEFTOF(X,Y) _
=> ISVARCHUNK(OC) & CHUNKENDR(W,0C) & EXISTS(C) & NEWFV(C)
& ISFV(C) & RTANDPERGOING(C) & CHUNKENDL(Y,C) & NEGATE(L,2);

where NEGATE(L,2) = NOT FVSCAN(X) & NOT RTANDPERGOING(OC) [R7, R8]

principal: NIF8, see above,
NFS & Q22 -> 1.2, L3 & Q25 & Q8 & Q23 -> L4, 15, R2. "FV" -> N§5 -> L1.
separator -> NI'3 -» R]; -> Q25 & Q1 & Q16 -> R4, R6; -> Q22 -> R5;
Q25 new cliunk —> NJ1 -» R3,
(bug: missing ISSCANIV update, apparently a serious bug,
but it works ok because other Ps don’t check)
transform -> Q7 -> R7; RS & Q34 -> R8;
end of chunk -> N§12 -> R1 before R4.
NIL -> NilO -> 73 -> order of RHS, except bug, should be R3, R1, R4, R2.

C.4. Summary comments on the details of the analysis

This subsection discusses in a more general way the knowledge encoding process
revealed in the examples just given. Then, there is a short discussion of the bugs that
were detected in carrying oul the analysis for ali of Studnt. The reader will need to refer
to Appendix I to follow the examples used as supporting evidence.

The knowledge encoding process starts out with statements that are close to the
absiract model characterizalion of the target process. That is, particular KSs are selected
to be principal KSs on the basis of their plan-like nature, as opposed to being simple
asserlions of facts. For example, among the NS's, NG1-B, 8 11, 12 and 14 are used as
principal KSs, while N66, 7, 9, 10 and 13 are not (actually the inclusion here of NS6 and
NG9 needs 1o be qualificd, see below). Similarly, NC2, 4, 6, 7, 10 and 11 are the NC's that
are principal, It is evident from these exampies, however, that it may be impossible in
general to decide which KSs can be principal without tully working out the interactions, to
see how the KSs stand in redation to each other. Note that model statement g {Section
C.1}) is elaborated almost entirely by non-principal KSs. This may indicate that the
structure of the model can be helpful in distinguishing principal from non-principal.
Another common feature of non-principals is the use of phrases like "whenever”: NM12,
NML3, and NF9 are examples.

Once a principal KS has been chosen, interactions of three main sorts occur:
definitional, excitatory and inhibilory. A definitional interaction is an interaction in which
one KS defines a term in another. We have seen a definitional interaction in the use of Q5,
dealing with sequential application of functions, which is further elaborated definitionally
using NS1, ultimately obtaining conjuncts Rl and R? of $13. An excitatory interaction is an
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interaction between KSs that results in additional specific conditions for the application of
the principal KS, e.g, NS12 inleracts with NS11 to result in conjunct L3, a condition
element thal excludes the normal scan processing when a delimiter is seen. An inhibitory
interaction, on the other hand, is one that suppresses elements of Ps; an illustration is the
interaction of Q10 and NI9 in the summary for F60 above, which suppresses rearranging

scan pointers on the removal of “find" from an FV chunk

_ The Q KSs interact according to the definitional type of interaction, above, and
perform two other types of function: erasing unneeded Working Memory items and adding
programming techniques. These three broad types of Qs are discussed further below, but
at present we consider how they come to be applied. Erasing Qs are applied after other
interactions have been compleled, and the application is fairly direct from their statement.
For instance, Q6 applies in the 513 example to delete the old value of the counter when a
new value is computed. The programming-fechnique Qs are more central to the process,
as is illustrated by the episode which resuits in conjuncts Rl and R2 of S13. NS11 speaks
of performing some actions in sequence (paraphrasing freely), so that Q15 is directly
applicable, along with 22, by virtue of stated application conditions. The justification of
Q24 is not nearly so direct, involving aspects of the process which are more problematic,
That is, it assumes knowledge of a non-local sort, namely that there are many
transformalions (NT's). It also is complicated by being cast in PS-like terms, so that
perhaps it should be classed as a Z not Q. These issues will be discussed further below,
and need not detract from more general considerations of how Qs and Zs come into the
interaction process, as intended by the use of the S13 episode above, The 1 KSs interact.
in ways similar to the programming-technique Qs.

The process of selecting principal KSs and carrying out interactions can be viewed
as a variant of a goal-subgoal scheme, where a goal might be to form a P from some KS,
with subgoals generated during the interactions and stacked for later consideration (¢f, a
simitar organization, "contingency planning”, in Buchanan's (1974) automatic programming:
system). These subgoals arise when interactions are discovered which require KSs to be
considered as principal KSs, which might not have otherwise been considered as such., Ps
that result can be termed subsidiary Ps, One example of a subsidiary P whose "principal”
occurs elsewbere as a non-principal is $65, with principal NS9 (this is, in fact, one of the
Ns listed previously as exemplary non-principals). Another class of subsidiary Ps
responds {o store-recompute decisions, whereby some aspect is computed by the
subsidiary P and stored as a data element to avoid repeating the computation. For
example, S60 is built around NS6, which is more assertive than plan-like and thus would
not ordinarily be a principal KS. Cerfain kinds of programming techniques reguire
coordination of more than one P. The primary example of this is looping, which requires a
sel of Ps representing the body of the loop and another set representing its termination.
In this case a goal-subgoal organization could be used to keep track of the disjoint pieces
of program.

Analyzing the Ps from the standpoint of the KSs in them has resulted in the
discovery of bugs, of the following five varigties: (1) omission of updates to data
structures that turned out to be redundant (for exampie the group, taken together, F75,
$15, V25 f{); (2) failure to delete properly (C2, F5Q) (3) RHS ordering not correct, with
some assertions not important to order placed before ones whose order is important (F70,
F75) (4) separation of Ps, where combination is possible (C75, C90) (5) awkward
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combination of Ps, where separation would result in less compiexity in P conditions (17~
S3b could be re-organized). The first lype, although occurring only once, seems to be the
most serious (it was discussed in Section C3). The primary reason that the particular
exarsple didn’l resull in errors by the program is the redundancy of the Working Memory,
that is, the Ps that processed the parlially erronecus data did not check it for complete
consistency. The redundancy is due to the overly cautious nature of the problem space
plans, which dictated the structures to be built during initial scan (NS11), and the tack of
the checks on the data structures is due to insufficient tendency of the Ns (in this case,
NV6} 10 be associated with checks on data consistency.

The basic issue here seems to be thal in analyzing how a program ought to be
writfen within the present scheme, and in comparing that with the actual program, the
actual program falls shorl of expectations in ways that can not be tolerated in the output
of some automatic programming procedure. That is, an automated procedure to produce
programs in the present scheme would need to {and could be expected to) exercise more
caution in such situations, producing programs as close to being correct as is possible. A
further consideration is that the result of the bug’s presence is that not everything is
explicit, That is, effects of changes to the program would not have been noticed at
locations where no checks occurred but things were by default assumed in good shape. In
general, this is a bad practice, since PSs are capable of the desired explicitness, and
should exploit it. It is clear that the second, third and fourth types of bugs are similar to
the first in these respects. The fifth class of bug is really a matter of programming
techniques that might have been used to result in less complex conditions, and in general,
fewer Ps, since separating conditions into distinct sets of Ps makes the passibilities
additive instead of multiplicative. In some places in the program this principle was applied,
but the applicalion was not uniform. The knowledge encoding process is expected to
involve some search in investigating interactions of KSs, in order to decide between
allernative expressions of program segments.

C5. Eurther characterizations of the knowledge statements

We now return to the topic of the parlition of KSs into the Ns, Qs, and Zs, which was
introduced at the beginning of this section, The coherence of the N class has already been
demonstrated by presenting a model for the Ns and by associating thal model with a
probiem space formulation of Studnts problem solving. The Qs and Zs do not appear o
be coherent enough to consiruct a model at this time; the structure of the Q and Z
knowledge will only emerge after a fuller set of such statements has been determined.
This subsection will group the Qs and Zs into some broad categories, and then discuss the
N-Q-Z partition with regard fo substitutibility of other such sets of KSs for the present
ones, modularity of knowledge, and augmentation of Studnt and how it affects the various
classes of KGs,

The Q KSs can be divided into 3 broad types: definitional [Q4, B, B, 25, 53], erasing
(Q3, 6, 7, 12, 13, 17, 18, (23), 31, 33, 34, 37, (38), 39, 41, 46, (51)] and programming
lechniques [all the rest). Some of them have secondary meanings which belong in a class
other than the primary one, and this is indicated in the preceding and following lists by
enclosing in parentheses. We have seen above that some of the Ns are also of a
definitional type, so that we must distinguish between the two as follows. Definitions that
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are problem space dependent, e.g. "the end of a chunk is the delimiter, period”, are
classified as Ns. Qs are intended o be just lhe opposite, since they define entities that
can be encounfered in many task environments, such as strings and scanning.

The Qs can also be characterized by primary topic, as follows:

a. Sequencing, applying functions, communication between processes,
use of signals [5, 15, 16, 18, 19, 24, 28, 37, (38), (39), (41}, 42,-(49),
5O, (B1}] -

b. Scanning [3, 4, 14, 22, (26}, {31), 44, 48].

¢. Transformations an strings [7, 9, 10, (26), 31, 42, (52)].

d. Numeric: counting, ordering, and finding maxima [6, 26, 27, 29, 30, 32,
401

e. Clean-up operations, attribute erasure {13, 33, 34, 38, 39, 41, 51}

f. Strings {8, 11, 12, (22), 43,52}

g. looping [(21), 36, 45, 46, 49) .

h. Slructures: tree, linear, splitling linear ones, separators, renaming

[20, 21, 28, 25, B3]
Initialization [1, 2, (27), 47].
j.  Use of a dummy as a place-holder [35]

Topic a. is the topic which may appear to have the most dependence on PSs, so that
something more is required 1o justify any claims for generality. That topic’s Qs are stated
in terms of processes with two kinds of associated signals, initiation and completion, with
the former emitted by the evohking process, and the latter by the evoked one. Signals are
taken to be entities lhat can be processed, cancelled, and conditionally emitted. The
crucial assumption is that signals can be emitted to be processed in a particutar order, that
is, that many can be emitied simullaneously, with processing of those in some specified
order. This last assumption is the attribute that is most difficult to justify as appropriate
to a non-production-system context. Further study will reveal if this is a major difficully
or not. Three of the KSs in particular are offensive in regard to possible scope limitations:
Q15, Q24, and QA40. The first two use the signal order attribute just mentioned. QA0
specifically mentions "mulliple firings", which is recognizable as referring to firings of Ps.
But the statement is referring lo a more general concept, that of synchronizing the resuits
of asynhchronous processes, so that the choice of words may be questionable, but the
concept maintains the desirable degree of generality. One further point is that the
erasure component of Qs is not at all necessary (at least, visibly} in languages which
automatically discard local memory contexts, or which don’t require explicit data signals for
‘control primitives. :

The Zs can be grouped into five fopics:

a. Order in RHS5s of Ps [1, 2, 3, 11].

b. Re-assertion of instances, use of :SMPX [4, 7, 8]

c. Peculiaritics of the match, especially its being keyed to new data [5,
61

d. Contradictory actions possible [9}

e. Specific control of looping [10].
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The following model of Panlst, although not fully general, sufiices to explain the
content of the 7s. Punlst is a PS interpreter in which Ps detect conditions in an
associative unstructured Working Memory, As a result of detecting conditions, specific
actions are performed, consisting of additions {o and deletions from the Working Memory.
The Working Memory at any moment is partitioned into new cata and old data, where new
data are elements thal have not been processed relative to specific Ps to which the
elemants may have relevance, i.6., Ps whose conditions may become true as a result of the
elements, For a condilion to be considered true, at least one element of it musi match a
new data element. The order in which new data elements are processed with respect to
relevant Ps is determined by a stack, :SMPX, and the order of eiements in the aclion sides
(RHSs) of Ps determines order of placement in the stack. Eiemenis which may have
become old become new apgain by repeating their addition io the Working Memory
{referred to as re-asserlion). Each data element’s first element is itg predicate, and
clements of the Working Memory are grouped by pradicate. Predicates can be declared to
be nonfluents, in which case data elements with those predicates never have the new
status, ie, no :SMPX entry is made for processing conditions relevant to nonfluents.
Predicales are fluents, if they are not nonfluents,

Of the sel of Zs three are related to the issue of whether there is some non-local
knowledge in the Ps: 75, 76, and 78, That 15, these seem to require that one P knows what
actions some olhers are performing, and perhaps how they're sequenced. This in fact is
not the case, with one exceplion which can be avoided. 78 is similar to Ql1, in that it
requires knowledge of other KSs, and need not be dependent on actual Ps. 75 and 76 arp
alike in that they can be handled in a very local manner, aithough one use of 76 actually
has a more global scope. Thal is, when a P wants to exclude firing again on data, part of
which it has alrcady processed, it can emit a signal specific to itself which indicates this, or
it can nclude in its condilion some part of its action which can be used for such an
indicator.  The use of 76 (P V5) thal violates localness {(and which can be fixed in the
former way) assumes thal one signal it emits ultimalely results in the change which is used
in Hs condition lo exclude spuripus action later on,

Three aspects of the way the KSs have been partitioned indicate a wider
applicability for the model and molivate the parficular boundaries chosen. First, the
division into Ns, Qs, and Zs is intended lo be such that other analogous sets of KSs could
be substituted with no interaction with statements in the other sets. For instance, we
might want 1o use the Qs and 7s in conjunction with knowledge about solving logic puzzies,
or we might want to program STUDENT in a different language. It turns out that this ideal
is altained strongly in only one direction. For instance, changing to a different problem
space would nol affect the statements in the Q and 7 sets, although the sets would
probably need to be expanded with addilional elements to meet different demands on
lechnigue. A change in the underlying programming language would not necessarily affect
the Qs and Nk, although it is often the case that such changes come about in order to
adapt fully {o the available language facilities. In the case at hand we have two instances
of this kind of language dependence. In the comparison above between STUDENT and
Studnt, we saw how the change in fanguage affected some of the plans in the problem
space., We have also scen above how PS concepts may have weakly influenced how the

4 are stated. The clean substitutibility of sets of statements at the N level is really the
most important and desirable form of substitutibility, since in a larger knowtedge
acquisitien contexl, the other forms of change would never cecur.
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The second aspect of the N-Q-Z division is the issue of modularity ot knowledge. A
bady of knowledge is modular if it has internal coherence or rich internal inter-
connectedness while relations to external knowledge are significantly fewer. Modularity is
useful because it allows a body of diverse knowledge to be decomposed into units
(modules) larger than primitive elements, making it more manageable and allowing structure
to be made evident more easily. Individual KSs are hardly modutar: they interact to a
large extent with olher KSs. But they do have a certan orderliness with respect to the
containing knowledge structure as represented by models. So instead of individual KS
modularity, we have medel-level modularity, of two types. Within a model, there may be a
partition that allows some relatively independent part to be taken as a unit and perhaps
replaced as a unit. An example of this might be a major change to the way similarities of
variables are determined (model statement |, Section C.1). The model as a whole might be
taken as a unit and replaced. For instance, a shift to a different problem space might
occur. The considerations raised above in connection with substitutibility apply to this
case. This approach to modularity is speculative, and it depends on the exact form taken
"by models when the knowledge encoding and extracting processes become actual

programs, : :

The lhird aspect of the way the KSs have been partitioned deals with augmentation
of the sei of Ns, rather than the larger operation of completely replacing it. One clearcut
case of augmentation already exists in Studnt, namely the age-problem heuristics (A Ps).
There are )9 Ns (all of the NA's plus N62 and NIJG) that are age-problem-specific, 11 such
Qs (Q26, 31, 42-44, 47-52), and one Z (Z8). That is, those KSs were added to extend
Studnt to the new set of tests (Testé, 9 and 10). The A Ps themselves use three Ns, 13 Qs
and six Zs that are used elsewbere in Studnt, which indicates small N overiap bu! large Q
and 7 overlap. When we consider the age problems solved, we see that the A Ps were
only about 87 of the lotal number of P firings, indicaling a large overlap in processing with
other problems, The conclusion from this is ‘that augmenting the given frameworlt to
include a new class of probicms can easily be seen as extending the knowledge sets
involved, with a majority of new KSs in the N class. As long as the augmentation doesn’t
require major new hinds of processing {(as sketched above, Section CB), it can rely to a
large degree on existing mechanisms. In fact, the original STUDENT design (and
consequently Studnt’s design) is such that the age problem augmentation was relatively
easy to do, but this doesn’l detract from the present conclusions, because the class of
augmentations of the same type is large, Augmentations of a more difficult type (as
defined in Section C.7) might have less Q and Z overlap.

C.6. The knowledge extraction process

So far, our discussion has been oriented towards viewing Studnt as the result of a
knowledge encoding process, but as stated in the introduction to this section, the
knowledge was extracted from Studnt by an analysis. The primary attribute of the
knowledge analysis is the many-many mapping between KSs and Ps, and to justify this we
need 1o re-examine the knowledge exiraction process.

Since {he reader already has some familiarity with S13, we can use it as an example
of how the form of KSs emerges from its content. We review what each conjunct
contributes as follows:
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L1: finished with initial scan at x, ready to move pointer.
L2: x is o the ieft of y.

L3: x is not a delimiter.

L4: current scan chunk is c.

LB: current lenglh of scanned chunk is |,

R1: starl transform check at y, the new scan painter.
R2: finish transform check at ¥.

R3: x is in chunk ¢.

R4: current length of scanned chunk is now i+1,

RH: negate L1,

R6: negate L5.

R7: remove old scan-check signal for x.

From this description, we can sketeh how the knowledge contained in $13 can be
read off directly from the surface structure of the P, NS1l is composed of three phrases,
two of which derive from L1 + L2 + Rl, the third from L4 + R3. The first cluster says
essentially lhat the scan is updated, lefi-to-right, and then the transform check is started,
The second says that x becomes parf of the current scan chunk, These elements fit
together in such clusters by virlue of shared variables, x and y in the first case, ¢ in the
second, and by virlue of predicates with similar meanings. In the formation of NS11, Q4
and QB have been absiracled as scparate definitions, since they are recognizable as
potentially useful in many places. An exception to the scan process is given by L3, by
virtue of its negative sign, so that it is known that some knowledge has interacted by
specifying some incompatible action under the negated condition. From knowledge of the
abstract mode! of the process, that negated condition is evidently an instance of the end
of a chunk, so that NS12 is hinted at, using the definitional KS NS7. A further refinement
of L3 is that is argument, x, carries some information, since without other considerations,
y would appear lo be equally possible (of course, an arbitrary choice might have resulted
in x, but we must look first for some other justification). How that information is
elaborated should be clear from the analysis of 513 that was carried out in detail above,
Interestingly, the argument x of L3 provides a link to two actions, and the interaction with
NS12 resulls only in the use of y in R1 which is linked to x by L2. It appears again in R3,
s0 that another interaction is evident, this time having to do with adding elements to
chunks, KS NSIQ. Another feature that can be read off from the P is the update of the
lenglh of the scanned chunk, with argument | linking L5 and R4. This link is expressed by
NI7. Finally, the last three RHS asserlions, R5-R7, are deletions, and lead to the formation
of the appropriate Q KSs.

So, reading ofl what a P does gets a set of propositions, which are then taken singly
as KSs, or, if several are so interdependent .that they cannot stand alone, they are
grouped as one KS. Support thal some cluster is a meaningful grouping: is gained from
oceurrences in many Ps, rosulting in a certain economy of expression as the analysis is
exlended. The guestion of why the many-many mapping is obtained thus reduces to why
the size of the P is what it is. S13 is the size it is because a certain number of things
have to be done as the scan progresses, and they must be done before the process goes
on. There is a good reason why it is less than elegant in operation if it is broken down
into its component parts, with each a separate P. If each P did the thing stated by a
single KS, the various Ps would be obliged to check each other’s output, and at times to
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force retraclions of certain actions, For inslance, in 5§13, without explicit interactions with
NG 12, a signal would be emitted as if the scan were to continue, but that signal would be
intercepied and delayed while the chunk splitling process were done. As things actually
are, thal condilion is recognized before any signals are emitted, and behavior adjustment
occurs appropriately, Breaking up a P into smaller ones would thus require extra KSs for
lhe additional control. Clearly lhere is an optimum with respect to minimizing the number
of KSs. Of course, malching overhead and efficiency would be affected by this change in
organization, bul that is a secondary concern at the moment. On the other hand, making Ps
contain more KSs does nol pay because one then has to mulliply Ps in order to get all of
{he logical combinations of conditions. For instance, if three Ps perform one stapge of a
tesl, and four others perform anolher stage of the test, combining Ps might require as
many as twelve Ps (where seven had sufficed) to handle all possible paths throught the
two lest stages.

Figure C.2 illusirates the many-many mapping between Ns and Ps, for the S Ps,
restricted to NS"s. (Ni*'s, NI's, (s, and s are not shown; $20, $25, $30, and 540 use NP3,
while $13, $15, $40, $60, and 565 use NI's),

Distribbutional data for {the KSs over Ps supports the size that was chosen as a unit
KS. This data is derived mostly [rom Appendix F, which gives the Ps that use each KS, and
which has at its end ‘a table thal gives distribution frequencies for Ps having specific
numbers of Ns, Qs, and 7s. The rest of the data comes from an inversion {(not included) ot
that appendix, which gives the KSs associated with each P

For Ns, nearly a majority (59 oul of 154) are used in only one P, somewhat fewer
are used in two (33), and fewer still in three or four {14 and 3, respectively). Ns that are
used in more than four Ps are less numerous, with frequencies at or near zero. There are
exlremes, however: NIJO is used in 70 Ps (the maximum), and some others thal are heavily
used are NIJ, NSI1, N&3, ND13, and NJ9, For Qs and Is the distribution in frequencies is
about the same (10) for uses in each category for 1 to 3 Ps, down to around 3 for 4 to 9
uses, and then at or near 0, with the maximum number of uses 105 for QB {(olher heavily
used KSs: 72, Q12, 71, Q7, and QI8&) Thus the distribution of Q and Z uses is somewhat
flatter and more spread out than for the Ns, which is in accord with their being more
genarally applicable than the Nu. The high frequencies far low numbers of uses supports
a unitary properly for KSs, as oppuscd to compositeness. The many-many mapping of KSs
to Ps is supported as follows. There are about 55 Ps for each frequency class for 1 to 4
KSs in each of the N and Q classes (accounting for a total of about 220 Ps}. This means,
for instance, that aboul 55 Ps have 2 Ns and about 55 Ps have 2 Qs, though nol
necessarily the same 55 Ps. There are 3 Ps with only one KS (MA0, V10, and A77), and 20
Pe with only 2. There are aboul 10 Ps for each frequency class for B to 8 KSs in each of
the N and Q classes, and the other KS frequencies are near 0 (540 has the maximum of 19,
wilth close runner-ups: C60, F75, F15, M55, M50, M30, M20, and F35),

With respect to principat KSs, a majority of KSs thal are principal are principal for
only one P. But only about 100 Ns are principals, so that some serve as principal for
more than one P. One way this is possible is illustrated by NS11: it is principal for 510,
5§13, and $15, each of which elaborates a case of its use under different conditions. ND1
(and other ND's) are composile, defining a set of words to be members of the same word
class at once rather than (unconcisely) making a separate statement for each membership

C.6 50



Studnt The Knowledge in Studnt C6

Comment on P

5

Content of KS

# S10 Initialize scan

“First function

/
Second function , 513 Scan and apply

L / transformations
S15 Scan (FV) and apply
transformations

516 Age transformations

Third function

Fourth function,

if not FV

Fourth function, $17 Apply dictionary tags
if FV

Qword is FV S18 Apply dictionary tags

(Age problem)
Delimiter is end 520 New high precedence

of chunk

$25 No precedence

K
First chunk is left  NG8 \0"//
end / ‘\
Next chunk starts N59 / S30 Lower precedence
3
after current g
Pericd not in N510 /‘\\ 535 Apply FV chunking
' rules

chunk /
Initial scan is i-r, NG1] ¢ S40 Delimiter chunk

four funcs. / \

End of chunk, NG12 L~ $60 Detect FV start
evohke splitling -

FV always last NS13 = $65 End of FV
in problem -\_

Answer building N514 » 5§70 End of problem string

at end of problem

Key: Direct uses are solid lines, weaker interactions, broken ones.

Figure C.2 The mapping of NS's to S Ps

assertion. NFL is not strictly a compound statement, but F5, F15, and F20 each use a
subparl of it as their principal component,

We now summarize the ways in which the various kinds of KSs can be extracted
from Ps, based on the experience wilh the full Studnt analysis. As in the above example,
the Ns are determined: by combining the meanings of predicates; by comparing the LHS
and the RHS, using common variables; by the occurrence of NOT in the LHS, indicating an
excitatory interaction. Determining Lhe exact content, however, of Ns and Qs does require
some kind of collection of several cases of use, so that an appropriate generalization can
be made, for economy of expression. Also it must be determined in a non-immediate way
just which terms are to be handled by definitional sorts of KSs, and wheiher those
definitions are Ns or Qs. Bul these considerations really only apply when the reading is
starled from scratch, and once the basic terminology for e PS is established, the
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determination process is much easier. To determine the Qs of the definitional and erasure
types is quite straightforward: erasure knowledge is based on occurrences of negated
templates in the RHS, and defmilional knowledge can be assumed whenever there is some
gap between terms in Ns and predicales. To determine programming technigues, the
following clues are used: presence of signals; ordering of signals in the RHS; presence of
data thal is elsewhere used in a particutar way (Q28, Q42); particuiar type of predicate
{e.g., Q16); re-assertion (Q42). For the 7s, we have the following: order of the RHS; re-
asserlion; seemingly slrange condilion elements, for instance P-specific ones. Wilh respect
to the use of RHS order in determining Qs and Zs, something more must be known than
local considerations, since Psnlst does not have an explicit notation for which of the RHS
elements really do have an important order relative to each other. This "something more”
is simply closeness o the principal KS of the P, or closeness to the problem space plans
that are directing the processing. In general, only the first few elements, or in most cases
just the first one, have an ordering constraint, with the rest being don’t-care’s.

C.7. A mode! of knowledse acquisilion

The process of knowledge encoding fits info a model of knowledge acquisition along
the following lines. An arlificial infelligence is seen as an entity with capability for
gathering picces of informalion, which are used in formulating behavior patterns organized
as problem spaces. A picce of information by itself is insufficient to produce appropriate
behavior. Rather, it must be assimilated or understood by having it fit into models that
have been previously acquired or that are built up by a problem-solving process. This
process of understanding consists of first expressing the new information in terms that
overlap wilh some problem-space-leve! model and then allowing the information to interact
as’illustrated above to form new P rules. This broad model goes along with the view that
intellinence is increased by increasing the ability 1o select a particular behavior out of all
the possibilities in a given situation. In the PS model, selectivity is increased by adding
rules and by correspondingly increasing the complexity of P conditions. This growth in
selectivity can easily be seen as growth in a discrimination net (see Rychener, 1976, or
Hayes-Roth and Mostow, 1975) in which each condilion element is taken as a node in the
networl. A match to a P condition then corresponds to finding a path in the network to a
terminal node, at which are stored the elements corresponding to the action side of a P.

Figure C3 illustrates the components of the model, Each box in Figure C.3
represents some body of knowledge, either as an abstract model or as a specific set of
detailed facts. Boxes in solid lines have already been discussed, along with the processing
indicated by the arrows that results in the Ps, Boxes in broken lines are parts of the
process lhat are hypothesized, but are insufficiently elaborated at present to permit
further specification. The figure shows static data dependence; ie., it indicates that
knowledge in one box is used in forming the knowledge in the other. It doesn't indicate
anything, for inslance, about how a knowledge encoding process would access the various
bodirs of knowledge dynamically, nor does it intlude the knowledge extraction process.
Except where arrows merge, interaction of knowledge (as illustrated in Section C.2) occurs
within the boxes, e, Ns with other Ns. The arrows show, rather, how a body of
knowledge forms by development or elaboration from other knowledge (e.g., box 4 to box
B), or how such developments merge in a largely additive way to form a body of
knowledge (6, 7, and 8 into 9).
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rl. Task -nvironn-mntqI G Problem-solving, _I I 3. Parsing _'
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| nNeQs |
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| Figure C.3 The modei of knowledge acquisition: Bodies of knowledge
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Some of the broken-line boxes are not expected to present much difficulty, namely
12, 15 and 16. The others represent more difficult problems than what has been solved
so far. Boxes 1-3 are where much of the real high-leve! problem-solving takes place,
namely in lhe precise formulation of the task environment and in the construction of the
problem space within which dealing with that environment is possible. It is during that
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process of formulation and construclion that the intelligence is added which resuits in part
in the "plan" partion of box 4, thal portion which directs the application of operators in
{he problem space. The specification of box 13 requires a process of concept-formation,
which results in the sel of predicates and their meanings which were taken as given in the
above analysis. The creation ot the elements in box 6 is possibly more complex than is
indicaled. It is conceivable thal programming techniques are not simply a coliection of
facts, but rather are a capability in the form of more general knowledge and procedures
which on demand can generate the particular instances of programming know-how which
are the Qs in the above analysis,

With respect to Figure C.3 it only remains to point out some examples for a few of
ils parls. The conneclion between boxes 12 and 6 is unused in the formation of most of
the Qs, and we have discussed above for QI5, Q24 and QA0 some of the problematic
aspects of this connection, and how they might be resolved. The connection between 12
and 114 reflects the fact that a few of the predicates are oriented towards the structures
used in the Psnist PS. One example is the HASCPRIOR predicate, which assigns fo each
chunk in a Studnt problem a priority. If a stack data structure were available, these
numerical values could be done away with, since the result is a stack-like ordering of the
chunk processing. Another example is the set of predicates which are used to keep track
of the tree structure of the arithmetic expressions. In a Lisp environment, for instance,
the recursive nature of function calling would encode the same concepts. Finally, it should
be pointed out that boxes 10 and 12 may have enough in common to be merged into a
single body of knowledge, although with the present limited objectives their distinctness
can be maintained.

The major component of the task environment (box 1} is the method to be used.
Studnt’s method-is a variant of the Motch method (Newell, 1969), where the “"form" against
which inputs are malched is expressed as a grammar, a set of rules capable of generating
all possible forms to be matched, The grammar itself is not implemented as a generator of
forms {top-down) bul rather as a recognizer, a bottom-up precedence-based parser. The
transformations that Studnt applies to bring the input to a recognizable form correspond
to normalizations that are somelimes done by template matching procedures, to get inputs
inta suitable form for a given set of templates. Even if we take the method as given, there
is still a significant amount of problem-solving to arrive at Studnt’s problem space as
described by the abslract model in Section C.1. Studnt divides a task into two parts:
processing the input to arrive at a form suitable for the matcher and the matching
(parsing) itself. To get the first part, a problem-sotver must form such ideas as:
transformations on strings; classes of words; marking word classes with tags; organizing
{he process as a left-to-right scan; organizing the input string as a series of chunks with
delimiters and operators as boundaries; and so on. The match has two distinct
components, the parsing process and the variable-identification process. The parsing
uses: the concept of chunks; the system of operator precedences, which must be extracted.
from ordering relations noted in the task environment somehow; properties of FV-specific
words; and so on. Studnt’s variable-identification process, which is applied after a
structure has been parsed, is not itself a parser but consists of a rather weak collection of
equivalence rules, but even this rudimentary process uses: a lett-right scan of variables to
be identified; rudimentary pronoun referent substitution; and specific equivalence rules.

The phrases above referring to left-to-right scan bring out once again {cf. Section
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C.1} another feature of the requirements of problem space formation: the addition of plans.
Plans take the place of exploratory (backtracking) search, so that their appearance in a
solver’s problem space is of importance. It remains a significant problematic espect to
determine how they’re added.

To summarize, the problem-solving involved in forming the problem space is of an
ill-structured nature, requiring concept-formation and plan-formation processes that are
poorty understood at present (but sce the discussion below in Section C.9 of the work
of Hayes and Simon, 1973). Because the problems in studying the problem space
formation process in more precise terms appear formidable, we should look for supporting
evidence, and in particular we can question two aspects of the Studnt problem space: is it
the correct problem space and can it be arrived at by other means. Concerning the
correctness, there are three viewpoints: the human problem-solving viewpoint, the Al
_program viewpoint, and the implementation viewpoint,

The first view deals with whether there is support for the model from human
problem-solving studies. Paige and Simon (1966} considered exactly this question, and
their conclusion was that humans’® basic problem space is like STUDENT. They went on to
consider informally a set of augmentations of the basic problem space, suggesting that
STULIENT could accommodate at least some of those augmentations. The Paige and Simon
paper did notl consider the protocols relating to the basic problem space in sufficient detail
to support or contradict the finer details of the STUDENT mode!, such as its system of
operator precedences, but it is safe 1o assume that no gross differences were evident.

The Al program viewpoint considers the question of whether Studnt (or STUDENT)
can be exlended comforlably to the real task, namely problems chosen without care to
simplifying the language. My informal examination of a set of 33 problems from a college-
level algebra text (Rosenbach ef al, 1958) can be summarized as follows: none of them are
directly solvable, five could be solved by easy extensions, 14 by harder extensions, and
14 by extensions of major difficully. By ecasy extension, I mean addition of simple
idiomatic transformations. By harder extension, 1 mean adding specialized knowledge to
solve problems in particular domains of discourse, such as problems dealing with coins,
interest, and mixtures (chemical solulions and alloys), and adding more context tependence
to certain idiomatic transformalions and pronoun referent replacements. By exlensions of
major difficulty, I refer to: problems requiring elaborate semantic models to create the set
of equations, that is, where some infarence is required to derive necessary relations from
given informalion (e.g., certain complex rate-distance problems, for which a diagram is an
essential part of a human's solution); probiems requiring elementary knowledge of points,
lines, and curves; problems calling for symbolic solution as opposed to numeric; problems
requiring solving a previous problem with different numeric values; and problems raquiring
operations on relations, such as reversing the role played by two variables. This last class
of extensions also has the property thal a probiem solver that is an extension of Studnt
would spend more of ils computing effort in the extension than in the basic Studnt
mechanisms, This is not {he case, I believe, for the first two classes of extensions. This
assertion can be supported by results obtained with respect to examining the age-problem
heuristics as an extension of Studnt, within the present Studnt, which is discussed in more
detail below in considering the extension as an addition of KSs (Section C.8). The age-
problem extension is of the harder extension category. From this breakdown of how
Studnt might be extended, we can take some support for the present problem space
formulation.
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The implementation viewpoint concerns itself with the problem of impiementing the
given version of Studnt, which has been solved in {(al least) two cases. If the model of
formulating the problem space, given the task environment, and then encoding that
problem space as a program, is approximalely correct, then the problem solving involved is
of a particularly high order, especially in comparison 1o the state of the art in AL But
since il is likely that the conceplual structures we ‘find in lhe finished programs
correspong o the problem space organization that aided in their imptementation, we have

still further support for the correctness of the present formulation.

This last topic ties in with the second aspect of the problem space formulation that
© we might question, namely whether the given problem space can be arrived at by some
other means. In particular, can il be arrived at by a simple specialization process on
previously-iearned natural language processing? Has simplifying the input domain and
building up a problem-solving process from scratch added unnecessary complexity? Given
{he lack of evidence on this, in parficular with respect to more capable Al programs, we
can only offer a few speculations, remaining within a human problem-solving viewpoint.
Perhaps humans, in solving this clags of problem, do not rely on plans as much as on
weaker search-like methods, Thus the plan-formation aspect of the problem space
formalion process raay nol need to be explained. It is necessary, in addition, to consider
the role of leaching and imitation as aids in the process {and perhaps teachers and authors
of lexts could benefit from the Al formulation). But certainly the concept-formation
process is only pushed lemporarity out of sight by saying lhat the problem space used is
a specializalion of some familiar capabilities. That is, the concept formation took place
somewbhere during the arising of these capabilities, although its occurrence over a longer
peried of time may make it, ultimately, more easily explained.

C.8. Conclusions on the knowledpe analysis

The knowledge analysis has shed light on the pssential aspects of how knowledge is
encoded in PSs, and lhus takes a definile position on how PS programs are wrilten,
avgmanted and refined. A PS program starts out as (partial) encoding of knowledge stated
in terms of some problem space. Ordinarily, the program is then tested, and defects come
to light as a result of inferactions thai were not considered in the original encoding. The
new interactions may be deall with by forming new KSs which are then considered as
additions, or they may correct oversights in processing that produced the original. for
knowledge to be added, il must first be stated in terms that make contact wilh the problem
space in which the program is formulated (or with an abstract mode! at the problem space
level). Then there must be consideration of the ways the new piece of knowledge can
interact with the given ones. In determining those interactions, the explicitness of
expression, allowing knowledge content to be easily read as explained above, is
instrumental, Replacement or modification of knowledge requires a simitar consideration of
interactions. It is important to cmphasize that in this formulation, program behavior can
nol be augmented by simply adding Ps, as is the case in some rule-oriented systems,
because Ps here are encodings of more than one KS. This is the case because of the
conceplual structuring provided by the problem space (model). The circumstances allowing
simple addilion of rules are those where the plans in the problem space are lacking, so
that some melhod of heuristic search among possible behavior sequences is undertaken.
This aliows the addition of knowledge in its pure form because at the higher level there is
very weak structure, and no basis for determining any interactions.
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The analysis has demonsirated the directness of encoding of problem space
knowledge, by virlue of the ratio of Ns to the other types of KSs. With 154 Ns, 53 Qs, and
11 Zs, it is apparent that the Ns predontinate, and that the control knowledge specific to
PSs is quite minimal. These figures do not include the very low-level PS syntactical
knowledge, for two reasons, That knowledge is fairly constant over the entire set of Ps,
and il is sufficiently simple that it quickly becomes automatic for the programmer, requiring
lithle attention during the programming process. Not only is the encoding of knowledge
direct, with little knowledge required 1o bridge the gap between a high-level probiem
space descriplion and the actual language, but it is also the case that the size of each
programming unit is smalt in terms of number of KSs: on the average, each P contains 2.88
Ns, 2.86 Qs, and 0.65 Zs. it is asseried here thal the above analysis indicates that litlle
other knowledge needs to be considered beyond these 6.39 KSs. The explanation for this
is thal the structure of the problem space has satisfactorily co-ordinated its companent
KSs. )

Because, with this framework of encoding, it has been possible to consider
knowledge at rather general levels, it is appropriate to view it as the beginning of a
comprehensive model of knowledpe acquisition. It takes an explicit position on what
knowledge is (at the natural language level, but not at a more formal level), it proposes
mechanisms for its incorporation into some existing body of knowledge, and it exhibits the
result of assimilation of knowledge, namely the Ps. It is interesting to point out that other
experiments have indicated how P conditions can be stored as an EPAM-like (Feigenbaum,
1963} discrimination network (sce Hayes-Roth and Moslow, 1975, Waterman, 1975, and
Rychener, 1976). The present formutation also indicates how processes of problem-
solving and concept-formation enter into knowledge acquisition. It takes a clear position
on lhe difference between knowing and understanding some piece of tnformation, namely
that knowledge is not understood fully until its interactions with other knowledpge have
been considered according to the knowledge interaction process hypothesized here.

As a model of knowledge acquisition, this approach may contribute to the automation
of learning or of incremental addilion of knowledge to a PS program, Going further, it may
suggest a different mode altogether of expressing PS programs, namely natural language
{or at least some language thal expresses knowledge in a way similar to the KSs,
orthogonal to the Ps), and in a more limited implementation, would constitute a powerful
"programmer’s helper”, Along these tines, it can be noted that the division into Ns, Qs, and
Zs would perhaps remove the burden of specifying programming techniques from the
programmer. Also, variations in programs would result from variations in the set of
predicates used by the program in constructing programs. That is, the predicates form a
conceptual base for the programming system to work with, which might best be
determined interactively.

The three subsections that foliow contain some tentative conclusions from this work,
and attempl o structure its extension, its development, and its application to other areas.
First, we compare this approach to related work and point out how this approach might be
used to restructure those results. Then we consider Studnt as an understanding system
and propose some ways thal a knowledge encoding analysis can be used to measure
various dimensions of understanding. Finally, further research that is essential to
supporting lhis analysis will be discussed.
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C.9. Comparisons with olher approaches

It is difficult at this time o compare our results with other approaches to encoding
knowledgpe, because no other sludies have taken a sufficiently similar approach. However,
we can paint out features of interest as viewed from this approach, and indicate further
studies thal might be undertaken to this end. The reader is cautioned that some topics are
raised in a very cursory fashion, with the intention that these may deserve further
consideralion based on this initial exploratory examination. This subsection is primarily
intended to sketch how this work seems to relate to other approaches.

A very interesting comparison can be made to another PS organization, Newell’s
(1973) PSG. This comparison is based on thorough knowledge of that system, but not on a
detaited implementation of some program in PSG. The commonality of PSs indicates that
we should only have o look at the corresponding Zs. PSG is a PS interpreter in which Ps
detect conditions in a linearly ordered Working Memory (STM). As a result of detecting
conditions, specific actions are performed, consisting of adding, deleting, modifying and re-
ordering the elements of STM. When more than one P condition is true at the time of
recognition, that P is alfowed to fire which uses 5TM elements closest to the front of STM.
The detailed comparison is as follows {cf. the Z model given above, Section CB):

a. Order in RHS and order of examination of Ps: very similar to Psnlst,
excepl order in the RHS is reversed; in PSG, the last (rightmost) RHS
insertion is at the front of its $TM.

b. Re-asserlion in Psnlst corresponds lo data rehearsal (the NTC action)
which brings elements to the front of STM.

c. Matching and the problem of spurious P firings: it is possible to put
elemants in front of other elements, so that the others don’t take
part in malching, but PSG has no new-old distinction on STM
elements; thus some (ad hoc) unknown memory structuring must be
used 1o prevent spurious firings (e.g., renaming data elements, which
retaing the information but changes the set of sensilive conditions).

d. Problem of contradictory actions: either non-existent because of the
order of actions, with deletions getting done before insertions
generally, or it must be handled in the same way as in Psnlst.

e. The control of looping is the same for both systems.

This comparison of PSG and Psnist does not deal with all of their differences, because it is
limited to the control mechanisms only, and because the control mechanisms that have to
be considered are limited by the domain determined by Studnt. Qur conctusion is that PS
control issues are essentially the same in both systems, increasing our contidence that our
assertions about PSs have some general validity.

With respect to more conventional languages, a couple of points can be made as
molivation for more detailed studies. The step size of PSs compares guite favorably to a
emall recursive LISP funclion. Thal is, a P and a recursive lambda expression have similar
size, expressive power and isolation ‘in terms of knowledge content. LISP, however,
generally suffers from the "subroutine interaction problem", since knowledge interactions
are not carried through io the exient allowed by PSs. The size of programming unit is-
much smaller than an ALGOL block structure, where the assumptions at some point in a
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program depend on a lexically very large extent, with each inner nested block inheriting
knowledge assumptions from ils outer containing blocks. If we were to attach assertions
at various points in an Algol program corresponding to KSs that are assumed at those
points, then places thal are nested in several block levels would have all the relevant focal
assumptions plus those of all the containing levels. For a P, the KSs that hold are
determined locally. Thus a PS program has knowledge distributed more or less uniformly
over its parls wbere an Algol program shows wide variations in density of knowledge.
Proving correctness of a conventional program is done by attaching assertions to a
floweharl and then following the flowchart sequentially, verifying assertions at a point in
the context of accumulaled asserlions from the flowchart traversal, whereas for a PS,
verification can be (il is claimed, to be supporled by further research) much more
localized, with no need to deal with control flow. The knowledge encoding approach poses
lhe question of proving correciness of programs as the process of determining the
following features: the knowledge content; whether the knowledge is correctly -encoded,
i.e., whether all relevant interactions have been explored; and whether the knowledge is
correet with respect to the given task environment,

I{ we are to compare PSs to Planner-like languages (see Bobrow and Raphael, 1973)
it is essenlial lo point out thal at the Z level, these languages have a pattern-goal-
oriented implicit search, which may have large ramifications on how the other knowledge
levels are formulated. A more generat question to be answered is how the encoding of
knowledge as Planner theorems is diflerent from encoding it as Ps. An attempl at making
a system flexible in ferms of augmentation was done by Winograd (1972), and the result
(unpublished) was thal to add certain kinds of knowledge, some other knowledge of the
internal workings of the program was necessary. In other words, more than- just an N-like
slatement, with pure problem space conlent, was necessary. Charniak’s (1972)
systematization of a body of knowledge relating ta children’s stories would have to be re-
formulated from a problem space viewpoint, in order to make comparisons. This is made
more difficult because there is a lack of explicit statement as to exactly what that body of
knowledge consisted of. A good deal of discussion by Charniak was based on the body of
knowledge without getting down to a strict separation of the knowledge from various
interesting issues related to it.

A recent study by Hayes and Simon (1973) investigates the process of extracting
problem-space-related knowledge from the instructions for a problem-solving experiment,
This involves studying profacols of human behavior, and attempting to model the processes
as a computer program. The program assumes a parlicular form for the problem space:
the GPS (see Newell and Simon, 1963) form of heuristic search with means-ends analysis.
The program thus addresses the area dealing with boxes 1 and 2 in Figure C.3; its output
is a set of task environment "slatements” that have a form suitable for input to a GPS-like
problem solver. Although the work covers only a small portion of knowledge acquisttion as
oullined above and makes strong assumptions about the desired form of the problem
space, it serves as a useful base point for further work along the lines of the acquisition
model and especially for the problem space formation process.

Finally, we compare the present approach to Sussman’s (1973) mode!l of skill
acguisition. The model (Hacker) deals with the knowledge used in constructing problem-
solving procedures in a toy blocks world. There are several categories of Hacker FACTs
(its version of KSs): ode deals with delails of the toy blocks world, giving attributes of
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pre-defined blocks operators, for instance preconditions for the PUSH operator; a second
is programming techniques, which deal wilh the particular model of problem-solving being
used; two others deal with Hacker’s "critics’ galiery," a body of knowledge about bugs in
procedures; the fifth is a program library, wilh procedures thal have been used for
previous problems; and the sixth, a "notebook” with comments on programs in the library.
Faced wilh a problem, Hacker uses the appropriate bodies of knowledge to build a first
approximation fo a procedure to solve the problem. By executing that procedue in a
“careful” mode, bugs in the procedure are uncovered, the critics’ gallery proposes a
solulion, and another atlempt is made fo execute the procedure. An example of how this
works lreats the problem of writing a procedure to build a tower of blocks. An initial
procedure might do fine unlil it tries to pick up a block with another block on top of it. At
that point, the critics® gallery might propose inserting a line of code before the pick-up
operation, to ensure that no block is on top of the Ilock to be picked up.

Sussraan did not gather together his FACTs and comment on them as a group, but by
my count, there are 12 blocks-world FACTs, 16 pragramming technigues, and 8 critics’
gallery FACTs. FACTs relevant lo a particular procedure are not al combined at once as
envisioned in the present knowledpe encoding process, bul it is necessary o put together
a first approximation to a procedure and then execute it to see what happens. Thus, it is
nol the case {hat knowledge can be extracted from Hacker’s procedures by an analog of
our knowledge extraction process. ‘To find out in detail the properties of a library
procedure thal was constructed previously, in order to modify or generalize it for a new
probler, it has to be executed and its behavior monitored. Also, if the result of careful
execulion is new knowledge, thal knowledge is not incorporated into the procedures for
generating programs, so thal it would be used appropriately for future problems, but
rather it becomes a new entry in the crilics’ gallery, and can only be used to patch up
bugs in carefully-executed procedures. In principie, there seems to be nothing to prevent
the critics® gallery from growing to very unmanageable and inefficient proportions,
especially with the possibility of ceitics’ being {ormed lo correct other critics actions.

Sussrian’s Hacker approach takes a definite and more or less traditional stand on
the issue of modularity of knowledge, whereas the proposal here represents a different
approach. Hacker’s KSs are kept in pure form as FACTs and grouped conceptually into
modules that are claimed to be substitutible or interchangeable for modules dealing with
olher problem domains. The Siudnt approach (ideally, given that the present model can be
implemented) is that individual XSs are not kept in pure form but only in the encoded form,
The encoded form, however, is sufficiently explicit that the statements can be recovered,
at least enough to compute furlher interactions. Modularity is still maintained at the
problem space level. Thus the PS trades explicitness of representation for mdividual
statement modularily. Just how the PS5 approach as proposed here would be worked out
in delail is still an open question, and will be discussed below in connection with problems
for further research.

C.10. Understanding and intellizence in Studnt

In order to approach issues related to understanding, intelligence, generality, and
similar topics, we adopt the understanding dimensions approach of Moore and Newell
(1973). Moore and Newell define understanding by saying that a system understands some
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picce of knowledge if it uses it whenever appropriate, They propose eight dimensions
along which understanding systems are to be evaluated: (1) representation of knowledge;
(2) action, the conversion of knowledge into behavior; (3) the assimilation to the internal
struciure of external (task environment) structure; (8) the accommodation of the internal
structure to external structure (which includes learning, incorporation, or acguisition of
new knowledge structure) (B) directionality, the structure that initiates and guides
processing toward specific ends by appropriate use of knowledge; (6) efficiency; (7) how
the system responds to error; (8) depth of understanding, an indication of how effectively
knowledge is brought to bear whenever appropriate. Studnt takes Ps as its ultimate
knowledge representation, and the interpretation of Ps as the means of obtaining action.
The following paragraphs discuss (3) through (8) in tarn,

the KSs. That is, a K5 is said lo he assimilated when its encoding in Ps has been effected.
For Studnt, this question is mapped into determining whether all ot the interactions of the
knowiedge have been correctly considered. Evidence that the program can soive problems
that require various subsets of its KSs is at best only indirect support that it understands
the knowledpe. We must postpone a definite delermination of Studnt’s degree of
assimilation of its knowledge until more concrete progress is made in automating the
knowledge-encoding process, thereby making more definite the meaning of interaction,
The best possible estimate at present is based on taking the number of uses of KSs in Ps
as the number of interactions (roughly 1650) and taking the number of "bugs" discovered
in the process of the analysis (aboui 50), to get 977, Even though this figure is suspect
because il relies on fthe accuracy of my own judpgment as to what is correct for the 50
bugs found (in general, a more knowledgeable encoder is necessary, to judge the resuit of
an encoding process either directly or through behavioral tests), it iliustrates a measure of
assimilation based on the knowledpe encoding approach.

The accommodation dimension raises questions with regard to how the Studnt
structure can be augmented io expand its area of performance. As discussed above
(Section CB), on a sample of 33 problems not given to Studnt, 5 (157) would require easy
extensions® to Studnt, 14 (42.57) require harder extensions, and 14 (4257) require
exiensions thal present major difficulties, The first two classes (57.57) could be
reasonably said to be within the range of Studnt’s ability, while the rest require such
radically different approaches as to be beyond Studnt, in the sense that the "Studnt"
nature of a program to solve them would be diminished relative to the total program. Thus
Studnt might he said lo be 57.57 accommodating. These figures are, of course, based on
this author’s judgment of problem difficulty. They are suspect also due to the sample
chosen: it is indeed a significant problem to determine what set of problems to examine.
Studnt can solve a class of problems of unlimited size, and there are classes outside its
reach that are also unlimited. The cautious appraisal of the 57.57 figure would be that it
ilustrates a possible methodology for measuring accommodation, dependent upon the
knowledge-encoding approach (as it is used to evaluate the knowledge necessary to effect
the accommodation), but that a great deal more research is necessary in order to support
both the general approach and the specific measurement obtained.

® Perbaps easy extensions are more properly considered to be assimilation, since they
require little structural change.
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In keeping wilh the statement at the beginning of Section C.7, I would identify
diteclionality with intelligence. This accords with the view expressed by Neweil and Simon
(1972, chapler 3, pp. 88-89) thal the intelligence of a problem-solver is related to the
difficulty of a problem for that solver, as evidenced by its search behavior. That is, the
more direcled the search is, implying examination of fewer irrelevant alternatives, the
more intelligent the solver. Studnt’s intelligence cannot be measured by examining its
search behavior, because the only sense in which it does search is thal it constantly
progresses toward completion by scanning, chunking, and building expressions. We can,
however, examine qualitatively the knowledge thal directs the constant progress, and
comment on how il might be possible to formulate its limitations by studying the space of
problem spaces. Studnt’s intelligence is embodied in the plans it uses. These plans are
inflexible, prescribing specific aclions in specific orders. According to the model of
knowledge acquisition presented above, this intelligence is acquired during the problem
space formalion process, and il the inteliigence is limited, it is due to limitations in the
problem space,- As Newell and Simon point out, if the problem space were richer, allowing
the direclion of processing to be based on more appropriate discriminations (as required
by the lask environment), a problem solver (Studnt) would have greater potential
intelligence. A more exact understanding of lhe space of problem spaces for solvers of
Studnt-like problems might allow Studet’s intelligence to be measured reiative to other
programs. Such a measure might be based on an analysis of knowledge in the form of
plans contained in such problem solvers, especially if the body of knowledge formed by
taking the union of all such sels of plan knowledge is a coherent whole,

On efficiency, the main point we can make is that since knowledge is encoded
procedurally as Ps, wilh only the lemporary state in Working Memory, the interpretation
sub-issue bhas litlle impacte The interpretation sub-tssue is that if many levels of
interpretation of knowledge are required, the factors of extra computing time required at
each level mulliply {¢f. the difference in running a program compiled, interpretively, or on
a simulated computer). In parlicular, while Studnt is solving a problem, it is not the case
that it musl search to find lhe implications of some picce of knowledge or to decide how
two items of information must interact. This apparent efficiency is at the cost, perhaps, of
an expensive knowledge encoding procedure; this cost will only be known after further
research.

In the general category of error, the knowledge analysis leads to the consideration
of how to assign blame to parficular KSs for some faulty behavior. This approach says
that the error is not localized in particular Ps but rather is due to faulty {incorrect) KSs or
to failure to consider interactions between KSs; thus an error may be due to the contents
of a set of Ps. In diagnosing and correcting an error, it is ¢lear that the processes of
knowledge extraction and knowledge encoding are essential. We can speculate that not
‘only will the contributing KSs have to be known, but that some relative reliability measure
on KSs might be usefu! (reliability perhaps determined by successful use on past
problems), in deciding on correclive action, For the present Studnt, there is a computation
of the contribution of particular KSs to the total behavior. The listing of the KSs,
Appendix F, gives the Ps in which each KS is used, and the actual TESTs in which each KS
is applied by virtue of some P, which incorporates it, firing during the TEST. For instance,

@ We will ignore whether Ps themselves are interpreted or compiled, given the
understanding-system level of this discussion.
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it is clear that the almost all of the NS (initial scan) are used for all the TESTs, whereas
‘each of the NT's (iransformations) is used in a small subset, where the subset varies
according to which NT is examined. On the whole, the NT's, the ND’s, some NM’s, some
NC's, the NiTs, the NA’s, 14 of the Qs, and Z8 are used only in subsets of the TESTs, while
the other Ns, 39 of the Qs, and the Zs (except Z8) are used in all of the TESTs.

To measure. Studnt’s deplh of understanding within the knowledge-encoding
approach, it is necessary to consider whether all knowledge interactions are properly
worked out. For instance, it might be possible to construct an example that uses
knowledge in Studnt in such a way thal Studnt fails to apply it appropriately. Such an
example has not yet been found, but that doesn't rule out the possibility entirely. (This
task is much more difficult lhan finding problems that use knowledge that Studnt doesn’t
have at ail, or finding problems where Studnt’s knowledge is inaccurate.) The kinds of
interactions that are worked oul are perhaps determined by the problem space, so to find
a proof or counterexamplie, it may be necessary ta have an exact and full understanding of
how inleractions are related to the problem space {moro is said on this in the following
subsection).

C.11. DBirections for further research

The analysis of the knowledge in Studnt has provided a framework for posing
further research questions relating to four major areas: (1) verifying the analysis by
automating the knowledge-encoding process; (2) testing the extendibility of the model by
adding knowledge that extends the domain of solvable problems; (3) testing the
substitutibility of the model components by trying to apply the analysis to other
programming languages; (4) testing the applicability of the overall mode! of knowledge
acquisition by simitar analyses of Al programs for other task areas. We have already
presented some directions to go on question (8), in Section C.9. Topics {2) and (3) depend
to a large exient on progress with respect to (1), either using PSs or some other
programming language. The following paragraphs speculate on the central issues to be
resolved in attacking guestion (1), :

An immediate question relating 10 automating the analysis is the choice of language
for the KSs. One approach is to analyze the KSs themselves for underlying semantic
struclure, in order to determine the kind of mechanical translation that needs to be done
to express the knowledge in a directly assimilable form, or in order to design a more
suitable formal notation. Natural language was sufficient for the purposes of the present
first approximation at a model of knowledge, and ils use obviated the need to do & design
of a formal language at the same time as the analysis was being done. Certainly it is not
necessary 1o have a language more powerful than natural language, but rather it may be
necessary to use a language that places less burden on the processor in filling in implied
relations and objects. Any use of an arlificial or formal language faces another problem:
how to guarantee that the formal language has a systematic basis, or that it is possible to
decide how to express some idea, for inslance with or without making ad hoc extensions to
the language. Sussman (1973) and Charniak (1972) both expressed knowledge in
formalisms directly usable by their (partially hypothetical) programs. But they in fact
ignored the theory of construction of these formal assertions, and in many cases simplified
and altered lhem for human readability. (These two are emphasized in preference to
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"pure” predicale calcubus formulations for the reason that the predicate calculus approach
has not been practically applied to such task areas to date) In other words the
syslemalizalion of expressing the knowledge is inside the head of whoever is usitg it and
is thus for purposes of analysis effectively lost. Also the parts of the programs thal make
assumptions about input form are scallered, rather than collected into a language
interface.  Using natural language, on the other hand, necessitates building some
translation program, but thal program can then be inspected, presumably, and the theory
of construction of formal representations of knowledge that it embodies can be extracted
and made explicit.

The analysis of the KSs, either with a view towards using an artificial language for
furfher work or as the actual interface to the encoding process, will require advances in
the present state of the art. The most promising approach at this time may be to use
ideas similar to those of Hayes and Simon (1973). Their approach, which was successful in
analyzing the task instructions for a problem-solving experiment and which derives from
an approach 1o aulomaled protocol analysis (Waterman and Newell, 1973}, is based on
Ioosely processing the natural language input, attempting to make connections with known
forms, but otherwise ignoring parls of the input that cannot be parsed (the parser is
designed to react flexibly to such noise),

As an adjunct {o the actual aulomation of the process, it might be useful to test how
much of the scheme can be used by humans in weiting PSs. It is reasonable to look for a
strategy of making explicit the knowledge to be encoded, at the same stage in the
programming process that is occupied by a top-down “structured programming” strategy
wilh a more conventional language. This would divide the programming into two stages,
one involving the clear formulation of the body of knowledge to be encoded, and the other
ihvolving the problem-solving necessary to complete the PS encoding.

The representation of the KSs internally is another major unsolved problem. The
main aspect of this is the question of duality of representation: is it necessary to keep
both the procedurally-encoded knowledge as it exists in the Ps, and something
corresponding 1o the individual K5s? It seems essential that knowledge be kept available
for interactions arising some time after its initial acquisition. A fact might even be made
use of for construcling and revising many diflerent problem spaces, in addition to aiding
the addition of knowledge in closely related areas. As skelched above, it seems plausibie
that a program could determine the knowledge in a P by examining it, given the meanings
of the predicates, and given an overall understanding of the problem space. It might be
possibie to aid this process considerably by encoding the P LHSs as a discrimination net,
and then using the nel to discriminate, and to study the interactions of, the KSs
themselves. Thus the net would simultaneously represent the desired duality, with one
interpretation being used 1o match condilions of Ps, and another interpretation, based on
predicate meanings, to regenerate the knowledge content of Ps. This adds to the design
considerations for representing Ps as a discrimination net, and provides more motivation
for pursuing that topic furiher.

Several questions can be formulated with respect to the various components of the
above analysis. First, it might be necessary to refine the decomposition into Ns, Qs and Zs
that was developed above, since aulomating may add requirements to the structuring of
the statements. The process of determining which KSs are to be taken as principal ones
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needs more exact specificalion, It might be fruitful to investigate the question of how to
generate the predicates, which would involve trying to characterize predicate meanings in
a general way, as well as the question of how to refine this concept structure to fit the
needs of the specific implementation. This aspect would involve, in advanced form, the
examination of the Ps’ structure to determine which subsequences of conditions would be
more suitably evpressed as single predicates, perhaps making decisions as to whether
some predicate could be computed once instead of being recomputed on demand, or vice
versa. Finally, the question of whether Qs need to be kept as a body of statements (either
explicit or implicit, depending on the solulion of the duality problem) or whether there
might be some melhod of generating fechniques from more abstract statements, by some
kind of problem-solving process with knowledge of functional aspects of programming.

The process of how the KSs interact to form the Ps needs to specified much more
carefully. Particularly imporlant is to break them down in such a way thal their
associations and inter-relations with each other are clearer. The knowledge about Psnlst
syntax at the lowest level, whith wasn't considered here, would probably be‘encoded
directly in the P-building processes. The process of applying the KSs of the Q and Z type
requires recognition of conceplual structures that are not well understood at present. For
instance, there would be a general set of criteria for recognizing a situation where
knowledge about looping technigues can be applied (some of these situations are explicit
in the Qs af present, but the statement of a general set of them, and how they're applied,
remain as open problems). How the Ns interact raises the most interesting questions,
which are difficult lo approach at the present informal stage of the analysis. The mode!
for the Ns (or the problem space that it represents) seems to provide a rich
interconnecting structure for the basic objects that are described by the Ns. This
structure allows some kinds of interactions and development to take place, and prohibits
olhers. For instance, the model makes a clear distinction between chunks that represent
arithmetic expressions and chunks that represent the find-variable (FV) specifications for a
problem; processing done on arilhinetic expressions is by this distinction determined to be
unnecessary on FVs. Gince this kind of dependence of interactions on the containing model
(problem space) structure was not central to the analysis of Studnt, it may be that it
begins to have important effects only on more complex task domains, but it may be that
the dependence will become evident as the analysis is automated.

Further research must be directed towards supporting the idea, implicit in the
formulation of the knowledge acquisilion model, that knowledge can be compartmentalized
in various models. One interesling problem is to make explicit the mode! of pure task
environment knowledge (hox 1 in Figure C.3), and similarty another is to produce a pure
formulation of the problem-solving methods. The use of models to replace the loose
abstract descriplions provided for the Qs and Zs {(Section C5) is an important topic to
pursue. The Q model must include functional goals like flexibility and efficiency, which are
evident in some of the Qs, but which are at present isolated and unrationalized attributes.

The higher-level components of the model of knowledge acquisition, dealing with the
formulation of the particular problem space given the nature of the task environment,
introduce a very interesting set of research problems. As detailed above, there may be a
significant amount of problem-solving and concept-formation in this process. This involves,
for instance, the recognition that arithmetic operators form boundaries for portions of text,
and that the operators can be processed by techniques used for phrase-structured
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grammars, Given some weak-method formulation of the problem space, such as some way
of using heuristic search, the addition of the problem space plans used above constitutes
an interesting learning problem.

The relationship of PSs to the overall knowledge acquisition model needs to be
empirically determined. That is, a convincing case needs to be made that PSs can
adequately represent the wide variety of procedures and data thal have historically been
used in Al programs. For inslance, can PSs be used lo represent semantic networks, and
inferences of the type that have been achieved by using backtracking search? On a more
peneral level, it would be usefid 1o characterize the varielies of knowledge, and how
knowledpe is encoded and manipulated, for the full range of past Al systems. It may turn
oul 1o be the case thal the class of programs whose knowledge fits inte the present
framework is limited, Whether this is the case might be determined by analyzing other
PSs using the present methodology. A parlicular area of current interest is the problem
of representing uncerlainly of knowledge sources (Shortliffe, 1974) and of learning and
generalizing from reat environments (Becker, 1973). At one level of description, more
generally applicable Ps are ones with more general condition elements, but the process of
acquisition and creation of more general knowledge for forming those elements needs a
greal deal of elaboration. :

The present analysis has {ricd lo elucidate as many aspects of the knowledge
encoding process as possible, withou! becoming committed to an amount of further work
lhal would be impossible in the scope of the present paper. The fact that the analysis
includes details for the entive Studnt program supports the basic conceptual structure of
the mode!, and allows cerlain imporlant conclusions {o be drawn about how knowledge is
encoded in PSs. 1t is susgested that this level of detail is appropriate for the other
studies of knowledge encoding oullined above. Further detailed research into the
effectiveness of the model for use in an automated knowledge system is best postponed
until more basic questions with regard to the use of PSs as a language have been

investipated (see Rychener, 1376).
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0. Summary of Conclusions

Our conclusions from this study can be separated into those from the implementation
itself and those from the knowledge analysis. Studnt adequately soives 27 tests that were
done originally by STUDENT. Interesting features of program control as achieved by the
PS are: the use of explicit data as control signals; the use of data elements to imitate a
recursive (hierarchical) parsing of the inputs, and to build the tree-structured output
expressions; the use of Psnist’s :SMPX to sequence and coordinate processing; and the use
of Psnlst’s multiple-firing capability in processing sets of items. The internal Working
Memory representation of Psnlst embodies a choice for generality as opposed to the
conciseness and ease of manipulation of a special-purpose string representation. The
Working Memory is at least an order of magnitude larger than other known PS
archilectures can handle efficiently. The time efficiency of Studnt is quite reasonable for
an interpreted language, and is less than an order of magnitude slower than a human on
the same task. Studnt differs from STUDENT in the gross organization of the processing,
doing a single left-to-right scan over the input to achieve what STUDENT did with several
sets of rules applied in sequence, each of which made multiple scans of the input seeking
various patierns, The two implementations use roughly the same number of rules, with
Studnt’s rules having more complex conditions and actions due to the data representation,

The primary aim of the knowledge analysis is to examine in detail the knowledge in
Studnt and how it is encoded in lhe Ps. The knowledge is expressed as 218 nalural-
language statements of three broad categories, with the concept of problem space forming
the organizational siructure of the category comprising the majority of the statements.
- Each of the three classes of KS is described by an abstractly stated model, for which
individual KSs are instantiations of detail. The $13 example illustrates the nature of the
interactions of many knowledge statements in forming one of a set of related Ps. The
mapping between Ps and KSs is many-many, due to the number of actions performed
conveniently by a single P and due to the convenience of expressing KSs economically.
This economy is in the sense of being usable for interaction in a variety of ways, thus
gaining more contribution to the total Studnt program per KS. Data on the distribution of
KSs over the full set of Studnt Ps give further support for the size of knowledge unit
chosen and for the many-many nature of the mapping. An average P is the resuit of
combining 2.88 KSs of the problem space type, 2.86 task-independent programming
techniques, and 0.65 slatements dealing with PS control. The mapping between problem
space and Ps is fairly direct, given thal of the 218 statements used, only about one fourth
are programming technigues, with 57 of the total dealing with PSs. Thus the encoding
process deals mostly with the addilion of problem space knowledge. A brief look at a case
of augmentation within Studnt indicates that most new knowledge is of the problem space
category, with large overlap in lthe other categories. The knowledge analysis was
developed entirely from the explicitness of P conditions and actions, allowing the.
knowledge to be read ofl in a systemalic way. '

The form of the knowledge analysis led to the hypothesization of a more
comprehensive model of knowledge acquisition, as might be realized using P5s as a basis.
The major problem of the formation of problem spaces from less structured task
environment knowledge can be formulated in this model. This involves advances in the
state of the art in problem-solving and concept-formation. Within the model, the process
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of programming in PSs is seen as a knowledge-encoding process, where the explicithess of
PSs is used to advantage in debugging and augmentation. The decomposition of the
knowledge info problem space versus programming techmgues is promising in terms of
being able to build up a set of standard technigues whiclh would effect the encoding of
numerous problem spaces of diverse sorls, amounting tc substitubility of the various
knowiedge models, The ulility of the medel is based on being able to automate the
knowledge-encoding process, which depends on being able o process the natural language
statemenis, determine the knowledge content of existing Ps, and carry out the interaction
process.  The model thus raises numerous questions for further research. Technigues
being developed in protocol analysis and in aspects of human understanding, exemplificd
by the work of Hayes and Simon, may provide a basis for the natura! language processing
involved,

Comparison to olher approaches, especiaily Sussman’s Hacker model, brings out the
posilion of 5s vis a vis modularity of knowledge. The models of the KSs are modular, but
thee PS encoding is an euplicit representation of the full extent of possilile interactions
among lhe statements. Thus the encoding is at the exireme position of a modularity
dimension, with access to the knowledpe i a modular way dependent on explicitness.

There are several benefits from positing a feve! of knowledge betwenn its
expression as knowledpe aboul a task environment and ils expression as Ps. KSs as
exemplificd here are closer to problem-space-~level models than are Ps. There s
significant problem solving, namely finding the interactions of KSs, in making the translation
from KSs to Pa. There is also problem solving, of a different sort, in forming the problem
space from knowledge of the lask environment and knowledge of methods. The separation
of proklem space knowledge from programming techniques and lower-level PS5 knowledge
is promising with respect to applying known lechnigues to new bodies of problem space
knewledpe, wilh a minimal need for re-shaping the problem space to fit the available
technigues.

Measures along the understanding-system dimensions of Moore and Newell are
sugnested by the knowledge analysis. A (very tentative) figure of 977 for Studnt’s degree
of assimilation is based on taking the successful encoding of a KS into a P as a unit of
assimitation. The kinds of problem Studnt could do, based on its present knowledge and on
the knowtedge required 1o extend its performance {o other classes of problems, gives an
estimale of B7.57 for Sludnt’s degree of accommodation (this is based on crude sampling
but points oul how the knowledge analysis approaches the question). The present
approach suggests a way that depth of understanding and error might be handied using
KSs as unils contribuling to a particular solulion, but af present nothing more precise can
be said. The figures given above are not to be taken as precise measures, bul rather as
indicalive of the potential fruilfulness of the overall approach.

We slarted oul this study of STUDENT by asking questions related to its intelligence
and understanding, Trom the viewpoint of an analysis of Al programs. What has deveioped
is an elaboration of the use of models and particularty of lhe concept of problem space.
Intelligence is seen as knowledge in a problem space, in the form of plans, that guides the
application of other knowledge as a solulion is sought. The plans in Studnt have been
explicily pointed out, and a beller understanding of Studnt’s use of the match method has
been reached. What Studnt understands is made manifest in the 218 KSs, along with our
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abstract characterizalions of them. Furlher work to verify and extend the analysis will tell
us how applicable it is. The details must be verified by deepening the formalization and
by automalion. The breadlh of scope of the model will be realized from studies at a leve!
comparable to the present study, on a wide variety of Al programs.
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Appendix A. Short Summary of Psnist Features

A.l. System architecture and production format of Panist

A production system (PS) is a set of conditional rules, productions (Ps), that
represent changes 1o a symbolic model of a situation along with conditions under which
those changes are to be made. A production system architecture (PSA) provides: a
Working Memory (WM), which contains symbol structures representing the dynamic state
of the situation being modelled; 8 Production Memory (PM) which contains the Ps; a
particular control mechanism known as the recognize-act cycle, by which Ps are
repeatedly executed or fired - a P that is recognized to have its condilion satisfied with
respect to WM contents is fired by having its actions performed, whereupon the cycle is
repeated using the new contents of WM (WM is updated by the actions of the P that is
fired) and a set of conventions or ordering principles by which a single rule may be
selected from the set of rules thal are recognized to be satisfied by the contents of W
during any recognize-act cycle, '

The Psnist (PS analyst) is a PSA, as follows. WM is an unordered set of data items
element is a member of a set of constant atoms called predicates, and where succeeding
elements are either atoms or list structures - list structures however are opaque, their
internal structure not being accessible to the recognition mechanism of the PSA. Instances
are considered {o be grouped logether in the WM according to their predicates. PM is an
unordered sel of Ps, each consisting of a left-hand-side or LHS (the condilion part) and a
right-hand-side or RHS (the action part). The form of LHSs and RHSs will be discussed
below. The recognize-act cycle consisls of a match of the LHS to WM, resulting in bindings
for variables contained in elements of the LHS. A firing then uses those bindings to create
WM instances according fo lhe elements of the RHS. Two features of the match are
unusual. First, all possible malches are found, and a firing occurs immediately for each
match. Thal is, within a single recognize-act cycle, many firings of the same production
may occur. Second, a2 match must include at least one data instance that is new wilh
respect to the P thal is matched, where new is defined as having entered WM atter the
previous firing of the P. The action part of a recognize-act cycle consists of adding or
deleting WM instances, and of oplionally making changes to PM using ADDPROD and other
special operators explained below.

The way Punlst orders satisfied Ps to select one for firing (this is the fourth PSA
component) is by ordering events that occur during the action part of the recognize-act
cycle. This is done by using a stack memory that records, tor each WM change, the set of
Ps thal might become satistied as a result of the change. The stack memory is called
:2MPY, stack memory for produclion examinations. More recent WM changes are stacked
on top of older ones, so that Ps satisfied by more recent changes are guaranteed io fire, if
salisfied, before Ps using older changes. The order of recency of changes with a P firing
are determined by the order of conjuncts within the P's RHS. This ordering principle
leaves two seleclion orders unspecified: if more than one P using the same WM change is
satisfied, one is arbilrarily chosen to fire and the other is pushed down in :SMPPX by lhe
changes made by the selected P; if a P fires more than once in a recognize~-act cycle (more
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than one malch is found for lhe P), the firings are done in an arbitrary order. With
respect 10 the former arbitrary choice, if one P is to be selected before another one that
uses lhe same WM change, the LHSs of the two Ps must explicitly be mutually exclusive.
That is, if is the user’s responsibility fo distinguish hetween don’t-care and necessarily-
ordered situations. Given the :SMPX mechanism for ordering P firings, the recognize-act
cycle can be summarized as follows: a change occurs to WM, resulting in :SMPX entries;
starling from the lop of :SMPX, Ps are matched until a P condition is found to be satisfied;
the actions of the salisfied P are execuled, resulting in stacking up new entries in :SMPX;
and so on.

The following is a Psnlst production that appears in a PS that models a hungry
monkey in a room with some bananas, as the monkey recognizes its hunger and tries to
reach for the bananas, ‘

H1; "HUNGRY™ i HUNGRY(M) & ISMONKEY(M) & ISBANANAS(B) & LOC(B,X,Y H}
=> GOTO(MX,Y) & REACHIOR(M,3)

The name of the P is Hl, its comment is "HUNGRY", and the remainder of the P gives the
LHS and ihe RHS, separated by "=>". The LHS is a conjunction of templates for WM
glemants; each template is a predicate followed by a list of variables. When a match
succeeds, each variable is bound lo a specific token from the WM instance corresponding
to the template. H1 would maich a situation in which the instances (ISMONKEY MNK-1),
(HUNGRY MNIK-1), (JSBANANAS BAN-1), and (LOC BAN-1 I-1 J-3 K-2) are present, to
produce two pew instances, (GOTO MNK-1 I-1 J-3) and (REACHFOR MNK-1 BAN-1),
assuming, say, thal the (HUNGRY MNK-1} instance is a new one. M is bound to MNK-1, B to
BAN-1, X to I-1, and s0 on. MNK-1 is a loken for the monkey, BAN-1 for the bananas in
the room, I-1 for a spatial location along the X coordinate axis, and so on. The GOTO and
REACHIOR inslances become instigators of further action, if Ps to mode! the corresponding
real actions exist and if other conditions in the model are appropriate.

A.2. Fealures of Ponlst programs

The notation for Ps in Psnisi is a subset of the Mlisp language, or rather a special
interprotation of Misp expressions (see Misp, by D. C. Smith, a Stanford Al Lab report,
available at CMU). A PS consisls of one or more modules, each of which is represented as
an Misp EXPR consisting of a BEGIN .. END block. Each module consists of optional
declarations, followed by a list of labelled Ps. A P is sitply a disjunction of an optional
comment string and two conjunctions, the first conjunction being the LHS, the second, the
RHS. A special function is used to translate these conventions into the format used
internally by Psnisl.

The following presents novel syntactic features that are encountered in reading
Psnist programs:

7 - the Mlisp comment character; text between 7’s is ignored.
? - used to quole Lisp S-expressions

" - string constant delimiter (for instance, Psnlst comments)

3 - a semicolon s used after a P name and to separate Ps

=> - this symbol separates LHSs of Ps from RHSs
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- used 1o separate Psnlst comment string from associated LHS
(is DEFINE G to be OR)
? - Miisp character-guole character; must be used for characters
that have special Mlisp meanings. For instance, V?-1
ts an identifier, not "V minus 1" :

& - AND
<> - Miisp syntax for {LIST ... ), the Lisp list-building function
® - Miisp syntax for Lisp APPEND function, for joining two lists

Summary of notation for Ps:
name ; "comment” it | LHS => RHS ;

The following comments explain other special features of Psnist programs, but only
lo the extent necessary for easier reading of the programs. Examples of thess features
are to be found by the reader in specific PSs. :

Macros: certain things that look like predicates are really macros, expanding into a
sequence of predicales with arguments; these are usually expanded at ioad time,
by user-detined Lisp programs,

NOT specifies “absence of" when it precedes LHS conjuncts; it denotes deletion when it
precedes RHS conjuncts; in LHSs it may also precede a nested conjunction,
NOT( ... ), in which case the conjunction is matched as if it were an LHS, and if it
succeeds the LHS malch fails; these negated conjunctions may be nested, that is,
they may contain nested conjunctions (see also EXISTS, below).

NEGATE is a built-in macro thal specifies which of the LHS conjuncts are to be negated in
the RHS, by number, or by using ALL; if negative integers follow ALL as an
argument, it means "AlLL but” the instances specified by the negative integers;
for instance, NEGATE(3) would stand for NOT ISBANANAS(B), in the above
example. -

SATISFIES, SATISFIESZ, SATISFIES3 are special predicates for testing values of variables
during the match, using Lisp predicates; the numbers 2 and 3 are the number of
variable arguments (SATISFIES takes one),

VEQ(x,y} is equivalent to SATISFIES2(x,y,x EQ y), ie equality.

VNEQ(x,y) is equivalent to SATISFILS2(x,y,x NEQ y), ie, inequality.

Conjuncts in RHSs may use arbilrary expressions as arguments, to be EVALd as Lisp
expressions during lhe P firing process. (Miisp includes Algoi-like arithmetic
exXpressions.) .

NOWFLUENT(p) declares p to be a non-fluent, that is, an insertion of an instance of
predicate p into the Working Memory does nol cause any Ps to be matched for
possible firings' keyed to thal insertion. In other words, no entry is made to
:SMPX for that change.

REQUIRE(a,b,c,..) dectares thal abc,.. are required modules of the PS whose main module
confains the declaration,

PSMACRO(f1,02,..) declares files to be read to define user macros,

DCMIXf1,£2,...) declares files to be read as command {CMD) files.

EXISTS in an RHS causes creation of new objects whose names are extensions of the
arguments of the EXISTS; those objects are then used in the remainder of the
RHS to form instances.

EXISTS in an LHS must be in a nested expression of the form NOT( .. ); its function then is
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{o locally declare its arguments as variables, causing them to be initiatized to NIL
for the match thal iollows, within the (.. )

DELAYEXPND(x) where x is some macro call: this specifies that the macro is not to be
expanded when the P is inserted, but during the actual firing of the P; this is
only used when the predicales of the RHS depend on values not known until run
time; it can not appear in Ihs’s.

ADDPROD{(prod,prec,comnt hslistrhslist): primitive for adding a P (named prod) with
comment comnt; Ihalist and rhslist are lists representing new LHS and RHS; the
prec argument is either a P name, indicating that prod is to be placed after it, or
is taken to be the name of a new module of which prod is the first P; ADDOPROD
causes asserlion of (ADDPRODP prod).

REPPROD{prod,comni,ihslist,rhslist): replace comment, LHS, and RHS of prod as indicated;

: asserts REPPRODI(prod).

REPLHS(prod,lhslist): replace LHS of prod as indicated; asserts REPLHSP(prod).

REPRHS(prod,rhslist): replace RHS; asserts REPRHSP{prod).

REPCOMNT{prod,comnt): replace comment string; asseris REPCOMNTP(prod).

A3, Features of the lrace ouiput

TOP LEVEL ASSERT - the inilial starting asserlion, typed by user.

! a P fired

number following ! - the firing was the number’th

P-name followed by *= then number - the number’th firing of the P

“string” - the comment slring associated with the P

USING ... - instances from the Working Memory used in matching the LHS

(xxx . yyy) .. - assignment thal was made for the match: xxx was assigned the value yyy,
elc,

INGERTING ... - the inserlions and deletions made by the RHS

( :SMPY ... number ) - a display of :SMPX after firing; number is length of :SMPYX; each
entry is enclosed in [J's

EXAMIMING ... - gives the name of the P and the key insertions causing the examination

JTRY - means that a non-fast-fail examination is being done; fast-fail is a quick check on
whether any posilive predicate has no instances, before the full-fledged match
is tricd (formerly [/NIF)

WARNING ... - appears when an instance is inserled or deleted but was already present or
absent, respectively

++ - appears for a warning for an instance insertion

x- ~ appears for a warning for an insiance deletion

If the RHS included ADDPROD, REPPROD, REPCOMNT, REPLHS, or REPRHS, a message is
printed before the INGERTING hine.

PSBREAK comment AT .. - a break in execution; user interactions consist of commands in
(V's; the system responds with output dependent on the command, or with "ok™
(OK) is typed by the user to resume execution.

The above appear on a full DVERRO5=4 or :TVERBOS = 4 trace; the following are
modifications for lesser traces:
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the P-firing message is all on one line :

most of the EXAMINING message disappears; only the P name remains; if /TRY occurred,
only the / appears (in case of verbusity 1, not even P names appear)

most of the WARNING message disappears - only the #'s remain

the USING an< INSERTING lines disappear

the messages from ADDPROD et al drop out

break messages, commands, and possibly their outputs disappear

After execution, typically a DUMP occurs { delimited by "DUMP"), followed by the output of
PERFEVAL:

Run time for the present RUN invocation
A small table of figures:
EXAM is the number of examinations of Ps
TRY is the number of non-fast-tail (/TRY) examinations
FIRE is the number of P firings
WMACT is database (Working Memory) actions: insertions + deletions
E/F, EfT, T/F give ratios of the first three
the line following the numbers gives an average time figure for each of the
relevant numbers in the preceding line (divides total run time by each
of the numbers)
Detail on Working Memory changes; "NEW OBJECTS" are those created by EXISTS
Maximum lenglh attained by :SMPX
CORE gives current available LISP core, plus amount used in current run
tACTS - a list of the major actions in the current core-image
TRACE - a list of Ps that fired, in the order that they tired
FIRED x OUT OF ... - gives number of distinct Ps that fired
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Apteathx B, THE_STUDNT PROGRAM
QRDER OF GROUPK OF PRODUCTIONS: (ST DPMCRYFAH I X)

BEGIN LOTHIG COMBIMCS T HEFS STUONT & STURS &

EXPR STUDNI): * PENLST JMPLEMENTATION OF STUDENT S HEGIN

3 EXD ANATION DF MACRON
WTRIMGLQUIA® BP CC13 1, BR)
SCLERICERL VL) Y EQARY_ 1) B AFRTOHV- 1 V.2) 4 LNHDHV.2)
SIEFIOHIY 7V.3) 8 EQUAIY-) Y 1EFTOHY 3R}
WORDILS (VY ww)
SEQWIWINYT B WORDY YV W)
STRTMGTIMS{ AR AB CCH L RR)
SEXIEIS(ATHZCI) 8 LEFTOF LD A & WORDIWE[A AR
& LEFT1OH{ AT B2Y S WORDINRING BB)
& LEFTDH(PZ Y 4 WORDVIS(CTLC) B 1T TOH [CIRR)
INJTPROAC > (8 [t CC))
SPEXTSTEESHIE ) 8 ASIANEY) 3 PROBEEMIN®) & S GSCANT FSIN
& GYRIMLIMS] (AR AP CC) KO SE)
BYR LHGTHON LFNGTH (AR IR €C))
8 ENDMARELSI) & ENDMARK(S )
4 .

NONFLUENTILEF 1OF WORIM G):

REQUIRE(STUTSINDSTLP STIMEILCH KTHY $ILF STUABS 1)

CPAGE 20 INITEAL LEFT.RIGH? SCAN W] PRSCEDERGE CHECK Y

SHO: TN RCANT O FGLCANE T0X) § ENDRADKIK) & LEF TON (X )
e AMERTGIC) & TFSCANCY)Y & TFSCANT JN(Y) b CHRINKTHDI (VL) 8 TSSCANG N )
& CHUNYLENG]] 3 MMIPRTOPI0) 5 HICHPRECIC OX) & NCGATTLY;
S13:7TF SCANT o TETCANF TNIIN) 3 [EFTORY) § NOY FEDEL IR & TSR0 ANCHUNKIC)
& CHUNY]ENGY
» TFSCAN(Y) § TFSCANY 1Y) 3 INCHUNE(R L) § CIRINLERK)L - 1)
& NUGAET(1h) 3 NOT 10SCARIXY:
BIG:TTF SCAN & THRUGANT TRZIXY S LEFTOH(XN Y] § 1SGCANT VD)
2 TFSCANIY} 8 T SCEANY JY) & THCIORGX ) & NEGATEC)) 3 HOY TGSCANIX)
& NOT FYRCANX):
S16: "TF AGEPACH = TF5CANF IN(¥) & ACS PROTITY
e TFASCANIYY B TFASCAN IO B BERATECSY 8 NOY TESCANY):
S17: 76 SCaN" ¢ 1FSCANT TN B MO FXISTSIFY & AGEPRONUPY )
o0 TGSCANIH) § TGRUANE (XY 8 NEGAIT(1) § NOY 1ESCAND:
SR TG SCAN" = TFARCANY TN
2 TGECANDL 5 TGECANT I S MY GATICH) & MY TEARTANIX):

701 "PREC SCAN " & TGRCANF IRX) & MASPRE CIX N) & TSSCANCHUNKICY & HIGHPRECIC M Y}
& SATIRFJES2(NMN T CREAT W)
= TGSCANT TRZ[) § HIGHPRECICN XL & W GATI(1A):
S25: "NO PREC = TGROANT 1™ & THSCANCHUNY{C) & NQTIEX IS1G(NY & FASPRECIXN) )
2 TGRCANF IN2IXY 3 MEGATI():
S30: TPREC LOWER™ 2 1GSCANE JRUEY & ISSCANC FRINK{C) & HASPRECIXNY § HIGHPRECIC MY}
& NOY SATISF IER2MNN 24 GREAT M)
= TGECANT INZIXY 3 MR GATECN):
§35: "SCANF Y™ - TGSCANT IMIX) § 1S5CANT V()
> FVRCAM{X) B TOSCANT INZIX) & MEGATION

S60; "RCAN CHUNY ™ = YESCAN THZIMY § LEPTOH YT § 1SDH 1400 § OPERTON(X)
& LEF 100 (wo) & TEHCANCHIINEEC) & MMEPRTIR(MY
»> PRECGCANDIGCY B TFRCANIYY & ITSCAR JRY) § TRCEUNCICET 8 CRIWCENDRIW IX)
& LABELLQC [)TCA) 3 EXIRTRIC) & TLSCANCHUNY() & DHUWRERGR (Y.0)
& HIGHIREC(C OV S HARCOR IOR[CVNG 1) § WCPRIOR([H )
& EXTETE(COUNY § THOIAIRGRE0UME B NGATIEAT)
& CHRINVLENCI) & NOT CHRINY| FRN(C):

8GO "FV SCANT & 1HQwoRDOCE $ CHUNKENDE (210) $ TRECANCHLRNRGC) 8 HIGPRECICND Y
»NEWEVICY A TS VCY 8 IRSCANTV(C) & NCGATI(RA):
S645: "FV IND™ = FYRTANPMMM D) & FEFT0H [ V) § NOY FHOMARE(Y) § MXCFRIDA[N)
P EXTIRTR(CH & TFSCANYY B TESCANY INY) & TESCANCHUNG{C) & CF IO NDY (CY)
B HIGHPREC(C.ON) & MECPRIOR(NG) & HASCHRIORC N
& NEGATI(]1 A) 8 NOT [RSUANF V() § NOT TGRCANF INZIH):
S70: "RIGHT END” = 7 VECANT NI(XE) & 185 TOH(X YY)  PROALEM(P) & ENDMARE(Y)
o7 ANSWERHIUILO(R) & NEGATI()):
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A PAGE 3 . TRANSHORMAT [ONG
EXPR ST 0FGIN PSMACRORTLIDNM);

V11 THOW U0 WHAT = TFSCAN) & EQHOWIX) & LEF TOR{X ¥} § (0L D(Y} & LEF TOF{YZ)
= MOOLEN [) & EQUAATIN] S WOIDE QU TWHAT) B NOT WORIY (X HOW)
Y LEFTOR(XZ) & NEGATI(ALL
TZ: IS EQUAL 100187 = TISCANGX) 8 £QILIX) & RTRIMGE QUITQUAL TOIX Y}
S MODLENG.2) 8 LEF TOF(X Y] 3 MFGATTLALL - 2):
TPE: TEQUALSOTS™ = TFSCANIDKY & EGELIALS{>}
D EQININL & WORDEQ(X ' JR) & MO WORDE QX EIIALS) § MEGATT(ALL):

T3 "YTARS YOUNGEQ THAN L ESSTHANT = TESCANVE. 1) 4 S121NGI QUIYE ARS YOUNGER THAN)X.Y)

O MODUENG. 2] 8 CQUUSSTHANYZ {) & WORDE QXY™ 1 LFSSTHAN]
& NOT WOUDE QY7 | YEARSY & LEFT1CF{VY () & NEGATI(ALL .21
T4: "YEARS OLDER THAN-PLUS™ = TESCANIVZ. 1) & STRTAGEQUIVEARS Of DER THAN) X Y]
»> MODLEN(-2} & EQPLUS{V™. 1) & WORDEQV?. 1'P1LLIS)
& NOY WOKDE (V2. | 'YEARR) B LEF FOR{VP. | ¥) § M GATF(ALL -2);
TH: "PERCENT LSS THAN CONV™ = TISCANVY. |) & STRINGEQUIPER CENT |ESS THANI XY}
& WORDEQIK XW) § SATIST IES(XW NUMEERP XW)
o MOOLEN(-3) 8 WORRE (X [ [00.0-% W)/ 1000) & 1 Q1 IMERIV?. )
& WORDE (V. 1T TMES) & NOY WORDE IXV?. | 'PER)
BLEFTONYVE (Y] & NEGATI(ALL . 2):
SOPERCENT LESS THAN Y > {100-#) /1000 TIMES ¥ %
TG TLESS THAN LESSTHANT = FFSCANVY. [) & SIRTMGE QI (1LESS THANLX Y)
O MODEER- 1} & POLESSTHANIYY 1} § WORDEEV?. 1) ESSTHAN)
& NOT WORDE (V7 )T ESS) 8 TEFTOR(VT. | X¥) & NEGATI{ALL -?):
TTHEAC-THE™ = TFSCAN(T 1) & 1 QIHERE() 1)
CEQTHELT 1) & WORDEQEY [JTHE) & NOT wWORDY Q) | THESE) & NEGATFIALL)
TR: TMONE THAN. PLUS™ = TFSCANY?- () & STIRTIA QU(WMOUE THANT X Y)
< MODLENT- {) B EQPLUSIV. 1} B WORDE w7 1 PLLIS)
B HOT WORDE (V- ) ML) & CEFTORIVY- | YT NEGATI(ALL -2):
THUTER T TWO MOMBERST 2 TESCANY™- 1) § STRIMGEQL (F IRST 1W0 NUMBE RS) M Y)
o MOULEN(ZY & STRIMGINS! (NUIMAER AND 11E ST CONT MUWEERIVY. | Y)
& MEGATILALL . 2..3):
TO CRRLTT TWO MUMBLRS™ = TESCANIY?. 1) & STRTMGEQ{( T WD NUMRERS) X ¥)
o MODLEN) & FOFIRNI{Y™ 1) & WORDEQIVZ. 1 FIE3T)
& STTINGINSUINUMEE R AND THE ST COND NOMBER) VY. LY)
& NTGATICALL - 21 8 NOT WORDE (V2. | TWO):
:TGRLIT THRED NUMRERS” = TESCAN(Y?. |] & STETRSEGU{THREL NUMET RS)X Y)
o MOULENS) 8 STRINGEINS((F IPST NUMBELR AN THE SICOND A WEER
AND THE THIFD MUMBLR}I Y. | Y] & WORDE XV |, THE)
S EQUIR(YT- 1] & NOT WORIN (V7 | 'TIRET) & MEGATE(ALL -2
tTHALF 0,57 2 TFGCANVE. 1) 8 S1RIMGEQUTONE HALTIX Y)
ACMODUENG- 1) & FQO25{VP- 1) § | EFTOF (V2. 1Y)
¥ WORDED(V?. 1,0.6) & NOT WORDE (XV7- ) 'ONC) & NEGATI(ALL - 2)t
TIZ: TTWICE 2TWO TIMEST = TISCANY?- 1) & STRTNGEQUIIWICE) X Y)
o MODILEN( 1) & LQP(V7. ] § WORDE (XY7- 12}
8 NOY WORDE V2. | TWICE) & STRIMGINSL(FIMESIV- 1Y)
& NLGATI(ALL..2):
18 STGNT £ ITSCANCE) & EQ0X) & LEFTOR XY} 8 LEFTOR{Y ™)
§ WORDE (¥ ww) B RATIST IES(WW (MUMBL R0 ww)) 8 LEFTOH(Y )
« TFOUTERY) § EQUOLLARSIN) & WORDEQ(X DO! LARS) 4 NOT WORDE (X, ?8)
BLEFTOR(VY) B LEFTORY D) & LEFTOF{MZ) & NEGATE(ML -8
TV AT OV IDOILARS I}
TH: TCONSEC T0.PLUST = TFSCAN(VY. (] & STRINGE QU(CONRECUTIVE TO)X.Y)
S EQU- 1) & WORDE QW2 1 1) & NOT WORDE QLV2. I CONSECLITIVE)
& STRINGINS{{PLUSINV?. | Y) & MEGATFLALL 21
T1%: LARGER THAN-PLLIS™ & TFSCANYY () & STRIMGE QUL ARGER THANI M Y)
o MOULENC- 1] § WORDE QLY 1 PLLUSY § NOT WORDS (XY™ 1] ARGE R}
& EQPLUSIV- 1) § LEFTOR(Y2- | ¥} B NEGATELALL .21
TI6; “PER CENT CONY™ = TFSCANIVY- 1) & STRIMGIQU(PER CENTIN v}
& WORDE QUX X W) & SATISF IES{XW MIMBPE P XW)
& NOV{EXIRTRIVZ-AN-AT] & STOTUQUQLISS THANIV. 21 )
=Y MOOLENE 2) & TROUT(YY. 1Y) & WORDE QIR XW /100 .0) & LEF TOH{X.Y)
& WEGATF{ALL )
YRPERCENT ¥ o w/IDOO Y Y
TOT: "HOW MANY. HOWM™ = TFSCAN(V?- 1) & STRIMGEQU( IOW MANYLX Y)
o MODLENG 1) & EQHOWMIY™. 1) § WORDE UV 1 'HOWM} & NOT WORDE V- | /HOW)
FLEFTORIVZ L Y] & NEGATILALL.-2):
TLR: "THE SQUAKRE OF CSQUARE ™ = TFSCANY2- 1) & STRIMG QUITHE SQUARE OF ) X Y1
© MOULEN-2) § EGRQUARE(V?- 1) § WORDE (XV7- | 'SQUARE)
B WO WORDEQ(Y?. 1 THE] § LEF TOR(Y7.( ¥) § NEGATE(ALL .2}
THY; "WUK FIPLIED - T IMES™ = TFSCANV?. 1] & RIRINGTQUIMEX TIPLEED AY)X.Y)
& NOT EQIS(N)
< MOOLEN(- ) & WORDE (V2. | T IMES) & FQTIMES{Y?-1)

b

-
]

T

T

@



Sturint THE STLDNT PROGRAM B.

& NOY WORDE CEvZ. L HMLL T TPEJED) 4 TEFTOR(Y™ L) & NEGATE(ALL . 2N
TPO: "DEVIDED. QUOTIENT ™ = TFSCANIY?- 1} & SIRINCEQUIDIVILED OYiY)
& NOT TQISx)
o MOOLENG. 1) # WORIN OV 1L Quiot HENY) & EQQUOTTENTIY?- 1)
& NOT WORDERIVE I DIVIIRD) & LEFTOF(VE 1Y) & MEGATICALL -7
T2 0 CSUM O B TESCANKN 1) & RTRIMGEOL (LI SUM OF) W Y) 8 TSBCANCHIMNE(E)
o> MOGILEN(-3) & LEF TORCW.Y) £ 1FOUT(VY1.X) § TANDRUNGC) § MEGAET(AIT - 8):
T221 TAND- 5" 5 VFRCANIK) & LGANDX) & TANDSIMNC) & TRSCANC HUNCC)
' & NOY TANDD Q)
&% EQPLUISSIM) & WOt QIR PLUISEY & NOT WORD: DX AND) § NCGATICL:
T23: "DIFF AETW. ¢ TFGCANIYY 13 8 BIRIRGIOUTTHE DIFFERENE HETWEFN)W Y)Y
& IRSCANCHILC)
St MCTLENG- 3D & SEF IO (W, Y) & TFOINIV LX) 8 FANDDIFF(C) & MEGATI(ALL B
124 "AND. .8 1 TFSCAN(E) & EOANDNE) & TAMDDIFT (C) & TEECANCHNEC) ,
w3 EGMIMUESINY B wOUDYE QO MERAIARY & MOT WORDE QI ANN) § MEGATI() 2,30
T2E: " -n s VFSCARIR) § ERP0) & LETTOHX Y) § EOANDIY) § LEF1O0(Y.T)
S MGULENG- ) & FOPERTONM) B LEFTORXZ) % REGATIMLY:
T4 T 2 ITSCANCK) B EA2(%) § A EFTOR[RY) § N0 EQAWDIY) § SFDELE TEOIR)
o EQUERLCOX) § NCGHITC) )
TPE0: "-DEL™ & TESCANI N Q7N & L2 10HNY) MDY FQANDLY) & LEF YOF (W)
& NOY{EX)STSR] & IFNELEYEDIP) }
e MOULENG 1) 8 FERUIT[M Y] ISP TOR(WY) § MEGAITIALL -2
T27: "7 QMARK. ¢ TISCANI S EQ700) - [ QQMARK{XY 8 MIGHRTIIALL):
T22: "LPERIOND™ & TFSCANIY) & £N2X) - (QEERILON § MEAIT (ML)
Y29: "TF DEL™ = VERCANCK) 3 EQITOXRR LEITOMIWX) & LEFIOF DY)
MO ENG- 1) B TEDUN{R Y] $ TFDELCTI0(M) & T TOF W ) B N GATIIALL R
T30: "TOTAL #- 4" 2 IFACANI) & 1I0TAL(K) 3 IEFTOF{wX) § LEFIOE (M Y)
& EQNUMAER(Y)
s MODLENG 1) & TFOUADEYE $ EEPTOR(W Y)Y F NEGRITOALL - 5)%
T3 11 "EXCEEDS™ = TRSCANIY) A EQEXCEEDSI®) § 1SSCANCHLNK(()
o EQMIMUSIM) & WORIN QOCMINGG) $ TAYIS(C) & NEGATI(12)
& NOT WORDEGEX ¢ %CEFDR):
T137; "BY.3187 6 TFSCANO) & TQUY() § 18Y5(C)
o EQIBEOM) B WO (XX IS & MGATI(ALL) & NOT WORDE (X 'AYY:

TEOs "1F QU™ = VEOUT (O W) § CHmst N (090) & UHUINKLEREND
ot TFSCANINWY & TFSCANT SRONW) & HOY TEFCANT INIOW) & CHLNel NDE INW )
S NEGATIIAILY 8 CHUNKLENCT) & WOU TFASCANY TROW):
THI:UTE O™ = FFOUNCWNWY § NOT [EXIRIS(C) & CHUNKENDY (OW.C) )
o TESCANNWI B 1F RCANF JAENWT & NOT TFSCANT INMOW) & NEGATECALL)
& NOT TEARCANT S{DW):
TH2: “TF OUEY LENT = TFOUNIENTX YL} & CHUNKE EN{N}
= TEQUIMLY) § CHrINe| ENINGL) & NEGATIIALL )

END;

L PAGEL & - DICYIONARY TAGS ¥
EXPR STLO): REGIN PEMACRO{STUDNM):

Dt “LESSTHAN D™ = 1GECANDE § (6L LASINANLR)

o NEWORIX) & TSORZ(X) 4 N GATI N
D3: "PIUS DP27 2 TGECANIKY § §0R1LLIS(M)Y - NEWOP[M) & 1S0P2(X) & MEGATIE ).
DB: "TIMES OF 17 ¢ YGECAYOD & 1QYIMER(X) - NEWOE(¥) & 1502104 & WGATI(I):
D7y "RQUARF OP 17 = VRSCANIEY B FQRQUIANE{X) «+ NEWOP[X) & TROPI[M) & MBATI{) )
D¥: "QUOTIENT (R 17 2 TGRCANI & { LIGT ILNTI®)

o NEWOP(X) & FSOR (M) 3 WEBATIO):
DVI"OF DPI™ = IGRCAND) & FOOF ) 1 1ROP (X)) & NEGAIL( TN
Did: "SQUARED OF 2 TRECAN(M) § [QRQUARED(X) - NTWDP(X) § 1S0PO(X) & NEGATI( tht
D10 TYPONENT (8 = TGECANR) 3 137 "elX)

P NEWOPR[X) & 180r(x) & WOMNI R TXP1) 3 NHATI(12)

& NOY WORD CIX 20 %),

D15 "MINUS OP7 & THECANDN) & FOMTNUSIRY - NEWOP[X) & 1SOPO(KT & NEGATICT)
DE7; "PEROP™ 2 TGSCANIE) & HEER{N)

o> NEWODP{M) & 15000{X) & WORD I, QUOTIENT) b NEGATI(ALLY

& NOV WORDE I PERY:

D181 "PLUSS 0P = TESCANDK) § FOPLUSSIM) < NEWOP(X) & 150X 8 MCGATI(Y):
D149;: "MINISE 0P = TGRCANCY) § FQMIMLISSIR) « NEWOPIX) & THOPOIX) & MGATE 1h
D7 1) "HAS VAT ¢ 1GECAN(K) § FOMHA%NEX) o« TEYEREIX) 3 MEGATI( )
D24 "GETS VR™ 2 TGRECANDM & OGS TH(X) o TSVERPIX) & MEGATICI)
D27; "HAVE VA" = TGECAN(R) § FQHAVE(X]) -+ TSVERES™) & NEGATI(1)
D30: "W IGHS VR = TGELCANIRKE S EOWE JGHSIN) <0 TSVERIIX) § NEGATT(1):
D8 §; "MARY PR™ ¢ TRRCANDRKY & {QMABRY(X) o 1EPERSONIX) & NEGATI(Y):
DaN, "ANN PR™ 2 TGSCANDX) & EQANNIX) -+ FEPLRSONIY) & NEGATE()):
Dé7; "BILL PR™ = FGSCANIK) & EQHIILIRY - - TRPERSOND) § NTGATECI):
DBO; "FATHER PR™ = TGRCANIH) 8 EOFATIERX) - TEPERSZONDO & NEGATI 1N
D53 "TUNCLE PR™ e TGECAN(X) 4 ERUNCL LIX) -+ 15PERSONIY) & WEGATI[1):

D54: "HE PRON = TGSCANTX) § AGEPRORIP) § EQHE(X) «» 1SFROND) & MEGATF(1h
D37: THIS POSS™ = TGSCANIX) & AGEPROA(P) & EQHIRIX)

o |SPOSSPRONIE) & NEGATE():
DG 1: "PEOPLE L™ = TGRCANY) & ¢QPTOPLE(X) ~> TRPLLRAL (K PERSON & MEGATECALLY:
OF3:FEET PL™ = TGSCANCX) & EQFEET(X) ~ 1SPLLRAL{K FOOT) & NEGATILALL):
D6b: "YARDS PL”  TGSCAN(X) § FQYARDSIX) «* IEPLURAL{K YARD) & NEGATI(ALL D
D67 FATHOMS FL™ = TGECANIK) § EQFATHOME(®) = ISPLLRAL(K FATIIOM} & NEGATE
DETS "FATHOM SINGT = TGSCANIX) # £QFATHOM{K) +* 18RS INGLA AR(E) & M GATI(1):
DRF: TTNCHES PL™ = TGESCANIX) § FQINCHES(X) «° [SPLURAL{K TNCH) 8 MGATR(ALL):
D7 51 "SPANS P72 TGECANIX) § FOSPANS{X) «* JSPLLRAL(X, EFAN) § NEGATI(ALLY
07 i5: "SPAN SING” 2 TRSCAN(X) & EQRPANIX] < JSSINGULARIX) & NEGATI(Y)
D72 WILES PL™ = TGSCANIX) & EQMILESIX) - 1SFLURAI (X WILE) & NEGATF(ALL):
D73 GALLONS FL™ 3 TGSCANDG & EQGALLONSINY = ISFLURAL (X GALLON) 8 NEGAT®
D705 THOURS FL™ £ TGRCAND B EQHOUREG) « TRPLLRALIR HOLR) & NEGATILALL)
D77 POUMNGS PLT = TGSCAND) § EQPOUNDSIX) =+ TRPLURALIN, POIND] & o0 T80 o
DB TTONS PL” ¢ TGSCANDY) & EGTONS(N) = TEPLLIRALDK. TON) & MEGATI(ALLY:
D795 OO LARS PL™ = TGRCANX & £O00L LARSIX) » ISPLURAL{X, (DL L AR) & NEGATE(ALL)
DR TWHAT G s TGSCANI®) & EQWHAT(I) «- [RQWORDIX) & HEGATE( 1)
DRJ: FIND QW' = TGRCANIXY § EQF IND{X) -* 1SQWORD(X) § M GATE(1)
DES: THOWM QW™ & TGRCANDS) & EQHOWMIX) -~ ISQWORD(X) & NEGATI(1):
DR7: "HOW QW™ = TGRCAN(X) § EQHOWIX) & LEF TOF[X.Y) & NOT EQOL XY}

& NCT [QMANYIY)

» 1SQWORIXXY & NEGATI(1):

021: "PERIDO DLM™ = TESCANIX) & EQPERISOIXY
o MUOLENCIK] & TSDEL TMEXY & NEGATEC)):

DG: TIR CHNE = TGSCANIX) i EQTS(X] > MODLENCIXE & ESTR(X] § MEGATI(1h

END:

S PAGE 5 - PRECEDENCE SCAN R
EXPR ST REGIN

PI: "VIRE PRELC™ = 1SVEREYX]) -7 HASPREC(X 8):

PZ: IR PRECT 2 EQIR(X) § TRIR(X) > HASPREC(X B):

F3: TOPZ PRELCT & JSOP{X) - - HASPREC(X.7):

PA; "SOQUARE PRECT = EQROUARE(X) & TROP [[X) «» HASPREC(X A):

F5: 0P | PRECT = 1ROP [{%) & NOT IQRQUANE(X) & NOT TQOF (X} - HASPREC(X 5):
PS: "SQUARED PREC™ = FQSQUANED(X) & ISOPO(X) « " HASPRECIX 2}:

P9: TOPQ PREC™ = 1SOPO(X) & NOT LORQUARE (M X] »> HARPIEC(X. (]

PIO: "START PREC SCAN" = JSCHUNKI(C) % CHUNKEND! (X £6) § HASCPRTORICOMO)
& NOT PRECSCANDICO) & TSCHUNK(C ) & HASCPRIOR{C | 141)
B SATISM HESZ(MOMI MO e GREAT M1} & NOT PRECSCANDIC ()
B ROT{ EXIRTS(CTMP) § HASLPRIOR{(Z M7}
B SATISTTES2(MOMZ MZ 26 GREAT MO) & WOT PRECSCAND(CZ) )
B NOT{ EXISTRICTMI) § HARCPRIOR{CIMT)
# BATISO IESIMOMEMITCRIATERD MO MY M1))
& NOY PRECKCANDICE) )
» PRECSCAN(COX) § HIGHPREC{CO O M) & TRCHUNK(C (]:
Fih: CS1ART PREC SCAN" = ISCHUAR{(D) & CHUNKINDY (¥ £0) § HASLIROR{COME)
& NCT PRECSCAND(CO)
& NOT{EXTSTRICIML) & HASCIRIORIC IM1)
§ SATISFIES2(UO ML MO PeGREAT M) 8 NOT PRECSCANDICE) )
& NOT {EXISTS{C? M?) 8 HASCPRIDR(CZ MZ)
§ SATISTIES2MMOM? MZ P GREAT MO) & NOT PRL.CSCANDICZ] )
o PRECSCANICOX) & HIGFRECICOOXN

P20; "NEW H1GH PRECT = PRECSCANICX) & HIGHIPRECIC N .Y} § HARPOEC(X M)
& SATISTIESP{MN (CREATERP M N)) & LEF TOF (X.W)
& NOT CHUNKENDR{Y C)
s PRECSCAN(C W) § HIGHPREC{CMX) & NEGATE(1.2):

P23; "PREC SCAN ON™ x PRECSCANIC K) & HIGHRECICN.Y) & HASPRECIXNM)
& NOY SATTSS [ESPMN(GREATIRP M N)) & LEF TOH(X W)
§ NOT CHUONKE NDR( C)
+> PRECSCAN(C W) & NEGATE(1):
P26: "PREC SCAN ON™ x PRECSCANIC)O & NOT{ EXIRTS(N) & HASPREC(XN) )
& LEFFOF{X W) & NOT CHUNKENDR{X C)
o PRECSCAN(C WE & NEGATF(1):

P27: "PREL SCAN DONE™ = PRECSCANICX) & HIGHPRECIC N,YT & HARPRE C{X M}
SSATISAIES2(MN(GREATERR M N)) & CHAUNYE NDR(X C)
< HIGHMREC(C MX) & PRECSCAND{C) 8 NEGATI(| 21t
P?8: "PALC SCAN DONE™ = PRECSCANIC X) & HIGHORECICNLY) § HASPREC(X M)
& NOT SATISF 1 S2(UN ((REATTRP M N)) & CHUNCE NDR{XC)
«* PRECSCAND{C) & NEGATI{1):


http://D1ffCtt.NCt
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P29 "PREC SCAN DONE ™ r PRECECANIC K) § NOT{ EXTRTSING § HASPREC(XN) )
B CHUNKENDI(Y G
o2 PRECSCANING ) 8 NEGATT(1):

P30 "HASVERI™ & FOECSOANDIC) § MIGHDREC(C M X) & KATISE [EGM(EQ M 9))
v HARVERIML ™) § WU GATIC):

PA%: "HARIET w PRECUCANDC) 3 1D RI CIC MY & SATIST HESIMER M R))
= HARIRIC M) 8 NN GREr(z):

PAQ: "HABORZ™ = PREFSCAND(CY 8 HIGHDREC(C MX) & SATIREJERMIEQ M 7))
 HASOUA(C X1 & W GATIC2): )

Pa G THARGQUART = PRECSCAND(CY & HIGHPREC(C M XY & RATISD 1§ RiM QM BY
=* HASSQUARE(L X7 & M GATE2E

P50 "THASII |7 x PRECICANDIC) & HIGHPRICIC M ) & SATISF JERMM(ER ™ B))
O HARGPR HE XY & WATE(2)

PGY: "HARGOUASE T = PRECSCANDIC) 8 HICUIRECIC M) & SATIST SIS M 7))
= HASKQUARF NS %) & LEGATT(Z):

P70: THASQEQ™ = PRECSCANDIC) & HEIPRICIC M) & SATISTIESM (EG M 1))
» HASORIC X)) & NUGATT(2):

PTH: "YAR FOLIND  » PRECSCANDIC) & HIGHPREG(C M) & SATISF TESMIEG M 0))

& LARTLU(CNT)

= JSYARCHUNK(C) & LAKEIF(C NP & MEGATI(Z )

ENDy

TPAGE 6 - MATH CONNECT IVES, VILRE MIAT. POST-NICT TAG TPANST 8 1

EXPR ST NERTH PLEMACROLET I KINY;

MI10: "COMN -7 = EQIFINT Y HAKISIC XY & LEFTON X AZ)
& NOT LOMIA T TR TEDCAZ) & WO TQDIVILACIAAZY & NOT EQINCLEARTINAD)
o NEWE GNOK) 8 CS80 THC MO B HARDPICE ALY § N GATE(:

M20: TAS MANY AU VAT 2 TEYERRIY ) Y TNCHUNEIN [ G) 3 HASVERIVL V)
& CHUNEINNCCAT] (3N TEFTOODA BV 8 LI T (VI ARLY
B LEFICH[RMMARI S EQARIATY) ¥ YR QIVIAZR) Y THCHUNY (ARSI L)
S LEF IO AN 2AANY L) A LEF 10 {MANY LARL Y § L QMANYMINY ()
B LEFIOH{AIRAUI B FQRUE(ATD) § YNLQIAS TAS?) § 1GVERR(V?)
8 THCHONCUZ L) 3 WNEGIY I V) S \FRIDHAS2 RAL Y 8 | FETOR(NAR YD)
S LEFTON(V2 AN Y S CrIUNVENDR{ASRE)
5 LA OO NI A HASCRRIDN(C M) § LEFTDE(ASRT)
oY EXIKTIS(ON B ERENAMELAZL U ONY & CHLEINKTNDY (AZ] CN) B CHUINKENDR{VD (V)
3 LALET LGNNI & HASCUR IOR(CN M)
& STRING INSE LTI MIMBEP DF ) AZRAZI) & TEFT0HASR ALY
& STRUPSINGECIS THE MUMELR DEJV I ASLY S LFF 1O (ASRAN )
& HAGPRECTIAR) & WEGATT(AIL .70 B 13- th.21)
& NOY [HUHUNKOAANY | ) 4 NOT VASPREC(V1S) & N HASPREC(Y? B}

5 M2 ATLAIRY AT AZR A% MANY 1AL LASR ASZ AL AAR.VZ AL _ASR
SUAZLAZR CHIE W OF)ADE LABRATLLLAIRY (IS VEE o OF} ’
AW LATR AL AER- VP
% WHERE Anl _ A GYAKDN FOR THE aTH ARRTTRARY FHRASE,
S VR FOR ATIEVERD, AR FOR 1AL P10, 1

MI0: "AS MANY AT V& < TLVERIYV Y § TR VNENV 10 B HERVERTHZ V1)
BCHVNEENDL (A TLCY 3 EETOF(AIRV I}
SLEFTORVTATD & EQALIAST) § LEF TOHAS | MANY 1)
B LEFTORMANY LAY S ECVANYIMANY 1) & LEF TOETATR ARRY
& EQALIAS2Y § VHLGIASIALZ) § INCFINKIAL M C) 3 TEFTOH{ASD AB )
§ IGVERIIVI) S YHCOIV I V) B TROHUNVIYICY B | RSO (AARNV7)
SIEFI0H{YI AN Y Y CHUNYTRDRIA D)
& LARELLI[C TS HALCPRI(RIC ) & LESTUA (MY )
e EXIRTRICNT D) S COPNAME(T I LYY L HILNKENDI [T 17 MY & FHONRENDUIVZ O NY
& LABELLIICNNEY & HARCIDIDRIIN Y
B EXTETSMUMY S STOTMA S CTTER SAIMEIR OH)OUMATLY 3 LFFICHAIRA L)
B STPURZIRZ((IG TIL MUAKEER OI) VI ASI) S [EF 108 [ALR AN
B HALGPRECITN ) A WL GARTTEAIL 2% -7 10, 12..19)
& NQYV [HORACATIC) 3 NOT TR RIMOAANY | £)
& WOV LB I0F(DURMT 1) 8 NGV NRSEREC(Y 1) § NOT HRSPRT (V7 9):

% M3 AT A TPV LAY L MANY AT AZRAS2. AL GABR.V? ALLASR
2 DUM (THE & OF .03 AARA AR YI1-(18 1IE »(F)
CASLLASTASL L AIRY?

MAD: "THASYERE D L ™ = HASVERIC V)
& NOTL EXTRTSCA MY & EQAS(AY & $QMANY(M} § LEF TOF(A )
& IMCERNKIA LY )
& NOT[ FXISTSINNVG § | 0F TOR (V) 8§ WORDY OINAW)

Stidai

& SATISFTES(NWMIMEAL P Nw) )
< TRCHUNKIC) & NOT PRECRCANDIC) & NOT BASPREG(V.9) & NEGATI(1):

ME0: YR WITH a7 = JSVERB{VE & TNCHUNKIV.C) & LEFTOR{A1EV) 8 CHUNEENDL (AL C)
§ HASVERBLC V) § LEF TOHY NT & WORDE QXN WN)
B SATISF JESIWW (MIMBERP WY}
& LEFTOMNX) 8 LEFTOFWAPL) & CHUNKENDRIAZR C} & YNEQ{M 2703
& NOT [EX|STSIAM) § LQASIAY S LEF TOF{AM) & LQMANY[M)

& TNCHUBR(A LY }
& LARLIKCMPY § MASCPRIDR(C,0)
D EXIRTSON T8 RRENAME(T 1CAN) & CHUNKEND (T 12N) & CHYINKENDR{ATZR CN)

8 LADELLKCNMP] § HASCPRIDRICN D)
& EXISTR(DLM) & STRINGINS((THE NUMEER OF FDUM) & LEFTORIMAIL)
& STRIMIING{(IS)VNI B LEFTOFH(NAZLY & BASPREC(INR)
8 NEGATI(1A557.10.10.15) 8 NOT MASPREC(Y 9):

% MR A (LA RV Ny AZLLAZR
= DUM-{ TR - NUMBER.OF 3. X A JE ARV [JS) N-AZL_AZR

M55 "Y1 WITH 07 = ISYERINY) 8 INCIUNK(Y CY 8 LEF TOH(A TRV 8 CHUNKENDLIA 1L )
& HASVERE{C.V) 8 LEFTON (V N) 4 WOADE (N WN)
& SATISI TES(WN (NUMBLRP W)
& LEFTON(ND) & CrmrE NDIR(Y C) § | EF TOF (X ¥)
& NOY (EXISTRA M) § TQAS(AY & LEF TOF[AM] & EQMANY(A
& INCHUNCALY )
& LAMFLU(C MP) & HASCORIOR(C D)
S EXIRTSCNT 1) & RRENAME (T 1L ONT & CHUNKENDI (T 1 CN) & CHLINKE NDR{N CN)
& LABTLURNMD) B HASCPRTORICN )
& EXIRTSIDIMY & ST1PTIG TNS{(THE MUMEE R OF JIUM X) § LEF FOF(X A ILY
& STRIMGTNSITISIVND & LEF OR[N Y] § HASPREC(TAR)
& MEGATI(ALE .2..3..71 & NO1 HASPREC(V,9);

D MIQATLLATRY- Ny X 0 DUM(THE NUMBER-OF ) XA LA IR Y (RN}

WEQ: "D URAL- T IMES™ = TEPLURALINXEL & LES TOF (W ) & WORDE OF W W)
8 SATISS TES(WW (FIMALSO ww))
§ WONDEGIX XPY & TRCHINK(W C) 8 | FETOHIV Wl & NOT [SGVEREIVY
< EXISTS(T1) S MEWOPIT 1) § MORLENC1) & STRTNG-INSLTTIMES) W X]
8 150P (111§ INCHUNY(T 1) 3 HOT LEF TOF(W.X) & WOUDE X XR)
] 8 NEGATF(8);
MEZ: “SINGIRAR TTMES™ = ISSINGUUARIX) & LEF TOHIW X) & LOIIW] § TNCHUNKIW £)
& ISRCANCHANGIC)
SERIGTET IS NEWON{T ] % MOOLENT] 3 STRIMGTNST{ T IMES) W X)
& ISCPI{1 1) % TNCHINY(T ) & NEGATI(?):
MES: 0P TIMEGT 2 £QOF(X] 8 TSOF [{X1 4 (EF TOF (W X1 4 WORDE XW WW)
& SATISEH S{WW '[NUMBE PP Ww))
< NEWOR(R] 8 £QT IMES{X) & WORDE (X T TMES) & NOT WORNDE QXX 0F)
B MEGATRCY
MT5:T0F NOT 007 2 EQOF (X) & LEF T0F [W X) & WORTE (XW W)
& NOT SATIST I GIWW (NUMAER® Ww)) 8 1S0P ((K)
CNOY LROP 1{X):

END;

Y PAGE 7 . CHUNY SPL )T TING, RE.FORUMING, AND RE- RAMING %
EXPR ST BEGIN

C2: oI5 MR T BY" = HASSIC X1 & LEF TOR(X ¥} § EQMULTIPL JEDCY)
ALEFTOR(Y2) 3 L OUY(TY
«+ NTWOEFOP(TIMES) § USPLITIC Z) § HASORIC T IMER):
CH: IS 0TV AY = HASISIC XE & (£F 10F(XY) 3 EQDIVIDE(NY) & LEFTOM{Y.7)
3 LOHYI?)
£ NEWSEFOP(QUOTIENT) & CSPLITICXZ) & HASSRIC, QUET IENT);
CR: ™15 TNCH HY™ c)IASTS(C XD & LEF 1OHDXY) § EQINCREASE DY)
8 LEFTONIY.T) B E0BY(T)
o NEWREFOP{PLLISY & CSPLTI{C X 71 & HASCR{C, PLUS):

Cl0: "QPZ BRY = HASORZ(( X & WORIM QX XW}
' CSPLIT(C X X) § HASQIF(C W) & NLGATI(I):
C15; "SOUARE BIRE” = HASRQUARE(C X) & WO CHUNKENDI (X £) 4 LEF TOF (W X)
B CHUAKENDR(RE) 8 LEFTOR(X Y] & L ABELU(C NS
S EXTSTRICUIRIME DUROIXBAY) § LRENANWE (CCULIXIMY Y JHIMGY & TRCHUNKICL)
8 NOT PRLCSCAND(C) & TRCHUMN{C) & L ABELLIICUN-Z L) & LES TOH[R DUMO)
& LEF TOH [DUMODXMY) § CHUNXENDR{DUWMY C1) § £ Q200
§ WORDY (XOUMV,'2) § EQEXPT{DUMO) § WORDE QU0 MO, FXI 1)
& LEFTOF{WDUME) § ISUDPD{M{OUME ] & HASLIOPCHLUINK{DUME CLI}

7]
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Stuaad 1HE STIDNT PROGRAM B.

& CHUNVINUMDLVE L) 3 ENCHUNYDUME C) 3 MEGATE(ALL . B):
C17: "SLUARE BRET & BARLQUARE(. X & (FLMKT DR (X C) 8 LEFTOHIXY)
§ CHUNYENDIP D)
=0 EXTETEDU MO LANNYY B CRPLIV(CIARG X IMG) & HASOR(CEXMT)
& CHUNRENDE Y C) & 1EF TOR{R PUMG) 3 LEF TO! [TAMGTZNY)
& TNCHIUNE (DY IMOLY & INCHRINY(THIMY ) 8 CHINVENDRI MY L)
3 LQADAME) B WORN QIDUMY " 2) 3 | QXY ITORG) § WORDE (IDLAME T XPT)
& NEGATE{ALL):

C70: "U RENAME™ & URENARE ((O CLPOK TIRMLICT) & YNEQIPOR,TTAM) § [E7 TOF 2 1OR)
*¥ RENAWE (CO LU X ATRMUGE) & INCHUNK(POS CU) & WMDY [NCHUNCPOK 10)
& NEGATE(I):
€22, "0 REHAMED" 2 LRENAM (OO CLIPOSTERMLICE) 8 VEQIPDETTAM) § WONIN OXU0e0)
=2 CSPLIT(CLIION NOPY & CHUNYENDI (FUS ELY & TRCHUNKIRFOK DU & HASEI{ELI 0}
& NUT INCHUNGPOR CO) & NEGATI 1)

C7% 0P ) BRI = tLASDR {0 %) & WORDE (X X w)
W CRPLTI(C X M) & HASLR(C MW} & NEGATI( )

ChO1 "RQUARFD BRK” = HAKSQUAKF O(C ] § NOT CHUNKENDR{Y L) & €2 RINKENDY (L €}
& LEFTOR (M) § CEF 1DH[W ) 8 L MY LLEC NS
o5 [XISTROCUNUNE UMD DUMYY § TIRENAW (T CUDUMY) DAMD) 8 TRCHUNKIELD
& TRCHUNCIC ) 8 RO TRECSCANSIC) 8 LARFLUICHNGZ.C)
& LEFTON[WIAMOY 8 ) EF TOF [DURCDUMY) 8 THUNKE NDHR{DE BAY (1)
& EQPIDADANY B WOUDE QUEABRY D) & | OFXIMUT PGS b WO QMG T XM
& LEFTONTUME XY B PRUOEIN MIDLME Y § 1RILOPCTUNK{DAME €11}
B TMC PN BAE € 8 CHUNE ROE [D0ME C) 4 b GATECALL 1)
CH21 "SQUARED LK™ = HALLOUAM DIC 3 8 OHUNYENDUDI L) 8 JET TDHw YY)
o> EXIKTEIDUND LA MY § CSPLYT(CTAIMO P M0 3 DASOING, FXPT}
B LEFTOH[WIRINOY B 5 0F TOHDUMO0AV) B THCHUINGDUMO L)
B TMCHUNVITX AV L) 8 {rtUNPE NDIRETY. MY () B 1 QD YY) § WO O{DIUMY '7)
& EQEXPI(TANA0} & WOIY Q(OIBAD I XPY] B WTCATE(ALL )

€59 "OPD HRK™ = HASOIOL XY & WORDY 00X 2w
e CRPLIT{C M) & HARLR(C X W) B NELGA (1

CROTEPLTY CHUNE™ = CSPLINCLO0L S OLGr 8 LEFTORMILOGL) 1T 10ROt ND)
S LALFLUK NE) 9 MNTERYIN(N) 4
P EXTETRICH CRY S NEWDILOR[C) 8 LPENAME (200U S LRENAME (X)L 1)
& LABELLICU Ne 1 CH A LARSLIHCE N L) & HASCPRION(CE M.2}
& HANCPR OO ML) 4 MYCPRTORIMGZT & CHINCTNDE (%2 (R)
& CHRINWENDR [ L) & WEGATINI 3 5):
CTOL"FINISH ST G = LASECLIC M) § LAVELF(C M) 3 L AHELFILZ ML)
& BAROUIE ) 8 RATISTIUAR{PP NG 100) B HASCPRIDR(C | PR Y)
§ HASCPRIDHICY PRP) & KATISFIERP(PRIPR7 PRI 24 CGREAT PRZ)
& BATISE IESPONEGUAL (72035 M N) 1))
& HASEXMRIC 1Y) § HASERPR{CZ 7)
o e HASEXPR(C XY Z ) & L AIEIFICHT) & W GAT(:
CT6: "FINIBA BEG " s UAPELL(CRID B LARLLFIC I ML) 3 3 ARELF (€7 ME)
& HASOR(C )} & SATISOTES(N R ER TOUAL) & HAELPRTOU(C HPR 1)
& HABCPRIOR{C? PR2) 8 SATIST IEQP(PRIPR? PR " CREAT FRZ)
& SATISTIES(MM FG ?) & HAREPRIC 1Y) & AR XPR(C? 7L
= NEWRLET MPR(C 1) & HARIWPRAC X o1 & LAITLFICNSY 8 NEGATI()):
CTR: TFEINIEM SIG 0N BEF ™ = L ABELLC NS 8 LALFLF(C TMO) 8 LANLFIC? MC)
& EANISEIGIPF EQ TTO0) & HAZOR(E X) & SATIST FER(MX WEG TRIAL)
& HARCPRIOGIC I PR 1) § YOS PRICUICI PAZY
& SATIRF BESPIPRIORI D 7 GREAT FR?) B SATIRFIESIMM FQ 2)
& HASE XOR{C 1Y) § 1OWSE XPRIC 2 7Y
=2 NEWREFEXPRIC) & HAGEXDOIL XY Z:) & | ABELFICNSY 8 MEGATI(1):

CRO: "NEW OFF ™ = NEWWEST XIR(CNY § 1ROEF| XPR{CO)
=0 PRALFE XPR(CN) & MEGATI(AILY:

CBG: "WEW BEF |7 ¢ MOWREF[ YOCN) § NOV(EXRTEICO) 8 TRREFFXPRICON )
o PRREFEXPL{CNY % NEGARI(1);

CHO: "FIN FON™ = HASEXPDIC 3 & LABELF{CNI) 8 SATIST 1CSINCTEGUAL N 1)
B HALCEIC L) & KRTIGE I G00 1@ QAL
o TSERN(C %)

R2: "CHUNG L REMANE = LRENAMEIW O NCY B LEF 108 [V W) § INCEINNEW £X)
P NOY CHUINKT N [W 0C)
e LRENARE VOO NC) & [NTIINEWNGY 3 MEGATFL T T
ROt "CHUNK LRENAMED' 2 | RENAME (W D0 S 8 CHUNK] ND| (W AC) § TNCHE NV (W 1)
> TECHLINKIC) & TRORINGW NTY & CFLINGENDE (W) 8 NEGATI(M L ):
RE1 "CHUINK PRENANG " RREWAMEDW DCNS) 8 LEFTON [w 3) & TREHINY (W OC)
& NOT CRUNKENDRIW DC) & NBT CHNCE HDRIW NCY
o BRE NAME (Y00 NCI & INCHUINGW NC) B RS GATEL )0
R7; "CHUNX RRENAME ™ « RRENAME (W LT NCY & NOT INCHUNKIW.OC) & LEF TOH(w 3}
& NOT CHUNYE NDRIW DT.) & NOT CHUNKE NDR[W NC )
»Y RRENAME (DT NCH & THNCHUNKGIW NCY 3 NEGATIE):
RE: "CHUNK RAENAME D™ z RRENAME(W.OC HEY 8 CHUNKENDRIW OC) 8 JHCHUNGW 00
=) ISCHUNK(NC) § TRCHUNKIW NC) & CFRNCE NDR{WNC) 3 NEGATI{ALL);

RG) “CHUNK RRENAMED™ = RRENAME (W DO NG} 8 NOT CHUNKE NDR(W DC) & CF RNKE NOR{W NC)

o ISCHUNKING ) & INCHUNK(W NC) & NEGATEL 1] § NOT [NCHUNKIW OC):

[307]

YPAGE B - vAR IDENT TESTIS %
TXPR STUY(Y: NEGIN PEMACRNETLIDNM):

W TIR VAR @ ISVARCHUNXIC) B NOT(EX IS TS(X) & HASTXPR(C X) 1 & NUMYARCHUNYS(V)
B NOT (IXISTR(X) & CHUNKENDLIX L) & TRUOPDUM{X) )
S UNTESTED(C) 8 CHTESTED(C, 1) & NUMYARTHUNKS(Y. |) § NEGATI(3):
V1D: "YAR LOPT = [EVARCHUNK(C) & CHUNCENDI (X L) § 1SUCPDIM(X)
# HASLIORCHUAM{X I & HASTXPRICUE)Y
< HASEXPRICF) § NEGATI(I):

S TYAR DHLEET & TRVAVCHUNK(C) § UNTFSTED(C) 8 EQTHISIYY B INCHUNK(Y ()
& 1SREFEXPR(CT) & HAREXPR{CZ X))
oY YARCEEANUIP(C) & HAS( XPRIC.K) & NMEGATE(2.5):
V20 TTEOS FAILY = IRYAVCHUNE{C) & UNTESTED{C)
§NOTCDXIRTSE) & EQIHIRYE § INCHUN(Y () )
~ THISTRSTEDIC) & NEGATR(2):
V21 TTHIS FATLZY 2 ISYARCHUNCCY & UNTESTED(C) & FQTHTSIYY § INCHUNK{Y.C)
& NOVEXINTRIC?) & ISREFEXPRIC?) }
o THISTESTED(C) 8 MEGATF(2):

¥l

o

Y231 "COUNT FQVAR™ = THIRTESTEDIC 1] & TSYARCHUNK(( 21 3 EQVARTHUNKIT2 CT)
 FQYARREMO(C 1) & CHTCOUNTED(CZC 1) & MEGATE():

¥20: "NO EQVALT = THIRTISTEO(C ) & NOTTEXERTSIC?C3) & FQVAVCHUINK(LZCI) )
o FQYARRE MD{C 1) & NEGATI(1):

7% "YAR FQ ST EQVAVREMIRC 1) § ISVARCHUINK(C?) # v QUC 1 £ 7}
& CHUNKENDL{X 1) & CHUNCENDL(Y.C2)
& OV EXISTSICE) § FQvARCHINR{C2 €I} )
o EQUHUNKIEST(C 1P 0 ¥) § VARCHCOUNTIC | CP) & NEGATE 1)
V26: VAR 1" s EQYAVREMDIC [} & NOT( EXIRTSC?) § TSYAUVCHUNKIC) b YNEQICICP))
o NEGATI(1):

YI0: “VAR 7 D EQUIANKITST(CI L2 X0Y) & WORDE QIR MW) § WORDE QY XW)
SLEFTOR(M NPT B LEFTOR(Y.V2) & NOT CHUNKINDR{® L 1)
& NO1 CHUNCENDRIY C7)
« EQUHUNKIEST(C 1C2 X2 Y2} § MEGATE(1):

CVAL:TTHELAT  FQUINCIEST(C TCP2 M Y) B EQTHE(X) 8 EQA(Y)

# LEFTORDXNXZ) & LEFTOR(Y ¥2) & NOT CHUNKENDRIX C 1}
& NOT CHUWKENDRIY £7)
S EQCHIMKTEST{C | £7 %7 ¥2) § NEGATI( 1}
PTTHEY MAYCH™ o TQCHUNKIEST(C IS X Y) § EQYHE Y(X) & EQTIELY)
& LEFTOR(XW) & LEFTOF(YT) § LEC TOF [TV}
W EQCHINKTEST(C {7 W V) § NEGATF(1):
V33 TTHE SKIP™ = FQCHUNKTFST(C 1L7 X X} § WORDEGEX X W) & EQUELY)
& LEFTORIYT) § WORDE (7. XW)
S EQUHUNKTEST(CTC2 % 7) & MEGATECH):
V3R TTHE-SEIFT = FQOMUNCTEST(C I £2.X ¥) & WORDEQ(Y.YW) § £QIIE{X)
B LEFTOR[X W) & WORTY QIW YW)
S EQHINGIEST(C1CZW.Y) 8 MEGATE(I)

va

-

¥32: "SINGLT 2 EQUIRINKTESTIC I.CZX,Y) B WORDE QXX X W) § NOT WORDE QY X W)
S EQUE(Y) 8 STRIMGIQUINUMBER OF) Y Z) § ISPLLRALLIE XW)
8 NOY CANCENDR(XL 1) & NOT CHUNCENDR{Z 2] & LEFTOE(TY)
& LEMTOH XN
< EQUHANKTEST(C | L7 V) § NEGATI( I

W35 TIPST.ONE™ = EQUHUNCTESTIE LGP X0 & FGONE(X) & EOF IRZTIY) b LEFTOF{XW)
B LEFTOR(YZ] B EONUMBE REW) & EONUMPBER{Z) & CHUNKT NDRIW L 1)
w LQYAVCHAUNGIL 149) B NFGATE()):
YIOP: T IPST.ONG OF 7 = EQEHLARTESTICA G2 XN & EOONCIX) § EGHIRST(Y)
SLEFIOHIYZ) & EQNUMBERTY) & SIRTNGE QU THE) X W)
& EQMUMHTRE{W) § CHUNKENDR(W C 1}
o EQYAVCHUNK(D (071 & NEGATI(1):
VI7: "SECONDAANERT - (QCHIMMTEST(C1 22X Y] § EQATHER{X) & LISECONTHY)
S LEFTOA W) 0 LEFTOF(Y.I) B EQNUMAER{W) § EQNUMBER(Z)
B ORI NDA(W C 1)
+ [QYARCHUNKIC | C7) & NEGATEC1):

VAD: TFIN VAR 4 TEST™ = EQUSAMNKTEST(C 10230 Y] & WORDE QX X W) § WORDE QUY XW)
& CHUNXI NDR(KC 1)
o EQVARCHUNKIC I C2) & NEGATI(1h


http://xr-RCC.-X.V2.'

B THE STHDNT TROGRAK

VED: "EQYAY EXPRT ~ EQVALTHILINGIC | T2) & HALL SOOI W) & NIy AL LINGGIN)
& NOT HALL XD | X))
< NDWRLYALTC 1§ CAVCTEANUIPG (1] 1A ORI | )
& MUMYARCHL AN 1) 8 RECATI(T:

VED: TWAR TESY COINTT = VARCHEBINILE 1520 % DOESTER(C IN) 4 HASEPRICRIL MDY
& NOT [ENIRTRIT MY S FEALC N (E ) Y AT IR IDUIC TMY)
S UATINT IR LOLAT M7
&NCT CHOCUNTID(CIG ) S VRLQIC a3 )
CHTESYERMC ING) & CHIeotNIIN{C 2 C1) & NCGATIC | 2):
VEO: "VAR TUST TN < CHIESTEDE 10 A FLUIMY AV N IR
S EXISTRIVAV) § NEWDVARICY A M W VARITY & VARCLEANUPIC)
& HALEXPR[C VAR 8 MEGATI(L):

YED: VAR CLEANIP 17 WARCIFANLIFIC) & EHTFSTRING MY - NEGATI{ZN

VEC: "YAR CLEAMLIF 27 2 WARCUTANUPIC 1) F T QUILINKTERY(C: CP M Y] NEGATI(S):
VEBG: VAR COEANUE 37 1 YARCLEANURIC 1) § VAVCHCOUNTIC 1LY - NEGATI )
VRO VAR CLFAMUP A7 = VARCLEANUEIC 1} 3 CHICOUNTERIC? C1) o N GATI(2):

END:

L PAGE @ Ty SLANNIMWG

EXPR ST DEGIN BLRACEOIG TN
Fo "WIHAT ANE Fy7 = | yLOAMIN) & ERQWHIATIX) S 1050 ANF w{C) & CHUNKENDE (L)
S LEETOR ) § TOALI(YY M IFTTOM (Y ])
0 CHRINVIRT (203 5 RTAMIUSRIIE) 8 W GATE(LAY:
Fih: "BOMEV B = FVECAN) & PTARAIAACGIRNGICL ) & | L)
FLSETIOL{W MY & LEF I (RN
o JEVARCHINKICEY & £ VLINT REIIW I L Y ERDBTECY & M WS ()
& IGF VIO A PTAMDOIAGGTRGIC) % CEIURYERDE YD) 8 W HATIC 2
F2G "BOQMFY 77 - FYEANIR) § FTAMIIAANOINGIC) & b bR (%) § (5104 (w X}
o TSYARCHUNY{CY 8 CHUNVENDRIW F,) & FVRECANERXR ) § MWL 2:

F25: "WHAT S FV 5 FYSCANDY) 3 EQWHAT{NI S JSRCANTVIC) B CHURKTNDY [ C)
SUEFTOH{MY) § FQINY) B IR0 (Y 7Y
*» CHUNKENDLUTEG) & K1 0T0000) 8 WEGRTIC]A): .
FA5: QM EY 7 5 FVECANCK) 3 RTGMGOTHLICY & FOLMAVEIXE § | FF TOH(W X)
o IRYARCHUINKIC) & CHUNKINDRIW D) 3 FYRCANEMMY ) 8 NEGATICE2):

FOO: "THOWM 1KV’ = EQHGawA[X) & FYSCANE) 3 ISSCANFY{C) & UHUNKERND| (X 1)
SLEFICED Y 3 (ETION(Y ) & | Qi CIALSIT) 3 2 FE T8[9}
& EQUW) &L 0 (wy)
o CHUNKTNDE (V.CT 8 RIOQMGOINGIC) & TSANSUNTI(Y) 8 M GATT(24):

FAN: "HOWM DO HOYE Y 5 FYSTANOD 8 § QUIWIA(D) & TRECANF V()
S LEFTORY Y] & CHRIMEEND (X C) A LEFTOF (¥ T & £000(T)
o RTRTIM-THRECHEN NUMHIR OF ) Y] & RTDDGO TN
& CHUINEENTY (T3 C) & NEGATIOAR);
FAR: "DOEND™ = RIDOGOIBE(L) & P VSCAND & |EFTOH(X YD 4 1 QDY)
& LEFIOH{Y 7}
e RUNGOIMACY 8 TEFTON DM 7Y 8 WEATHEM L, 0);

FHO: THOWN D0OFS HAVT BV = FYLLANG) & EOHWA[XY § 1GECANT VIC)
FLEFTONNY) S CHUNRTRDU (L) & LEFTEF (¥ 71 8 1 QDOESIF)
> RTRIANL(RRS( O8] MUMEE D OF) W YD § BTDD0SGOIRRIL)
& CHUNVENDY [T 160 8 N GRTE(AD):
FS2:"DOES FND™ = RTONE SCOTRMUCY § FVRCANOC) & LEFTON X Y) & {0001 5(Y)
8 LEFITR(V])
S RTVAYTGEODELCY S AEFTORIRZ) 3 MEGAIT (AL B)
F55: “HAVE . 1A' c FVLCANIR) § RTHAVERDINGES) 8§ FRHAVEX)
w EQHARCX) § WORIY QOX THAST S KO T WORTE D{X HAVL) § RTOMGOIWGIC)
B MEGATTIALL):

FEO: “FIND BV & FAf MR % EVECAMO 3 TSRCANS VIC) & CHUINVEADI (X 1)
SLEFIOH(HY)
A CPRINKTNDG (Y () 8 @TARDEE RGO INGIC) & NERAT] (2 8);
FT0: "8, " c FYRCAMO) A BTARAPERC DIRIIC) 8 FOPERIOOIN) B (LT 10 [W))
AT ISVARCHINKIC) & CHUNYENDRIW L) 8 FVRECANTRX L) 8 NEGATEC) 2):
F75: 8. 8" = FYRCAKYS & RTAMMWEQCOIRIIOCY & FQREMYY)
A LEFIOH(WX) S 1ETTOEY)
= ISVARCHLNK{C!) & CHUNCTNDR{W DCY § FX)RTEIC) & NOWI VIO
& ISTV(C) A CINMIPFRGOING(C) & CHUNVENDL(Y.C) & MEGATI{12):

FRO: "NEW £¥7 r J5F WIFV) § MXCHERIDRIM 3 NOY (EXISTSING § HASCPRIOREVN )
o HASCPRIOR(FV A1) # MXCPRIORIM 1) & NEGATE(Z )

[ND:

L PAGE 10 - AGE. PROBLEM HELRTISTICS 1
EXPRSTUANG: BEGIN PRMACEROSTLIDMMY:
A TAGE SCAN T - ASCANIP) B FQAS(HY A LEFTOC (% Y] 8 EQOLINY)

& LEFTOH(Y I} § £QAS(T)
o ACGIPROUIP) § PGEREFCNT(T) § NEGATI(1}:

AZ:AF SOANZ™ = ASCANR) 8 EQAGE(X) «+ AGEPIOIR) & AGEREFCNT(1) & NEGATE(1):

AJ: TAGE SCANIT = ASCANIP] & EQYTARS(X) & LEFTOF (X ¥) # { QOUO(Y)
v ACEPQCH(F) § AGEREFCNTITY & NEGATIC )

ALY TOLL ASOLD AS™ = TTASCANIYY. 1) § STRIMGEQUEAS 0L D ARIXZ)
c MOOUENCD) 8 TEQUN{Y?. LT S LEFTOR(XT) & NEGATI(ALL):

AP TDEL YTAES 0UD7 = TFASCANIY . 11§ STRINGI QUIYE ARS 0L D)X 2)
©MOULENG-2) & FROUTIVE- 1) B LEF TR T) & MEGATRIALLY:

ALh: WL BE WHENT 2 TTASCANIVY 1) B SYRINGI QU(WILL BE WHENIXT)
S MODLENGO) & TFQUTIEND. [ X - 1}

& DECAYEPND(STRINGINSI (TN (GENSYM) YTARS 2. TN {(GENSYM) YEARS) X Z) }

& RUGATI(ALL):
ALTITWAS WHEN o TTASCANIY™. 11§ STRINGE QUOWAS WHE NI X 71
+ MODLERT) B TFOUTLF (VY. 1 . 1)
& DELAYT YPNDIS TRTMITNS] ({GF NI YM) YEARS AGO 2, ([ NSV}
YFAUS AGCIX D))
& NEGATICALL )
AER: TWAS 18T 5 TRASCANI®) § EQWARIK) & LEFTOR[X Y] § NOT EQWYENY)

 IFSCAND) § TFSCANT TN & EQTR(X) § WORDE QUX'TE) & NI WORDE X, WAS)

& NCOATIOL2:
AR WL BE- IS = TEASCANIY?. |} § SIQIMGEQUIW L BEHIXZ) & NOT EQWHENZ)
SOMOBLENG 1] TESCANIVE 13§ TESCANT LNY?- 1) & EQISNV7 )
§ WORNEQIVZ- 1715) & NOT WORDE IV 1, WILL) 8 LEFTOHIVT- 1 7}
8 NEGATRIALL . 2):
AP0 T1S HOWT T TEATCANIX) § STRTMGE QU (TS NOw) X 7}
< MODLEN(T) & STRETMGING] (S AGE NOWIX 7]
» MEGATHALL )

AZATAGE B0, 2 TEASCANGK) § CH0NKERDI (X L) § EATNEX)
§UEFTORDINY S LEFTORIYZ] & [OYEARS(Z) & LEF TOH(I W)
< MOULENE-3) 8 TFOUT(K W) 8 AGEOP(X ) 8 NLGATI(1):
AZGTAGE 0P 2 TEASCANIY) § CHUNKENTS (X C) 8 LEF 104 (% ¥)
8 EQVTARS(Y) & LEFTOF (Y] § EQAGOT) & LEF TOF(IW)
< MODLERC-3) 8 TROUTIN W 8 ACEOPINL) & MEGATI( 1)
AZ8;TAGE (r.27 2 TFASCAN{X) & CHUNKT NG (X C)
& S1RIQL(VEARS FROV NOW) X 7)
< MODLEN(-8) 8 TFOULIXZ) 3 AGEOP(XC) & KK GAITCIN

ATLAGEH (ST = TFASCANDS 8 FQACE (X) & LEF TOR{X Y] ¥ EQINY) & LEF TOH [YN)
& LETTOO(MT) & EQYEARRS(?| & LEFTOF{I W)
« MONLENC #) & SIRIMITMS((PLURTIXN) & LEF1OF (N.W) & W GATE(ALL . 2);

A2 TAGE (527 2 ITASCANX) & FQAGF(XI & LEFTOF (1 8 STETMT QUYE ARS FROM NOW).Y I

< MODLERC-2) B STRIMZINS{PLUSSIX Y] ¥ LTFTOH{VT] & N GATFEALL .. 2):

A3 AGE ST« TFASCANDG & EQACE(X) & LEFTOR(XYY § SIRIMG QU(YEARS AGO) Y 1)

o MOUEN- 1) B STRIHGINS] (MINGESIXY) $ LEFTOMY.T] § NCGATI(ALL.- 2D
A3

el

S MOULEN(- 1) & LEFTOH®7) & WEGATI(ALL -2);

AN CAGE 0P NEC™ 5 TEASCAN(Y) & EQACF{X) & LEFTORDXY) & LEF TOF (Y I}
& LEFTOR(IV) B LEFTOF (V.w)
N NOTCEQWITLU{Y) & EQAE(E) & EQWHEMY) )
& NOTV( EQWANY) § EQWHENT) )
& NOV( EQYEARS(T) § £QF RON(Y) & EQNOW{W) )
B NOT EQROW([Y) § NOTC YOTIOY) § FQYEARS(YY)
& ROV EGYT ARSI & LQAGOLY) )
& ISSCANCHUNKIC) A AGEQPIDL) & WORTE QUOLIW)
+ MCEOPNEEDER Y 20 0W Y § NEGAHTE( 1)

i TAGE OP CONT." 2 AGFORNDEGIX Y 0L) & SATISF LES(L LENGTHIL) 2« GRLAT 2}
8 LEFTOHOF) & NOT( EQFROMIOY & EQNOWR) )
S MIDLENILENGTH L) § TPASCAN(X] & DELAYEXONDIKTRING INS{L X ¥))
8 NEGATI(I):
A7 TAGE OF COHLS" s AGEOPNTEO(X Y NLY & SATIST [ES(L LENGTHL) 2¢LESS 3}
& LET TOR [O.P) & WORTE (P W)
o AGEOPNTED(X Y 9 PW ) 3 NEGATI(1):
STAGE 0P COLLYT = AGFOPNTED(X YD) 8 SATISF UM LENGTIHL) EQ T)
& LEFTOF(O1) & EQF ROM{D) & EQNOWIR) B WORIX XP W)
o AGLOPNEFDIX Y PL ® PW ) & MEGATI(1}:

Ad

Al

[=]

LT}

Riuxdni -

PTAGE NOW ' = TEARCANGK) 3 EQACE (%) & LEFTOH(X ¥} & FQNOW(Y) § LEF TOR{Y T}



Sturini TE STLDNT PANGRAM B.

AGO TIHE {R AGES™ 5 TTALCANNY?. [) 4 BIPINQU(THE ]2 AGERIXT)
< THETREEF (> 2) % YFOUNTH LAY 1Y) & WRATE(M L)
ABT TSTART THEIR COLL™ = THETRRET (X YT & ACGEREHIAT) 3 MOT 1HE JRCOULDIAX)
B NCHERISTEIAZED) & AGELTE[AZ D2} & YR (A AD}
& NOT EHE RO D{AZ %) & SATISF LERZIPRI P2 2 RS PY)
& WU XA NAY
S THRETRCOH L YA A AW.T § T [PREF(X ¥]:
AR TTHEIR Ot = THEJRCOLI Oy TAT ) & NOY EQAGICAY § LEFTOF(AM)
& WORDE M {1w)
> THETRCOUL{M ¥ 1110, @ W) § WOGATEDY):
AST TTHEIR COLL-" 2 THE IRCOLLOCY 1AL} B EQRGF(A) - NEIRCOULD{ T )
ASG: "THEIR COUI DT s VIR JRCOLED{AX) § 11r [RCOLLIRYARL) B TIEIRRIML (L2}
ST YHEIRREF I (L7 ® (SO G )} B NECGATILZ0):
ABTE™IHRIR COLA0 17 e THETRCOUID(A M) & NOT{EXIRTISG & IEIRRITE(LY)
& THEJRCOLL(XY A Y
> THE JRREFI{L) & ML GATI(T):
ABG: TR TR COUL F™ 2 VI IPREFT(L} & THEJRREF(X ¥)
& NOV{FXIKTE(A P @ AGEREFCAF) & NOT LB )RCOLL AN Y
o MODLENILENGTHOL « 27 & DELAYTSPNDIRIE TR ING{L XX 8 MEGATI(L 2

AG 1 TPERZON - AU £ TSPERFONIX) § ACEIAON(R) & ECT TOHX Y) b MO1 LQRIY)
MO EN(R) & [UPERIONUY & KIF TR IS8 AGFIXY) § MEGAIT(E):
AEZ: "PERTON.ACE ™ » TEPZRTONIW] & AGEPROR) & 17 TOR(Y ¥) & {QR(Y}
& LEFTOL W ») & W01 TO%(W)
wr AGEREFCrg(a): .
AGT: TAGE REF CIm' ~ AGEREFCHKDX) 3 ACLEEE(Y W)
ot AGECOMI(M Y] § ALS CORPE TP & IS GATE(IY:
ARSI TAGE REF 1+ AGELEICHIIX] § MO FMIRTRIY NG B ACEREF(YNY }
o AGECOMPF JAWE § AL COMPIM M) & NEGATTL)):
AEAT TAGE PEF ROW - AL COMDETHy>Y & ACEL[PCNTfED
o ACECOMPREM{A) § ACEOEF (XN 3 AGCRFTONIL ) & NEGATE(ALL )
AL TAGE COMP REAUT & ACECOMPU MY & RECOOMPIV L o NEOATHALL):
AR TAQERES TS1.7 2 AGTCOMP{M YY) & W OlSM OO W) § WORIY QY 2w} § WOV EQAGE(Y)
BAEFIOH{R S EEFIOMIVT)
P AGECOMI W) 4 HEGRIT()):
AERT TAGEDEE THT 1M AGLCOMI Y] b WORMY (XX X W) § WORTE XY Yw) § YNEOIXW YW)
T EQRIYE S LB Tek (v ) & L QAGHE) § AL COMIT TV
> AGFCOMIPRERNY) 3 NEGATT R
AGD: "AGEREF TRT BN o ALY COMD{Y Y)Y § FQAGTIXD S LAAGE(Y) § ARG OMNE JNCE)
v AGECOMPRERETL § WEGAT (AY;

A7 1 TAGE PRONT = [SPROAKYY S ACEPLE(VND S SATISFIESINNIY 1) § WO QY. vw)
o AGEPRONC M [V, Vv %) ’
AT3TAGE PHON COL « ACTIMONCOLIPL 03 8 LEF1OH[F QY & MO [OAGHE)
& WON NG Qe
AGEPRONCINIOY & OW-0} § IEGATIC )
ATHITAGE PRON COUF " & ACEPRONCIL{PLOY 8 LE! TOHIP Q) B FQAGH(Q)
S LEFIOLIAY A ITH LOA (00
o MODLENILTINGTH ) & TTOLNDE L AN
& DELAYEXPNC(SIPTHE S0 3 {nT3IATN 8 MEGAIT(1A N}
& NOT TGRTANE IO

ATZ:TITOLT DELAY = ITOUNIELAYON) & LEFTOF (AN - ITOUTOD) 3 MEATI{ I

AB LI TAGE PRONT & TSPORGERONIRY & AGELEE Y N) 8 KAT ISE LESINN LG 1) 8 WOy Qv vw)
+ AGEPORSCH (Yo yw M)
AFD AGE PORS CO0 7 = AGEIMSW O IF) 0) § 11F TOHF.0) 8 HOT EQAGE(G)
& WO ol Ow)
=" AGEFORSOO| [0 & Qw 0 3 MG
ARG TAGE FORS COLF ™« AGEMORMCM () 00 8 15F 100 {P.0) & FOME(O)
S LEFTOALAC) 3 1CH Tod (Of1)
=2 MOOLENILENGTH L - 1) § TIOUNDELAY{OA)
& DELAYEXINDISTRTNCTUSILADN A WEGATICIAS) 8 NOT LGSCAN INO)

YOPAGE T1 - ANSYAR. I DING PRODS ¢

Bl PV LIRT™ = ANTSWY RITITLINP)
M EVLIRY(P M) & ANCING IGERCP) § ANGW) PALELOZIM) & MEGATIC):
B2 PV LIRY RDOT a8 VLERTICDT 8 150 V) & HASCPRIONS N) B HAGEXPRIF F)
B NOYYNXIEIGF N2 8 AR PRIDR( ZN2) & 180 V(T 2)
& BATIRE JER2MNNINZ BGRIAT ) )
FVLIRT{FOT UONS CARY ) 8 REGATECL):
B3: TUNTT CHX™ = ANGIN DI CHR{XT § ISANGUNTI(Y) B ISPLLRA (V. YW)
o FRANSEING YWY & MEGATICY )
BY: "VARS REPR™ £ ANSWIRAUILDZTP) & THEYAVCONKIYY 8 HASCPRIORY N) § IHAST XPR(vi)
@ NOTLEXISTRIVIFZND) & IASCPRIGR(YI N2) b TSVAVCIRNK(Y?)
& SATISO HESZINZNNY 2ol ESE N)

8 HASE XOR(VZ£2) & NOT{ EXISTRIR) & HASREPR{EZ R} ) }
& NOV(EX|STSIR) & HASRERPRIER) )
< HUILDREDR{Y) § ANSWERERITLOZER):
A61 TYAR PEPR §T7 2 GUILDREDR{YY § HASEXPRIVE) § CHUNKENDL (X.V] § WORDE XX )
S WCALELECTIVI X] & HASREPRIE. W) § MEGATE(1):

‘ DE: “YAY BEFR SCANT = WCOLLECTIV.E X) § HASREPR(E £ ) § NOT CHUANT NOR{X ¥}

& LEF TOR[X Y] & WORDE (XY, W)
< WCOLECT(VE Y) § HASREPRIEL B WD) & NEGATT(1.2):

LPAGE 17 - INOPRODS Y
EXPR STUIN:IEGIN

TH VINIT INEQ™ 3 PROMIEMP) 8 STRLENGTHIL) & NOV( EXIRTS(NG & SPACESITENNY )
S NEWSTIF(F) & SPACESITINGG) & MIMYARTHUNKGS(0)
& SFACESIIS(0 FONT. FYR OPR VARS)
b PROFEQNS( (1 3304 03 % oINDEF #DEF %
8 PROAFVS{(L- 1)/ 0) % ¢INDFF W O(ND 1
§ PROACUST (L-7)/2 00) T AINGET wEF SPLACED D
B PROHVARS( (L -3)/2 000N
% SINDET of CNH{OPS FONS) sPLACID IDISTINGY ¥

T3:NEW SIFET s NUWSTZE(P) & SPACESTRENIN) & PROAYAUS(Y 1 V2 VI VA)
& PROHIVRIF (£ 2) & PPOROPS(O1 NZ.03) § PRODEONT(E 11.2}
S SPACESIHSMN ). FIEZ P IF 2010203 VI ¥ZVAVA- )
& SPACESTITENING [) & MEGATI(1.2):
15: "NTW LENT = MODLENIYY & KATISF TESINN NEQ Q) & STRLENGTHI ) § PROUFYSIF 1 F 2
§ PROBVARTDIVINZ VI VA) § SATISTIISIFPf2 FQ Q)
& PRORGPSO1 0203) & PROAEQNSLE 1£.7}
S NEWSTIEIND § STRLENGTH(LNY § NEGATE(ALL)
& PROUF VR MAN{VATL GN- 370} §2) § PROBYARS( (L N-3) 77 V2 VANG)
& PROHCUS( 0..N-2)/7 07 03) § PROHEQNS( (4 N-2)/0 § 2%
P4 TNEW LENCT = MODLENCIX]) § OUWKLENINY @ SATISE LESINN NEG 0)
« MODLTNC-N) § CHUNKLENGGY & WEGATI(ALL )

T1E "NEW OP7 o NEWOP{R) & WORN QUX X W) § SPACESITEN(NY
# PROUOPSIO 1 02.03) § PROUVARSIY | ¥2 VI VA)}
<+ PROMCASIO 1074 1 0] & PROEVARS(V 1N 2. | VA V) § MO ENCIX)
§ OEFQPLIRTIM. 0w) & WEGATI( LA SR
113: "NEW REF 07 = NEWRLFOP(X) § SPACESTZEN(W)
& PACROISIO | 07 03) § PROBVARS(Y | v ¥3 va)
o NEWSTTE(X] § TROHCPS(O 1 074 | O3] § PROUVARRIY | 241 YA VE)
& DFFOPLIRT(M1.X) & NEGATI(1,7A)
TES: "NEW P 0P 2 NCWRLOPIC) 8 HASOPIC.O) & BOACESTIENIND & PRONOPS(O 1 0703)
& NOY SATIST IES(00 £Q TQUAL)
S NEWSIZE(L) & PROAOFS(0 107031} 4 PLACOPLIST(M.1Q) & NEGATI(1AN
FIZ:TNEW PL 7 = REWPLOP(C) & HASOM(CO) 8 SATISF [ES{00 ¢ Q TQUIALY
& SPACESTTEN(N)
o PLACOI IRTANG.S01 & NEGATI(L):

IZ10 "NEW EQN = NEWEQN(X) § PROQEQNSIE IF?) § PROBVARS(Y 1 V7 .¥I V)
o NEWSTIF{) & FROMLOWSIE 152+ 1) & PROAVARSIY | v2.2 YAVH) & MEGATI{ALL):
F32 TWEW VAR DIST 2 88 WDVARTY) & PROBVARS(Y I V2 VI NA) § FROIWVE(T 1 F 27)
< NEWSITE(X] & PROUVARSIVINZ Y3 VA4 1} & NEGATI(ALL)
§ PROUEVEIMAXI 1A 1)F 2): ’
T32: "NEW VAR PL™ = NEWPLYARIX) § PROBYARS{VIV? va va)
& PROBFVSIF IT2) & SATESTIESF2I 2 EQ 0)
o NEWSITE(X) § PROBVARSIVENP YT I VAV S NEGATI(1 2N
AL NEW EY 17 2 NEWS WX) 4 IMOBFVRIF IFZ) # SATIST JESIF2F2 €QO)
§ PROHVARS(Y | ¥2.v3Va} & FROBEQNSIE 11.2) & PROROFS(O | 02.03)
 NEWSITLO0) 8 NCGATICALLY 8 PROBF VE{VA. 1, 1] # PROHVAVSIONZ YINVA)
§ PROFEQNSIOL ) B PAOROPS(D.07 01):
103 CNEW FYT 2 NEWEV(X) § PRORFVSIF 1F2) & SATESTHS(F2F2 NEQ O)
o NEWSITECX) B PRORBFYSIF 1-1F 2411 8 NEGATEC1 2):

UG END.

BEGIN % STUONT EXAMPLE MODLLES Y L FROM FILE STUXS %
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EXPR STUM (R HEGIN PEUMACEOE FLiv);
B TFST I~ NI PROGVA IS (IR S Y ST LI A 7)) 1

X2EFEST208) - THITPLOEIR (A 05T MUEER PLLIS 6 15 FQURL 10
A SECOND FAIMESLP 2 TW T 1TIE FIRGT SOMELR 6
THREL TIMER ONI HALE (b TR0 63 € SKD MOMOER 2,
WHAT ARE THE FIRSY RUMEES AND THE SECOND MIMALD 22 1)

I VESTRIR) -+ pHTTPROP A NUMHER 15 MR TIPLIED BY £ 7.
THIS PROOUCT {5 THCUVLASED HY A 7,
THES RESLY 1 )5 RE 20 T THE JAMINR 23 ):

END:
EXPR SV NEGIH FEMACROIS T MM

XA FEGTAP) - INNPROMIP,(JF THE MUNEIF R DE CUSTOME PR TOM GEIS 15
TWICE THE LUMARE OF 20 PFR TENT OF
THIE MUMBLE OF APVERT ISEMENTS HID FUNT 7,
AND THE HUMELR OF ADVERT TREMENTS HIF BUNT TR A% 7,
WHAT |5 TIE HUMHIR OF CLURTUMERS TOMGETS #2) )

KO VESTHIPY < THFVPROMIP(1HE SUN ©F 1 015 SHARE OF SOME MCNEY
ANG HOH S SHIARE 15 1 A.50 2,
LOYS SHARE 18 Tw O AOH S 27 11 (1OH $ AND LDIS SHAWE 2.) )

XE: TESTGIFY 0 INDIPROBIP, (MARY 15 TWILE A% 00D AS ANN WAS
WHEN MARY WAY AL LT AS ANN [% NOY! 7
FEMARY I8 24 ¢EARS OLD * Hdw OLD 15 ANN 27) 3

END:
EXPU S0 15T FSLERG DOS 1LEMAAY;

XA FEGYZP) =0 INNIPOCHIOITHE BN OF THE PERIMESER GF A RECTAMGIT AND
THE PERIMEIFR CF A TRIANGIL 154 20 JNCHEY 9,
IF YHE PIRIMETIR OF THE RfCTAMGIT 3R
TWILE THE FIRIMETER OF 118 TR ANGIT 2,
WHAT [ Tre PERIMITER OF TIE IRTAMGEL 77}

KEVESTEP) < THUVROMAT TV E PRICT ¢F A RADID IG RY.70 U0 | AVS 2,
TF THHESRICH 15 (RO CENT (745 THAN THE MARKLD PRiCE T,
FIND YHE MAUETQ PRECE 2,) )

X9 TESTRP) «* JNIIROM(P, (RIL 18 ON HALE OF HIRFATIEP § AGI
1 YFARS ACO 2,
IN 20 YEARZ HIE WL S 2 YTARS CLIH R THAN HISFATIEE 1S NOW 7.
HOW QLD ARE ATLL AND HIL FATIER 2 )} )

END:
EXPR STUXA( G TH FSMACEQ{S THDNAY:

XI0: TESTIOE) ~ INIPROGIE, (DI S FATHFR SUNCLE I8 TWICE AS XD
AT BILC S FATHER T 2 YEART FROM N ELILL S FATHER Wil Bf
JTIMES AR DU AS B 2,

THE SUM OF D TR AGES 3897 2 LI I 5 AGE 2. ):

I TESTIND) « INDIPRCHP, (TOM HAS TWICE AS MANY £ 151 AR MARY
HAS GUPEJES 2, 15 RARY BAK ] G IES 2,
HOW MANY F TR D0 S 1M AT 77 ) );

MAZSTORVIZ(R) . INDISDIR, (1F | SPANEQUALS 9 JRCHER 2,
AND 1 FATIM EUALS R FEET 2,
HOW MANY SDANS EQUALS | FATHOM 27 3 ),

END;

EXPR STUXA: NERTN FSAACROSTLONAY;

MIF:WSTIMPY - IMNIPRCAR( THE RRNEER € ROTDIFRT VHE TRT]ANT FAVE
15 QW HALT OF THE MIMBE D OF ALING TIE Y HAYE 2,
THE WM R £ GUNER SIEY BAVE 1707000 2,
HOW MANY 500605 DX 1Y HAVT 7)) )

HIN:TEST [DIP) - - JNIYPROMIF L THE MIMIF D OF ST NTS YWHD PARGED TIF
ADMISESTONS TEST IS IDPFR CERND OF THE TOTAL NUMESR (4 STHDENIS N
THE HIGH SCHCOL 708 THE MR F OF SUCCESSFIL CANDIDATIS IS 72
POWHAT JR IHE HIMBCR OF STLDENTR TM TIE HIGH SThaa #2 ) )

X115 TESTIEPY - INDVPROMHIF,( YHE DIGTAMIE FROM WEW YORY TO (| OK
ANGFLES 15 2000 MILES 2 1T THE AVTRACE SPEEDOF A JET FLANE
IS GO0 MILES PER HIHIR 2 FTH) YHE TIME 1T TAKES

THE STUDNT FROGRAM

TO TRAVEL TROM NTW YORY 10 LOS ANGFLES fiY JET 2. 1B H
END;
IXPRSTUMEIEGIN  PSMACCOISTUDNM):

MAE TESTIRP) - INFIRROIRT THE CORT {F A #03 OF MIXIO NINS IR
THE RUM QI THE COST (# THE ALLIONDIS IN TLE BIOX AND THE COST OF
THE PECANS IN TIE ROX 2. FQR A L ARGE DOX THIK COST IS 24
3500 2 THE WELGHT 2, INFPOUNDS 7 0F A BOX OF MIXID MG 35
THE SUM QF THE NUMEER OF, POLINDS OF ALMONDS [N THE S0X AND
THE NUMALR OF FOUINDS OF PECANS IN THE BOX 2,

THIR LARGE BOX WE GRS 3 POUNDS 2

THE CORT (F ALMONTIN PER POUND OF ALMONDY 15 7% § 2,

AKY 11 CORT OF PECANG PER POUND OF PECANS 15 2§ 509 2,
FIMY IHIE CORT OF THE ALMONDS [N TIE BOX AND 11F COST OF TIE
PECANS IN TIE BOX 2.) ):

MEF:VFATIZ(R) o INITEROA(P.( THE SUM OF TWO MUMBERS |5 94 2,
AND ONE NUMBER 1S |6 LARGER THAN THF DTHER NUMBER 2.
FIND THE TWO NUMATRS %) 1t

HAR: TESTIFR) » - INTIFROA(P [ 118 GAS CONSIMPTION OF MY CAR 18
18 MTLES FER GALLON 2. THE DISTANCE BETWEEN BOSTON AN NEW YORY
IS 2% MUTS 2 WHAT {8 THE MUMBLR Of GALLONT OF GAS USIDON A
TRIF AL I WEEN NEW YORK AND AOSTON 27 ] )3

END:
EXPRSTUR I DEGIN PSMATROCSTIDNGG;

X1 HESTINP) 0 INJTPROA{P { THE GATIY CORY (F | IVING FOR A GROLIP
18 THE QVFRHEAD CORT PLLUS THE RUNNTING COST FOR FACH PERSON
TIMES VHE MIMAER OF PECPLT IN HHE GROUEP 2.

THIL CORT FOR QAR GROUP FQUALS ™8 100 2 AND THE MIMEER OF
FEORLE IN ThE (GRJUP J5 A0 2,

I TIE OYTRVEAD CORT IS 10 T{MES THE RUNNTRE. CORT 2,

FIND THE OYERMHEAD AND THE RUNNING CORT FOR FACH PERTON 7.} )

K20: TEST20(P) «* INITRRON(P, { THE RUSKIAN AVMY 1IAS & 1 IME S AS MANY
REGIOVES IN A LN AS 1) MAS UNIFORVE D RCL DIEARS 2,
THE PAY FOR CESEQVES CACH MONTIE TE DO DOLLARS TIMES THE NUMEER
OF RESERVES IN THE LNTT 2 AND HIE AMOLINT SPENT (N THE RE GULAR
ARMY FACH MONTH 1578 (50 TIMES THE MUMBER OF [IN]FORMED
SQLDIERS 2.
THE GUM GF THIS | ATTER AMOUNT AND YIE PAY FOR RESLRYES EACH
MONTH EQUALS 7 A%000 7.1 1) THE NUAMRER OF RTSERVES TN A LNTT
THE RUSSTAN ARUY HAS AND 116 NUIMACR OF UWIFORVED
SCUDMAS IT HAS 2 ) )¢

2L TEST2U(P) - INTTPROQ(P '( THE SUM OF TWO NUMBERS [S TWICE THE
DIFFERTNCE RETWELN THE TwO NUMBERS 2,
THE FIRST MOMFER EXCEEDS THE SECOND MUWMEESR BY K 9.
FIM) THE 1WO MIMAERS 2 ) 1

END:
EXPR STUYRILTEGIN  PSMACRSTIONMY:

X227 TEST2P) * INTIPAQGIP. ( THE SUM OF TWO MIMALRS 18 )1 2,
QWY OF THE WUMATRS 18 CONGECUTIVE TO THE O1HER WUNAER 2,
FIMD THE TWO MUMBRIRS 2.) ):

X73: TERT23(F) « INDIPROGR'{ THE SiIM OF THREE NUMEIERS 1S 92,
THE 56 COND NUMBER T8 T MQUE THAN 2 TIMES THE FIQRT MUMBER 2,
THE THIED NMUMEER EGUALS THE SUM OF THE FIESY TWO MWEIRS 2,
FIND HE THREE NUNEERS 2.} ):

XZA:TEST24(P) -~ INTTPROR(P, ( TIF SUM OF THREE NUNBLRS 18 () 2,
THE THIPD MIMBER EQUALS THE SUM OF THE FIPST TWO NUNEEPS 2,
THE DIFFERCNCE DIETWELN i FIRST TwO NUMREDS {S 1O PERCENT OF
THE THIET NUNEIER 2.1 [A 1HE THREE MUMBERS 2.3 ) :

END;

EXPRSUDIGILHEGIN  PSMACROISTIMNM):

XPh: TEST29(T) «* INTIVROMP, (1T CEQUALS B TIMES D PLUS | 2,
ANDHPLUS O EQUALS 3 2, AND B MR D EQUALS Y ZF T C 2,
b

X76: TIST26{P) -~ IN]TPROG(P. '( THE SQUART OFf THF DIFr FRFNCE {3 VWELN
THE NUMPER OF AFPLES AND T1E MUIMPER OF ORANGES ON THE TREIE

Studat



Siudnt
1S EGUAL TO @ 7, 5F THE MINKER OF APRIES 15 1 2,
FINDG THE MUMEER OF OVANGIS ON TIE TAEEL 7.} )

®2T; TESTR7(P) » IMIVPROWP, '( THE GROKS WEIGHT ¢F A SHIF 1S 70000
TONS 7 TF 116 NEY WETGHT T8 1000 10N 2,

WHAT |6 THE WE 13 (F (F THE $45]1P5 CARGD 27 ) &

ENDy; [ND.

THE S1LONT FROGRAM B.

Ly

Appestix €. CROSS-REFLRENCE QF STUONE PREDICATLS
XPEF OF STUONT PREDS

AGE COMP
LHSLISE £ A AGT ARR AGF
RHSUSLE AGD AB3T -REE ABT AET
AGE COMPE TN
LHELS S ARA AGR AGD
BHSUSES ABT AGIL -ABA -ABR -NEP
ALE CONPREM
LIISUSL S GG
RHEIUSES AEA AEH AER AEY
ACHOP
LISUS S A3R
RHSISLE APA NZ6 ATR
ATLCRATED
LHSIISE S AB | RGP A0
RHSUISES AJR AL ALZ A2 AD .AL3
ACHPORSCOY
CHELRTS AET ARD
RISUSI§ ARD ARD -ARZ ARD
AGETRON
LHEUSE S S 16 D55 D37 A1 AB?
NUSTEDL 517
SBGUST S AL A7 AZ
ACEMRONS 04
LHALIST S AT ATS
RISUS(S ATH RTE ATT ATE
AGE L
LHSLISES ABY AGT A71 ARY
NESTIN AR] ASS AB3L
RHSUISE S AGO
AGLPERCHY
LSS § AGT ABIT
RHSUSES AE7 -AB3 AG3T
AGE DES CNT
LHSLISE § Agd
RUSUBE S A A7 AD ABA ABA
ANGIN[ICHE
LHRUSE S P
RHSUSIS B 03
ANSWERBUTLD
LHSUSE S B
RHSUISES 70 6
ANSWERBLITLN?
LHSUSES 15
BHSUSES B DS
ASEAN
IHEUS{ S A A7 A3
RHSUSES AL AT A3
MIILDLEDPR
LHELSE S 16
RHSUSE S BY -6
CHICOINTED
LHSLIST § VIO
NESTEN] -¥HE
RHSUISES W2 vhS .Yao
CHITSTED
LIISUSE S ¥55 V6D YEY
AHSUSE S V8 VES .VHS VRO -VRS
CHUNYE NEX
LHSLIS S S60 TS P10 F 15 MP0 M0 M5S0 M55 .C15 CL7 CHO -R2 RE V0 VPS5 FEF25
FACFARFYD 4RO AZA AZE AZE B
NESTECH 151 vh
RHSLISES § 1D 560 865 THO -150 MZO -MP0 MI0 -M30 MB0 -M50 M55 M5 C17 -C17 €22
€50 C50 CEORA REFS FSFI5F25 F25 FAQ -FAQFO% TASFA0 £ 60 160 -F 60
FI%
CHUMKENDR
LHSUSLS P20 P23 P26 P27 P2R P29 M20 MI0 MBSO M35 CI5 CL7 -C50 €52 -R6 R7
RS RO VIO V3| V34 ¥35 VIGP VAT VAD g
RHSUST § G40 MZO MP0 MIO -MIO M50 M55 M55 €15 -C15CI7 .C17 C50 C57 €52 650
eF RRFIGF20FASFTOF S
CHUAMLEN
LHSUSI S §13 150 152 {7
RHAUSES §10 §13 -5 13 540 -840 TH0 .TH0 I57 .62 {7 .12
esrl it
LHSUSLS €60
AHSUSLE MI0C? C5 CRCIOC1T €72 €75 C57 €45 -C60
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RUN TIME 1 MIN, 73.2 81C
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EXAM  TRY  FIBE WMACY EF /T T
LEEL] 1229 559 ZLIh RO AKY 27
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TESTA
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HASE XM [C- | (FGIAL YAR- T [1IMES VAR.8 (EXPT (TIMES VAR.2 VAR 3) VAR A}
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STE
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HASEXPR (C- 1 (EGHIAL (PLUSS VAR, | VAR.2}(TIMES VAV, 3 vAR.A))
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RUN TEMF 3 MIN. 50,| SEC

EXAM TRY  FIRE WWACT EF EST TA
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107 INREATS 778 DFLETES 56 WARNINGS 57 NEw ORJECTS
MAY EMEX LENGTH |78
CORE (FREEFULLY (2475 . R9I) USELD (5560 . 632)

F10tD RY OL)1 OF 260 PROOS
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[{MALY IS TWICE AS LD AS AWN WAS WHEN MARY WAS AS OLD AS ANN 18 NOW | [ MARY
16 24 YEARS OLD . HOW DLD IS ANN )
TSEQN TC- | (EQUAL VAR. | (TIMES VAR.2 (MINUSS YAR.3 VAR AN]
{07 (LQUAL (MIMISS VAR ] VAR A} VAR.3)) (C 3 (EQUIAL VAR. | YAR.5))
HMANRLFR (VAR. | (MARY R AGE)) (VAR 2 (2]} (VAR. 3 (ANN 5 AGE}) {VAR.A (P5SO6))
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FYLIST (PR 1 ([vAR-33)
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FIRED 104 QLT (% 260 PRODS
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THE TRTANSGLE | withT 15 TIFE PESTIETER OF TIE TRIANGT 7))

TEEON (0.1 {FQUAL (M USL VAR | VAR 2) 01 TMF R VAR 3 VAR AYY)

(0.2 (RQUAL VAW S (1 IMES VAR B VAR 2Y)
HASDEPR (VAY. | (YHE PTRIMETER OF A BECTAMLIEY)
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HASEXPR {C. ] (EQUAL {PLLISS YAV 1 VAR.2) (TTMES VAR 3 VAD.A)Y)
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RUN TIME 0 MIN, T35 BFC

EXAM  TRY  TIFE WMACT £ [T 1F
AHRA 1317 H2R 709 ELR 300G 70R
0.0592 0207 0510 031 SiC AV

LIS2 INSLRISB77 DELETES 54 WARNTIN G 66 NEW DRXCTS
MAF EMEX LENGTH {37
CORE {FRETFLILLY:(AAGI . BBIFUSER(BI7E . 739}

FIRED B9 OU) OF 760 PRODS

FFSTR
{(THE FRICE GF A RADIC 2K GRAIIRY DIL1IARS L TF THES PRICE 18 15 PR CINT
LESS THAN THE MARFIO PRICE ¢ 3300 THE MARKID PRICE )
TSEQN (-1 (EQUAL VAL | {1 IR 5 VAR 7 VAR 31}
07 (EQUAL VAL | (TIMFS YAR. A VAV 1)}
HASRERR (VAR | {118 CRTCE OF A RADTO) (VAK-2 (63699997 (VAR 3 (D00 LAK)
(VAR & (CLESOINCOAYY (VAR5 (I MAFT D PRICE)) -
FVT IET (PH-T (VAR 53))
EQYARCHUNK (€ -3 (T8
HARE XOR (6. | (EQUAL VAL, § (1 TMETR VAR 2 vAR.3)))
(€ -2 {EOUAL VAL | (13005 VAR & VAV, B9 (0 2 VAR BYIET . | YAV, | (5] .2 VAR.2)
(L3 VAR 1) (0L A YAV AY (L) [FIMES YAV.2 VAR 33 {CN. 2 VAW 3)
[CR-3F {1TMES VAR A VAU ) (LR.8 YA B

RUN TIME 3 MIN, V20 L

Exa 1RY TIerE WMACT ¥ [ 1 17

clelek ) R’ 357 a4 RS 356 239

0.06A% 0279 ONAE 053 SIC AVEG

EAF IMSERIG GOG NEHETES 36 WARNIMGS S0 N w OHXLTS
MAY EMTX LENGTH [T

CORE {FREESULI R (G234 . 1126) USED (A3RD . 267

FIRED BD QU OF 7/RO PRONS

TEs19

(RILL 18 DM IALT OF HIRFATIRP 5 AGE & YEARS AGO . [N 2D YEARR IE W]IL B 2
YEARS OL DR THAN HIS FATHES 18 NOW 0w OL 1) ARE (110 AND HIS FATIER 7))

ISEQN (C. 1 (EQUAL VAR ) (TIMFS YAR 2 (MINUSE VAR 3 vAV. 4NN
[C-7 (FRAL (M LITE VAR | VAR 5) (NS VARG WAR. 3Y))

FIASREPR (VAR 1 (BILE 3 FGH)) EVAR.Z (000 (VAR-3 (RTLL STATHER 5 AGH)
(VAR (A (VAR5 POV IVAR.F (2T

Fvi IRT (PE- 1 {IVAL | AL 330

EQYAUTHUING (-3 €0 1.4 ¢ 30 50 - 1) {CR-6C1.3)

HASEROR (G} (EQUAL VAR | [1IMES VAR 2 [MELAISS VAR 3 YA AN
(-2 (EQUIAYL (11 LIS VAR | YAV BY (FLUS VAR.6 VAR 3N (.1 VAR 1) {C-4 VAR 3)
(C0-1 VAR 1Y LL 2 wAR 2) (0L -3 YAR 3300 A (PLEISS YAV | VAR D) (L -b VAN 1)
(CL -6 VAR EY (0. 1 {1 TMES WAR. ? [MIMESS VAR 3 VAR AY))
(CR.2 (MIARIGS VAV 3 YAV AY) (L2, 3 YAV AY (LR A (P UK VAV f VAR 3))
(LR 5 VAR L) (CV 6 VAY. 3

RUN TIML 1O MIN 806 SIC

EXAM  FRY  TJRE WMACT B (/T V¥

6236 PLPS 777 GOp9 BYR 37 76

QORGS OOIE (R O SiCAVG

E200 TMSCRIS 102G RLERES 107 WAVNTLS BG NEW DHXCTS
MAS GMPY LENGTH 137

CORE (FRECFULLY [TRYR . AGTHUSED (E9AL . 112%)

FIRFD 173 DU OF 2E0 PAOOS

sTI0

TEBIILL S FATHER 5 UNCLE 18 TWICT AR (LD AR EIIL S FATIRR . 2 YT ARS [ ROM NOW
BHL SFATHER WHI 3E 3 VIMES AR A D AS BELL . THE SIMOF TIE IR AGES 1S

97 .7 IMD HILL S AGE ))
ISEQN (C-t [EQUAL VAR | (1TMES YAR.2 VAR 3)))

E.

RESWR TS FOR 27 TESIS

(€2 {EQIAL (M USS VAR I VAR 7) (1 EMES VAR A {PLLIGG VAR. & YAR- 2110}
(-3 {EQUAL (FLUSE VAR | (PLUSS VAR-3 YAR. 8)) VAR.£))
HASCEPE (VAY. | (RTLL S FATHER § UNCLE & AGE)) (VAR.2 (Z])
VAR I LHILL S FATHER 5 ACEH)) (VAR-4 (1)) (VAR5 (BILL § AGE ) (VAR & (7))
FYLIST (PR T (VAR 51
EQVARCHLUINK (€8 CL -6} (1 -0 CR.ZM(C0-B CL- 1) {01 -9 CR-7} (CR-0 (1 -2)
(60 2V KR-9CL-6)
HAREXIR [C-1 (EQUAL VAR | {TTMES YAR. 2 VAR.33))
1.2 (EQUAL {PLUSS YAR-3 YAR.2) (1 IMES YAR.A (PLUSS VAR h VAR 2D
(- [EQUAL (PSS VAR ) {PLUSS VAR.3 VAR.5)) VAR-E)}(C -4 VAR-5) (1 -1 VAR. |
f0L-2 VAR 2)(CL D (PLUSS VAR 3 VAR 2)}{CL-A AR 3) (CL-5 YAR.A) (CL-6 VAR-5)
(CL-7 {PLUSS VAR. | (PLUSE VAR. 3 YAR.5Y) (CL B VAR [ (CL .9 VAL 3)
(€01 {1 TMFS ¥AR.? YAR.3)) (CR.? VAR. 3}
[CH-3 [1IMEG VAR.A (PLUSS VAR § VAR 2)1) (CR.0 VAR, 2)
[CH-5 (M USS VAR 5 YAR.2)) ((R-6 YAR.2) ((R.7 VAR.B)
{CR. B (PLUSS YAR.3 YAR.5)) (R0 VAR.5)

RUN TIME 10 MIN, 784 SEC
EXAM  TRY FIRF  WMACY EF  EJT TH
R226 7ROV 1174 4333 01 283 739
00764 0279 0475 0045 SEC AVS

2425 WSERIG (OO DELELFS [BO WARNIHGS [13 NLW OBXCTS
MO SMEX LENGTH |15

. CORE (FREEFULLY: (SRB9 . 765 USED (AAT6, 76 (}

FIRFD 113 041 OF 259 PRODS

TESTHI

{(1OM HAS TWICE AS MANY FISH AR MARY HAS GUPPTES . IF MARY HAR ] GUPPIES  HOW

MANY [ T634 DOES TOM HAVE 2))
TSEQN (M- | (EQUAL [TIMER VAR, | YAU.2) VAR.3Y) (CN-2 (EQUIAL VAR 3 VAR. 4))
HASPERR (VAL | {2)) (VAR.? (THE NUNMBLR OF FIS1 TOM HAS])
IVAR.3 (1HE NUMEER OF GUPP LS MARY HAS]) (VAR. 4 (3]}
FYLIST {PH-1 ({vAL-ZI)
EQVAVCHLINE (€3 (R-2) (C( -3 CR. 1)
HALE XPR (0.3 YAR.2){CL-1 (3 TMES VAR, | VAR 2} {CL-2 VAR 1 (€6 -3 VAR. 3)
(CN-] (EQUAL {TIMES VAR | VAR.2) VAR 2)) (CN-2 {EQUAL VAR.D VAR. 4))
(001 VAR IV (CR-2 VAR.2) (CH.3 VAR, A)

RN TIMF & MIN, 192 BIC

TEXAM RRY  FIRE wWMACT EF 0 EST TR

3311 108} 40K 1627 &273 309 7?66
007248 0274 0496 0.149 SLCAVG

946 INRISGR( DELETES a1 WARNIKKGS 6t MEW ORXCTS
WA, SWPX LENGTH |3t
CORE (FREFFLLLY: {5570 . AR2) USLD (AVRS . 544)

FIRED 90 00T OF 250 PRODE

168712
I 1 SPAN EQUALS 9 INCHES , AND | FATHOM EQUALS 6 FEET | HOW MANY SPANS
EQUALS | FATHOM 2))
ISEQN (C-1 {FQUAL (TIMES YAR- | VAR-2) (TIMFS VAR.3 VAR. A
(C-7 (TQUAL [T IMES VAR | YAR.5) (T IMES YAR.6 VAR. 7))
HASREER {VAR- | { 1}) (VAR.Z (SPANY) (VAR 3 (9)) (VAR-A (INCID) {VAR. 5 (FATHOM))
(VAR {6)) (VAR-T (TOOTH)
FVUIRT [PH-) ({vAR-51)
IRANZINT Y (5P AN)
EQUVARCHUING {C-3 (R.B) (- €L .2)
HASE %R (G- | (EQUAL (TTMES VAR. | YAR.2] (1TMES VAR. 3 VAR.4)))
(-7 (EQUAL {TTMES VAR | YAR D) (I TMES YAR-& YAR. 7D} (C-T VAR 5}
(0.1 (1TMES VAR L VAR-Z1) (0L -2 VAR- 1} ((1 -3 YAR-3)
EL-A (T{MES YAV 1 YA SN (00 -5 VAR 1) (0L -G VAR B)
(R £ (1 IMES YAN. 3 YAR A3) ((R-2 VAR-2) ({R-3 VAR.A)
(CR.A (LIMES VAR 6 VAR 7)) ((R. 5 VAR. &) ((R. & VAR. 7)

RN TIML A MIK 453 SEC

EXAM  TRY P WMACT EF LA T

290%  9x1 A% 1BOZ G0MO 313 206

0102 0319 0LHYS 014 SEC AVG

1010 INS[RTE 167 DELETES 59 WARNINGS 56 NEW ORJECTS
MAY SUPR LENGTH (21

CORE (FREEFLA LY {5321 . 922) USLD (5044 . 604)

FI960 I QUT OF 259 PROOS

TFSTIY

Stucint


file:///SMPX

Sivdnt RESULTSFOR 27 TESTR E.

COUHE NOME{R OF RO DIERE THE RUSLIANT HAVE 18 OMY HALF OF THE NUMRLD OF GUNG
THEY HAVE | TIE HP0ARL B 8 GLINR VEY HAVE 15 7020, HOW MANY S0 DILRS [0
THE Y HIAYE %))
TREGN (-1 [TGUAL VAR 1T (Y TMES VAV 2 WAR W) (0.2 (FQUAL VAR 3 VAL A))
HALGRERT (VAP } (THE EADAEE D O ROCDIERS THE BUSSIANG HIAVE)] (VAR 2 (0.0))
(VAR 3 [LHE MUMELR OF GUNS THEY HAVEY) (VAR. A (7000))
FYLIST (PO ({vab. 1))
EQYAVCHIINK ({2 CL-D (L. TCR.2)
HASIXTR (G (EUAL VAL | (T IMER VAR 2 VAR 3] (1.7 [T7UAL VAR. 3 YAV AY)
(C-3 VAR IJ 0L ) WAR. 1) (0L -2 VAV.2) (€L -3 VAR 33 ) {1 IMER YAR.2 VAR 3))
(CH.2 WAR. 3} (V.3 VAV A)

RUN TIME IMIN 1RE SLC

EXAmM TRY FIPE.  WMACTYT b F L/T T ¥
a3103 tens  aay 1RT9 N8| 3ng 274
00178 QIR QAhD O.1IR SIC AYS

871 INSERTS JOR P03 3T WARNTHGH hS NEW ORJIC1S
MAY EMPX LENGTH N5
CORE (FREEFLILL): (AS%GA  BHO) UKIO (D 1PA  RIRY

FIRED RG OUT OF 260 PROOS

TEST I8

((THE NUMPER OF STLIDINTS 'WHO FARTED THE ADMIKSTONS 15T IS (0 PLR CENY OF THE
TOTAL NUMPER OF STLEM NTS IN THE HIGH SCHODE | LF THE NUMPER OF
SUCCESSILL CANDIDATES JS 72, WHAT )5 NE NUMAER OF STUDENTS IN THE M1t
SCHOM. 71

TSEQN [C- 1 (FQUAL VAR ) [V TMES VAR 2 YAR-30)) (0.7 (TAUAL YAR-A VAR b))

HASREFR (VAR | (THE WOMERR OF STLUDENTS WA PARGED THE ADMISRIONS 1EST))
(VAR 2 {O.O9099D09)) (VAR 3 (THE NUMEER OF STUDENTS TN THE HINMH SCHOM )
(VAV.A (YHE NUMES B OF SUCCESST UL CANDIDATES)) (VAR & (/21

FYLIRT (PH- | (VAL 3))

EQVARUHUNK (.3 (1.2)

HAGEXPR (C- 1 (EQUAL VAR ) (1 TMER VAR 2 VAR 303) (L7 [FQUAL VAR. A YAV BY)

(C-3 VAR Y (01 - 1 VAV (212 VAR 2) (01 -3 VAR AL (R | (1 TMES YAR. 2 VAL.3))

(CR-Z VAR.3) (LR 3 VAV.5)

RUN TIME 3 MIN, 235 (.

EXAM  TRY  FIPE WMACY A £/1 1A
ayny 116 npaa B3 006 AT 258
004372 GAO7R 08N 0313 SIC AVG

1045 INSERTS THP DELY TLS 35 WARN IS 63 NEW OHUECTS
MAX MR LENGTH |14
CORE (TREEFULLY (A7RYS , BAD) LISED (Y03, R35)

FIRED B G} DF 759 PRODS

TEST IR

({THE DIGTANCE FROM NLW YORY 10 | OX ANGELES IS J000 MIITS . IF 115 AYIRAGE
SPEID OF A JET AR 15 GO0 MILES FEE HOUR F 1N THE TIME 17 TAKES 10
TRAVEL FROM NEW YOWY T0O LOX ANGELES BY XY )

ISEQN {€- 1 (EQUAL WAR. T () THES YAV ? VAR 3)))

(C-7 (FQUAL YAR-A {1 THI G VAR 5 (GUOT IEN) VAR 3 VAR E)))

HASEEPR (WAR- 1 [1HE DS TAMCE FROW NEW YORE 1D [ 0% ANGELE S (WAR. 2 {3000))
(VAR 3 (MSLE)) (VAR-A (THE AVTRACE SPLED OF A JET PLANE) (VAR 5 (6O0))
{WAR. B (HOLR))

(VAR-7 (THE 1IME YT YANTS TO TRAVEL TROM NEW YO TO L OS ANGILES DY LAk}

FVLIST (PH-] (VAR )

EQYARCHLING {([ .5 CR-2)

MHASE XPR [C- ] [EQUAL VAR. | [TTMFR YAR. 2 VAL 31}

(0-2 {EQUAL VAR A (1 TMFS WAL 5 (00T IENT VAR.3 VAR B (-3 vAU. 1

(CL- 1 VAR 1) (CE . 2 VAR.ZY (L1 3 YAV A (CL- A vAR. B) (C1 . 5 YAR. 3)

(CR- | (1 IMES YAR. 2 VAV 3)) ((%.2 VAR. J) '

(CR-3 (FTMES WAR. S (DT H NT YAN. 3 YAR-EDN (CR-A LGUOT TENT VAR. 3 VAR BN

[(R. 5 VAR.€)

RUN TIME A M)N, 14K SIC

Edcm TRY FIRE  WWACY | [ XAl 1%

5041 1237 513 Pl 9.7 AnS 7.4

QO50F 0206 0487 0,172 SICAVG

1216 INSIRIG E76 DELT YOS A% WARHINGS 7| MEW QHJECTS
MAX EMPY, LENGTH 102

CORE (FREEFLLLY: (0500 . 138} USID [51E% . EE ]

FIRED B4 DI OF 258 PRODS

TESTIB

93

[IE CORT 0F A BOX OF MIKIO MITS 15 THE SUM OF THE CORT OF THE ALMONDS [N TIE
BOX AND THE $OKT OF THE FECANS IN THE POX . FOR A (ARGE ROX THIR COST 17
$ 0.5 . THE WEIGHT | IN POUNDS |, OF A BOX OF MIX[D NMUTS 18 THE St OF
THE NUMBER OF POINDS OF A{ MONDS IN THE BOX AND 1HE MLIMBER OF POLNDS OF
PECANS TH THFE BOX . THIS 1 ARGE DOX WE IGHS 3 POXNDS . THE (OST OF ALMONDS
PER POUND OF ALMONDS 1§ 8 1, AND 10€ CORT 0F PECANS FER FOUND OF PECANS
159 1.5 FIND THE CORT OF THE ALMONDS IN THE ROX AND THE COST OF THE
FECANS 1N THE BOX )

JSTQN €1 {EQUAL VAR. 3 [PLUSSE YAR. 2 YAR.3Y))

0.7 (L4UAL VAR 1 (1 IMES VAR A WAR. 5)))

(L. (LQUAL YA B (PLUSS VAR 7 VAR B)))

0.5 (TOUAL (QUOTIENT VAR 2 YAR.TY (1 THES YAR. 10 VAR.B)))

(G0 (EQUAL [QUOTTEN? VAR. 3 YAR-BY (1 TMIS VAR. | 1 YAR. 5))}

(N | [EQUAL VAR.& YAR-T))

HASPEPR (VAR 1 {TIIE COLT OF A BOX OF MIXEC NUTS)) (VAR 1O (1)) CYAR. 1L (£.5)

(WAR. 2 {THE COXT OF THE M MONDS [N TE BOX)}

{YAR-3 (11 COST OF THE PECANS TR TIE DOK)) (VAR A (3.5)) (WAR-S (DOLL AR)}

(VARG (FHE WE IGHT TN POUNDS OF A G0X OF MIXID NUTR))

(VAR T {THE NUMBLR OF FOUNDS OF ALMONDS IN THE BOX))

(VAR (116 WUMBLD OF POLINDS OF PECANS IN THE B0Y)) (VAR 9 {3))

FYLIST [P (VAR 2 VAR 3)))
FQYARCHUAK [C.7 €1L-2) (¢ X CR.2) (CL-17 CR-2} (KL -9 CL -2} (CR- |0 CR.4)

{CR- 12 CR-6) ((R. 1R CR.4) (CR-B C -6)

HASEXPR (C- | (EQUAL VAS. 1 {PLUSS YAR. 2 YAR.2)))

(C-2 (FQUAL VAR § (T IMES YAR. A VAR 5)})

(€3 EQUAL VAR-€ [FLUSS YAR. 7 VAR 8)))

(C-5 {EQUAL (QUOTIENT VAR 2 VAR. 71 {1IMES VAR. 10 vAR- %))}

(C.6 (FQUAL (QUOTVIENT VAR.J VAR (1 IMES YAR- 1| VAR %)) (C-F VAR 2)

(OB VAR 3V (CL- 1 YAV 1) {CL- 10 VAR JO) (0L |1 {QUOTLENT VAR 3 YAR- L)

(0012 vAR- XY (CE- F3 VAR §1) (C0-Z VAR 21 (C1.3 VAR 1) (Ci .4 VAL A)

{00-5 VARG {CL -6 VAR TY (CL- 7 VAQ.8) (C1-R [QLIOTIENT ¥AR. 2 VAR T))

{CL-9 vAR. 2) (CN- | {EQUIAL VARG YAR-D)) (CR- 1 (P{USS VAR 2 VAR-T))

({H 1O YAR-BY(CR- | 1 (T IMES VAR | | VAR 5)) (CR- 17 VAR.B) (CR- 13 VAR %)

((R-2 VAK-3) (CR- 3 (1 IMES VAR. & YAR-5)) (CR-0 VAR 5)

€Q-5 (MUSS VAR 7 YAR-B)) {(R-§ YAR.B) ((R.7 YAR.B)

({08 (1[MES VAR 10 VAR ) (CR-9 VAR.7)

RUN TIME 20 MIN. R20 KEC

EXMN TRY  FIPE WMACT EF  E/T A s
13391 avaw  1teé 773 220 29% 2.44
QLKL 02%0 0K QI78 SEC AVG

JVEP INGIRTS 3000 DELETES 7RO WADNINGS | D4 NEW ORXCTS
MASMPX LERGTH | 3%
CORE [FREETULLE (7767 . 1NB?) USED (319 . .7%)

FIRED £0 OX1T OF 258 FRONS

Ts1?

((THE SUM OF TWO NUMAERS 15 96, AND ONE WUMBER IS |6 LARGER THAN [HE OTHER
MUMBER | FIAD 11E YWO MUMATRS )

ISTAN I6-1 {EQUAL (MLUSE VAR. | WAR.2) VAR.3))
(€ -7 (FQUAL VAR | (PLUS vAR. A VAR.2)))

HASCLPR (VAK. | (FIRST MUMPER)} (VAR. 2 (THE SECOND NUMBER)} (VAR. 3 {9R)}
{YAR-4 (16))

FyL IS8T (PR [{YAR. | vAR.2})}

EQVARCEANY (.3 CL-2) (C-4 CR-2) (CL -3 CL-2) (CR-A CR-2)

HASEXPR (C- | {EQUAL {FLUSS VAR- | YAR-2) vAR.2))
{C-7 (EQUAL VAR | (PLUS YAR-A VAR-2)]) (C.3 VAR 1} (C-4 YAR.2)
{Cr-1 (PLUSS VAR-§ VAR-2)) (CL -2 VAR. 1) (CL -3 YAR. 1) (CL -4 YAR-A) (CR. | YAR.3)
(OR-2 VAR 2) (CR-2 (M US YAR.A YAR.2)) (CR.4 vAR.2)

RUW TIME 2 MIN, 549 S5C

SEMAM O TRY  FIRE WMWACT EX E/T TH

21 RIT FN4 16 R94 40t 273
0.0497 0.1%3 0A11 0.IDE SIC AVS

B3I INSERIS 675 DELETES 86 WARNINGS 5% NEW DRJECTS
MAD SR LENGTH 11t
CORTL (FREEFLRLY {6104  RIBI LISED (7178 . 51R)

FIFEQ RA QUT OF 258 PRODS

TEST IR
[({THE GAS CONSIMETTON QF MY CAR TS th MILES PER GALLON . 11E DISTANCE DETWEEN
AORTON AN AEW YO [S 250 MILES , WHAT 5 THE NUMBER OF GALLONS OF GAS
LS(D QN A TRIF DETWEEN NEW YORK AND HOSTON 7))
TSTQN (C 1 {TQUAL VAR- L {TIMES YAR. 7 (QUOTLINT VAR 3 YAR.A)))
(C.7 (EQUAL VAR.S (TTMES YAR.& YAK. 3)))
HASRLER (WAR- | (1HE GAS CONSIMPYEON OF MY CAR) (VAR.2 (15)) (VAR 2 (MILE))
(VAR A {GALLONY) (VAR-S (THE DISTANCE BETWEEN BOSTON AND AW YORC))



£. RISWLISFOR 27 TERIS Studnt

(VAL (250))
vaR.7
(THE NOMEE & O GALLANS OF GAS1ISEIEON A TRTE I TWEEN NEW YOUY, 200 HOXTMN)

FVLIRT (PR (TvAS- )
EQVARLIHLING [C4-5 0 3)
POAGEXOR O ) (ENUIAL VAR ) (T TMED VAR 2 (QLIDY [ENT VAL 3 VAL A)))

(C-Z 4RQUIAL VAV B OV TMEG VAR 6 YAY. 30 (-4 VAR ZY(CL- | VAR 1) (61 .2 vAR. 2}

(€1 -3 WAL 3L (0L 0 vAv. 53 0L h A}

[CHAT {HTIMEG AR 7 IOUGTIERT VAR 3 VAR AY) (CH-2 (DLIOT JENT VAR 3 VAV.AY)

[CR-F VAR AY (L2 A (1 1MF5S VAV.F VAV AN (LJ. B YAR.3)

RUN TIME O MIN B2 G100

E>AM ey L (33 WHMACT | /T (XA I
fulelol] 1291 a2 NG WIT 03 73T
QULEIR D2AE OGRZ 0045 SEC AYVG

1193 INTERIS 2R3 DEIT TUS AL WHRN]TIUS ) NEW ORKCYS
MY SMFX LENGTH [R2
CORE (FREE.FLNG ) [A%2D BR0) LISED {379% . 127Y),

FIRED B OLIT OF ?HR PRODK

ar1a
(OTHE DALY CORY 06 | YIRS FO¥ A GROUP TS THE OVERF AD CORT M1 LS THE RUNNIHG
COST FOR FACH VERTON TIMES 118 IANEE R OF PLORLE TH THE GROUP . THIT £0%)
FOR ONE GROUIN EDUALS $ 109 AN 11K KINEER OF #EOPIE T TIE BROUP IS AD
LB OTHE OVERIE A CORY TR 10 TIMES THE FUNNTRE CORT 6 1RRY 1) OVIQWEAD
AND THE BURMTERS 05T 0OV FACH PERSOY )} '
JSEGN (C 1 [FOUAL WAR. | (MUK VAR-? {110ES YAV 3 YA AN
(-7 {EGQUAL VAR 1 {1TINES VAR b VAR ML 4 (FQUAE VAR A VAR. 7))
(C-A (FQUAL YAV 2 (110 S VAR P VAL 33 .
HASREZR {VAR. 1 {10IE DALY CORT {F 1 IVIRG SO0 A GROUPY)
(VA2 (VHE OVERYT AD CONTI VAR I (11E BUNK TG CORT FOR FACH PERTON]
(WAL A (THE MUOREP 08 PLOPLT N THE GRIGIE)) (VAR & (100)) (VAR & (01 AR))
(VAL. 7 (AD)) {WAL-F. {100
FVLIST (PR. VAR 2 VAL 330
EQVARCHUNK [ 5 CL-7) (06 CL-3)(CL-6 CR3) (G- F (L Z) (R0 3)
HARE XOR {C § {EQUAL VAR Y (P15 VAR Z (1100 S VAR 3 VAR A)Y)
(C-2 (EQUAL VAL 1 {1 TMELN vAR. S VAR LN T 3 TEOUAL YAR.A VAR 7))
(C-A (FQUAL VAR 2 {1IMEL AR R VAV 3V) (6 5 VAR 2 (C6 WAR-JH(0L - | YAV |}
[Ch -2 VAR 2Y (013 YAV AN (LA VAR J) (0L -5 VAR 5) (L0 -6 YAR A (CL. 7 VAR 2)
[CL-B VAR EYECR. ) (PLUS YAV 2 {TTMFR VAR 3 VAR.AN)
{CR-2 (TIMES VAV T VAW AY) (CR. 3 VAY.AY (LV. A {5 IMES YAR. D VAV. £))
{CR-B WAR.EI V.6 WAV 7Y (R 7 {1 IMES VAR.F VAV 3)) (CR. K VAY. 3)

RUN TIME 7 MIN A2 G

LYAM  TRY  FIPE WHACY | En 1.5

£I07 2%0 MR 3109 B2y Q7T 757

0.05%b 0,JK? ONLE DIX6 SIT AVG

Z109 INGRIG IGMA DI LTS |18 WARKIUGS 103 MW OHECIS
MAD SRR EEMCGIH (N2

CORE (FREEFUNLY (BO22 . IGOSIUSID (11370 . 161

FIRED 93 O OF 260 PROOS

TESTZO

TUFHE BUSSEAN ARUY HAS YV IMFS AT MANY PESTRYES TH A INY AS 1T HAS INNGIED

SOUDIERS . $HE PAY TOU DESS BYES EACH MONTH 11 hO DO ARR TIMIS TE
NUMBER OF B5STRVES JRUTIE UNTT | AND V1 AMGIINT SPENT 0N TIE CHCLE AR
ARMY FATH MONTEL 154 104 1 TMES THE KUMEUR OF [INIFOUED S0 PIIRE , VIR
SUM OF THS UATIER AMDUNT ARD 1HE TAY FOR BF SERVES EACIT MONTHEGIM SR $
ALOOC  F )M THE MUNEE R OF BESIOVES JN A {N]) THE RUISKIAN ALY HAS AND
THE NUMEICR OF I INJEORMWED S0{1D)IRS 11 HAS )
ISEQN (€ 7 (EQUIAL VAR A (TTMER VAV 5 (1 [MER YAR.6 VAV. 1)
(C-3 {£QUAL VAL 7 [TIMIS VAR B (1 IMEE VAL 6 YAV 33}
£C-4 (LQUAL (1 LR5 WAR. 7 VAR A (T TMES YAV. O VAL
(CN- Y (EQUAL [11MES VAL | VAL ?) VAR 3))
HAGREPR (VAR. | (L))
[VAR.2 [1FIF BAEILR OF BESTRVES TN A ENTY 11 RUKEIAN AlY HAG))
(VAR 3 (108 MOMEER OF (INTFORMED S0 DIIRS 11 HAK))
[WAR. A (1HE PAY 50U PESEDVEY EACH MONTIN (VAR 5 [10)) (VAR £ (3L} AR))
(VAT (THE RAGAINT SPTNT D THE DF GUL A ARMEY EACH MONTH)) VAR E (1500
(VAR (150000}
FWLIST (PRI 1 {{vAR-2 VAR )N
EQVARCHLINK (€5 CR.2) (€6 CR- 1) (6L B 0L A) (R 10 CL- ) (CR- 11 CL-9)
(CH-5 CR-2} (CR-F. CF. 1} ’
HASEXDR (£ .2 (FAUAL YARA {1 IMES VAR & (1 TS5 vAR.A VAR 20)
(C-3 (EQUAL VAR 7 (1 IMFS VAR B 1L IMES YAR L vAR-
{C.8 (EQUAL (M L3S YAR. 7 VAV A) (TTMES YAR.D YAW.6)) (L5 vAZ.2) (.6 VAR 3}
[CL-1 (YTMES VAR | VAW 203 (CL-JD ¥R 7H(CL -1 1 VAR-B) (L1 -2 VAR. 1}

94

(0 -3 YA AY ({1 -4 VAR 5Y{CL -5 VAR.B) ((1.6 VAR 7) (CL - 7 VAR P) {1 . & VARLE)
{0 -9 (7 LSS VAR 7 VAR-AY) (CN- ) (EQUAL [FIMES VAR | VAR.2) VAR-3))

(01 VAR ) KR 10 VAR.8) (R 11 VARG LR 7 VAR 7)

(U3 (TTMES VAR S {TIMES VAR 6 VA2 (R84 {1 TMES VAR.G YAR. 2))

Q-5 VAR ) {CR 6 (TTMES VAR R {TIMES VAR 6 VAR-3)])

(CR.7 (TIMFS VAR 6 VAR 31) (CR- & VAR 3} (CH.O (TTMES VAR.O VAR.6))

RUN TIME 18 MIN 215 STC

EXAM TRY  FIPE wWMWACT &F £ Lrd
P19 30A0 1820 5127 794 Q06 260
00761 Q242 0607 Q068 SICAVG

2FA3 INSIRIS 2238 DELETES |78 WARNIMGS 152 KEW OBECTS
MAX -SMEX | (NGTH INR
CORE (FRECFLALE (511 . QOP) USED (143109 . 2318)

fIRED 99 0L OF 258 PROOS

s
[ETHE KON QF TWD NUMATRS IS TWICE THE DIFFFRFNCE DETWEEN 1IE 1WO NUMBERS . THE
FIEST RUMALE EXCEEDS THE SECOND MOMELR BY 5. F [N THE TwO NUMAERS )
TSEGN (-1 [TRUAL [FLUSS YAR. | VAR.2) (FTMFS VAR.3 (MINUES VAR. | YAR. 211
(€ 7 (EGUAL {LINUR ¥AR. | YAR. 2} YAR.A))
HASCERR (VAR. | (F]1PST MUMAERY) (VAR 2 {1HE ST COND NUAMALR)) (VAR. 3 (7))
(VAE. A (8))
FY¥1 18T (PA-F ({YAR. | vaR.2]))
EGYARCAING (C-3 CL-2) (CACR23 (- aCL- ) (L 6CL-2H(CR-8 CR-2) (-6 CR.D
MASEXPR (C-1 (EQUAL (FTUSS VAR | VAR 2) (1TMES VAR 3 (M TMISS VAR | VAR 2111
{07 (FQUAL {MINIS VAL | VAR D) VAR AY) (C.T VAR 1] (- vAR. 2)
{001 {PEUSS YAR. | VAR 21 (L -2 YAR- 13 (L -3 YAR-3) (CL -0 VAR 1)
{45 (MINUS VAR | VAR 20) (C1 -6 VAR 1)
(OR. 1 {TIMES VAN 3 {MINUSS VAR | VAR. 21} ((R-2 VAK-?}
(CH- 3 OAINUSS VAR | YAR- 2)) (0N 0 VAR 2 (CR-& VAR A) (CR.6 VAR 2)

RN TIHE I MM (RA STC

I¥aM TRy FIGE WMACT 4 1 T.F
a7A% 131t 5G9 PR B3I 3N6 234
Q041K 0.149 0349 QOR79 SEC AVG

1708 INSIRTG 96O DELETES 78 WARNTEGS 7O NEW OBECTS
WA, SRR LTNGTH i1
COWE (FREEFLLLY: (12797 . 24 16) USED (6595 . 8O 1)

FIReLn 93 OUF (F 260 PRODS

1s1z?

(OTHE LI OF TWO WUMACRS TS [ 11 . ONE OF THE NUMBERS 15 CONSECLIIVE YO THE
OTIER MUEIVALR . F TN THE TWO NUMALRS )}

1SEQN (G- 1 {EQUAYL (MLUSS VAR | VAV-2) YAR.3)}
IC.7 (LORIAL VAR, § (PTUS VAR.D YAR- V)

HASGREPR (VAR. | (F IRST NUMBER)) (VAR 2 (THE STCOND NUMBLR)) (VAR.3 (11 1))
(vAR-A (1))

FYLIRT (FRLD [{YAR. | VAR 21

FQvARCIANE (€3 CL-2) {C-4 CR.2){CE -3 CL.2) {CH. A CR.2)

BIAST PR (61 (TRUAL (MLUSS VAR. 1 YAR.2) YAR.D))
(-7 (EQUAL VAR | (FLUS YAR-4 VAR 2I(C-3 VAR 1) (04 YAR.7)
{07 - 1 (M USS VAR, | VAR-2]) (0L -2 VAR 1) (C1-3 VAR 1] (CL.A VAR-A) ICKR- | VAR-3)
{CR.2 VAR.7) (£ 3 (FLUS YAR- A VAR.2)) (CR-0 VAR.7)

RUN TIME I MIN 302 S(C

IXAM TRY  FIRE WMWACT £ F/T  TH
3G DR 407 1670 917 38D 236
0008 0I%Y Qb 0113 SICAVG

Q4A IMIRTR 676 OFLETES 47 WARNINGS 56 NEW OHXCTS
MAY SMPX LENGTH |38
CORE (FREE FIALE (H767 . M29) USTD {I4A/R , 536)

FA6E0 RO OUT OF 258 FRODS

8123
[CTHE GUM OF THREE NUWHERS §5 9 . THE SECOND NUNMETR 1S 3 MOUE THAN 2 TIMES THE
§10581 NUMBER . THE THIFD NOMBER £ QUALS THE SUM OF THE T IOST TWO NUMBERS
CHIND 1% TeREE NUMBCRS J)
T5EQN (C- 1 {EQUAL [PLUSS VAR | (PLUSS VAR 7 YAR. 3)) VAR.4))
{62 [TQUAL VAR 2 [PLUIS VAR 5 {1 IMER VARG VAR 13D
{C- (TQUAL YAR.3 (PLUSS VAR | YAK.2)))
MASEEPR (VAR. | {THE TTRST RUMBER]) (VAR 2 (THE SLCOND NUMEBE R)}
(VAR 3 (1HE TH]PD NAMBER)) (VAR. A {B)) (VAR5 {3)) (VAR-6 (7))
FYLIST (PR L ({YAR. | VAR.? YAR.3}Y)



Stxind

EQYARCHUNK (-4 <L 27 ((-5 <L -33AC-F (-3 (1.8 CL 3 (CL-7 CR-3) (01 -8 CL-2)
(CR-E L1 2) (CR-B €. 3)

HASE PR (G 1 (FGUAL [FLUSS AR ) (M LISE YAV 7 VAV 3)) VAR AY)
[C-# {FAUAL VAR 7 (BLUS vAR BT IMES vav.6 YAV 1))
(C-3 (EQUAL WAR-J 4RI URS VAL ) VAL DI 10 VAR 1Y (5 VAR 2){(.6 VAR 3)
{CL- {PLUSS YAV § {FLUSL VAL 2 vAR. Z0) ((L .2 VW 1) (¢ -3 vAR. 2)
{010 WA 2 (0L B v A B (0L 6 AVGY (0L 7 WAR- 3D (0L & VAN 1) (CR | YAR. )
10R-2 (PLUSE YAV.7 VAV 1)) ((N-3 v AL. T
{CR-A (PLUS VAL G (0 IMEL VAV 6 YAV, 1) (R 6 (1 TMER YAR. & VAR 1))
(OR-6 VAR 10U 7 (PLUSS VAR | YAV ) (CH.R yAR. 2)

RUN TIME £ MM, K7 S C

EXAM ey FIPE  WMACT A /T 14
6664 1457 kRY arae Ish anl 227
QA%E ORG 0A17 0117 SECAVE

LEAN TNSERTR 1007 ROLLICS 134 WARHTHEY 7 NI W DHIECTS
MADTSMPY L ENGTH (ND
CORE (FREEFURLY (F5H7 , A36) USI (9430 . [36A)

FEIRED 83 OUT OF 258 PEONS

175128

OTHE SUM OF THREE NUNAERS IS 10D . TIE 111100 NUMPE R FQUALS 1o UM OF TIE
FIRST TWDO MUNGERS | YE DIFFEFTACE BETWEEN I8 FICST TWO NUMBLRS §§ 40
PERCENT O THE TITTH) NUNEER . F )M 11 THRIE NUNBEOS )

ISEQN (C-1 (FQUAL (M LIAR VAR | {F1USS VAR 2 YAR. 3)) VAR A)Y)
(C-2 {FQUAL VAR 3 IMES YAK 1 AL 23)
(C-3 (FQUAL (MINUSR YAR- | YAW-2) (VIS VAR & YAR. 330

HASREFR {WAR- ) (VHE FIRST FUMED R)) (VAR 2 (111E SECOND MUMBLR))
(VAR-Z LTHE THTID JUNMELPY) (VAR-A [ 109Y) (VhR. % (0000005399

FYLIRT (PR 5 (VA ] VAR 2 VAR 3YY)

EQYARCHLINK (€ A CH-2)10-% Cr (0 6 CL-3Y (0L A ¢ 3 (C-5CL-2 (-2 CL-2)
[CR-SCL-3YICH- 2 CL.A) (CR-PL 0P 3)

HARE MR (C- ] (EQUAL (T USR VAR ) (155 AR 2 YAR-)) VAR AY)
{0-2 (FQUAL VAL 3 15 LA % VAL | YAL. 23
(O3 (BQUAL (MTHISS VAW | VAR 2) CETHES AR I AR 3] (€ -4 VAR 1) {C .5 VAR.?)
(0B WAL 3) (G0 1 (I DRS VAL. | (MRS VAV 2 VAR 31) (0 -2 VAR 1) {C1 .3 vAV. 2)
(-0 AR 3 (1 5 VAR, PIICE G IMERRISS YAV, | vAV. 201 (0L 7 VAR, |}
(LB VAV B (LU, | VAV A) (00,2 (P US5S VAR 2 VAV 3)) (K. 3 YAV 3)
[CR-8 (M USRS VAR | VAR )Y (CR. 5 VAR 2) (CR-6 (8 TMES VAR B YAR.3))
(CR-7 VAR 2) ((R.2 VAV, 3)

RUN TEAE £ MM, B8 BEL

EXAM 10y P WMACT B F LT 1T
6EDL 19N7 REG XiAR VA1 Ay 275
Q.0%3I% CIEY 0017 009 SICAVEG

1906 INSIRIG 1NA7 OFLETES |08 WARMNINGY [N MW ORAGCTS
MAR EMPX LENGTY TR
CORE (FRETFULLY: [TD78, 7A1) USED (FHAA . 859)

FIRED 93 OLIT OF PHF FRODOS

1E572%
(U CEQUALSEH 1IMESDPIUS | AN H IMOS DEGUALS 3, AND B MIIIR D FQUALS
1. FIM G0
TSLQN (C 1 (EQUAL VAR 1 (PLUS (1IMES VAR ? VAR 3) VAV 4Y))
(C-7 [FQUAL (TEUIS WAV 2 ¥AR-3) vAV. 80} (0.3 (FQUAL {MITAIS VAR. 7 VAR.3) VAR. A))
HASRESR (WA 1 (C)) IVAR.2 (F)) CVAR 3 (D)) (VAR- & (1)) (VAR 5 (3))
FVLIRT (PR-1 ({vAL. 11
EQYWARTHUNK (C-4 CL- 1 (01 BOH-3) 400 7 €L 3) (CR- 5 CR.3) (096 CR. 7)
((R-7 CR-3)
HASEXPR (C-1 (EQUAL VAR, § (PLUS (TIMFS VAR 2 VAR. 3) VI AN
(-2 (EQUAL {PLUS VAR.2 ¥AR-3) VA 00) (€ 4 (FOUAL (MINIS YAR. P VAR 1) YAR. A
(C-8 WAL 1YL | VAR 10012 (1 TMES VAR 2 YAR. 3 (01 - WAL )
(CL-A {PLUS VAR-2 VAL 30 (- 6 YAV 23 (01 -6 (M]MLIS VAR ? YAR. 3} (C1 - 7 VAR-7)
(CR§ {PLUS [TIMES VAR 2 AR.3) VAR AY) (CR. 2 VAR, A) ((R. 3 VAR 3) (N YAV, BY
{(R-5 WAR 3} {CR L VAR A (E U 7 VAR 3)

RUN TIME 8 MIN 220 S0

XA 18y 143 WhHACY | A (¥al 15

37257 DOg 5149 1969 633 326 194

CORIA 0265 OLIL 36 SHE AVG

1135 INGERTS XTA DFLETES BA WANNIIX.S 55 NEW DHECTS
MAX SMPX | ENGTIH |2

CORE (TRELFULLY (A330 . £29) USED (G052 . 719)

FIRED BA OUT OF 260 PRONS

25

RESM IS FOR 27 TESTS E.

TEST26
({1 SQUAYE OF THE DIFTERENCE PETWEEN THE MIMAER DF APPLES AND 1HE MUMBER OF
DRANGES ON THE TABLE 1S EQUAL TO 8. TF THE NUMBER OF APPLES IS 7, FIND
THE MUIMHER OF DRANGES ON THE TAHLE .))
< IREON (-1 (FQUIAL TEXPT (MIMOSS VAR § VAR 2} VAR.3) VAR-A))
(C-2 (FQUAL VAR. § ¥AR. &Y}
HASTLFR (VAR [ {THE SUIMBER OF APPLES))
(VAR D (THE MUMBCR OF ORANG) & ON TIE TABLEY) (VAR 3 {21) (VAR A ()
[CLERRHH
FYLIST (RHL | {(vAR. 210}
EQYAVUHIUNG (-3 CR-3) (C4 -0 C1-3)
HASEXOR (€. 1 (EQUAL (EXDT (W THURS VAR | YAR.2) VAR.3) VAR A))
(-2 {EQUAL VAR. | VAR.5)) (C.T VAR.2) (C1 .1 [EXPT (MINUSS VAR. | VAR.2) YAR.3))
({12 PAINUSS VAR | VAR )] (C0-2 VAR- ) (CL -A VAR. ()1 (CR- | YAR.4)
[€0.2 VAR-3) (R 3 ¥AR.2) (L4 YAR.S)

RUN TIME IMIN, 364 SEC

EX AL TRY  FIPE  WMACT [ £n TH
aQin 1136 a%9 tR56 REFR 359 247
QO8I QIRe QA7 Q117 SLC AVG

1070 WRIRTS TS (RLETES 48 WARNINGS 63 NEW 0AKCTS
MAX SWPX LENGTH | W]
CORT (FREEFIRTY: (ARTS . 1V UISED (A5RT . 53%)

FIRED RR QUIT OF 260 PRONS

trsT2y
({tHHE GROSS Wi IGHT OF A SHIF 15 20000 TONS . IF JTR NET WEIGHT I8 15000 TONS |
WHAT S THE WFIGHT OF THE SHIPS CARGD )}
ISEQN (C- 1 (EGUAL VAR- | {1 1TMES VAR.? VAR 3))}
[¢-7 (FQUAL YAR. A (TIHFS YAC & ¥AR.2)))
HASREFR (VAR ) (THE GROSS WE IGHT OF A SHITY) (VAR-? (20000)) (VAR (TOND
(VARA (115 KEY WEICGHT]) (VAR5 {1 5000)
(VAR B (1VE WEJGHT OF TIHE SHIP3 CARGO))
FVLISE (PR ({vAR-6)))
EQVARTHUINE {CR. 4 (R.7)
HASEXP2 {C | [EQUAL WAR- | (TIMES VAR 2 YAR. 30
1.2 (EQUAL VAR.A (TIMES YAR.-S VAR 1)1} (C-3 VAR-6) {01 -1 YAR. 1} {1 -2 YAKR.?)
(€1 .3 VARAY(CL. A VAR B) (CR- 1 {1 TMES VAR. 2 VAR-3)} ((H- 7 YAR. 3)
(CR- 3L TMES VAR B VAR. 1)) (CR- 4 VAR.J)

RUN TIME 2 MIN. 523 SEC

IXAM  TRY  FICE WMACT ESF EST TA

3454 K57 3P) 1550 0OV 405 774

G085 0207 0452 0.1 SECAVG

PO INSIRTS 6A5 DELOTES 38 WARNTHGS 53 NEW ORJECTS
MAX :SMEX LENGTH | 39

CORE (FREEFULLE {HS74 . 1027 USID {A90K . 511)

FIPED 79 Qut OF 7650 PRONS
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NSH
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NI

N1

NS

THE FIPST FUNCIIN (K 10
ErCH POONT TN W 500N,
LSED-FOP wil L,
b5 FOP SIVE AT RIS 540 SRS T T I0F TR M I IR T I 1N T T
VIL VRS TR TI 115 UG T47 TIR 119 000 10 917 173 1,4
ITSONTE TSGR T 1R T T I3 1A0 1L BR] AR,
THE STCOND TUNTTIIN (B YHE INTSTeg SCON 15 10 6#PLy (0L - PPV EN
TRYNGHOEMOYIONT. 19 THE PPORLEM IS 6N AGL PRDRLEM. A1 £a0H SCoN

THIYIRL SEON TS 1D EPLY FPRNSE IRRG TING

POINT.
USED-FOP AL B TISTY TESY) HES13 1T S173 1SR
FS-EDP SIG TN IGE @) AT NG BT IR R RS A0 aih iR i3l ed)

(Y ECRG RGIEE gy b,

THE THIPO FUNCYION (6 YHE INTYT Il SCEN 1S 10 PUT DICTIONRY 1065 0N
LIQEDS % £l DR )6 L ONNED.

USED-FOF i 1.

¥S- FOF 1V 510 01 D3 DS 07 09 DI DI DI DG D1 0 00 Dot ofn

(372 030 081 DE DD D DY DU DST DRI DRI DAG DRT DRTS
DED DAY DS DY 07 DY NFT 050 07 0RY DRT ORS DAY DAY
{3,

THE FOUFY TANYTON OF T IN]Y T,
PPECINENCE WITHIN Y EEON IF FRG SEPSNED,
FUCCHUNG . 05 EnlH IERD 1% S0 oaNNED.

USED-FEF iib L .

ES-FDF G0 B GA0 Gén,

TeE FOUPTH TUNTUION OF THE TNIFINE S0l 16 00 6Py VE FU
TEVNGEOPHEY TONS . 1F THE CHENG BF THG SEONRED TS 6N FU (UMY . nS BrlH
HOPD S SOENNEDS vl FLOERANE ORMAITON 1S nNe OREPOTION Yieed DEALS
HIVH THE DE TEPFINA DN (T B CHUM S,

USED-F O ).

GORN 361D (HECY ERF A WL NI
BTy CHIING )5 DY i

FR-fOF GRACTS FIS PO P0G R FAQ Fah (4B Fo0 FO. FLS R FO F TG,
O CHUING TRE ST S BIYH A B0 THET 16 i GUOPEY DS ol BV CHUN .
USED-FOE w01 .

VROFDE Gk,

HHEN &0 PEOIOD IV 0 DELTRIVER Teds T6 SCONNLD. THE FHD (¢ TIK FUPPENT
CHUNG B0 BFEN BRERCHED. 36 Tee (IR TS HOY 6N PY (e,

USID-TOF il L.

b&-FOR RN

INTEP S0 nia, . ’

THE FIPST CHUM TN RE SOONNED GTORIS THMEDTIELY 10 THE PIGIY OF THE

TEFT END OF THE PPRILEM G1PTNG.
USED-FOP L.
P& FOF I

WHEN VHECEND OF DNT DI 15 PEOCHED, fNDVED JEGIHS THRLDINTILY,
UNLESS THE OIGHY END [F THE PPDAEFH SIPING S EEFN PEHCHED.

USED-TOP wd ..

ES-FOP 5400 0A%,

THE PEPIIND ¢ T [ND O A THUNC T5 NDT INCIADER nS PaPl OF THRT [HUN
OF BNs GTHES CHLINY .

LS 0-FO ntl .

FRFDF S0

INIP SIS ER FA N,

TR INDYIOL NN PONCES0S FPOM TEET 10 PIGHT TH IE PPDOLSH RIPIMG,
PEPFIRHING THE FOR® FUNCTIONS 01 FulH POTRT N WRN. e IDDTNG
FelH LORD SEaNND 10 T CUPPENT CHUMNE .

USELD FO nld .

L-TH L S D TLIRCS I BT SN

INIP [N - TR TN

FHEN TRE END OF # THEIRS TH SCONNED, THE CHLMGY TS COMPLETE. fWD THE

INITInL SEeN 16 INTIFPUPIFD FIF THE CHLM SPLTTTING PROCESS.
LSLD - FOr nly .
b &-FOF AV RS Fon T30 P FRn,

S S14,
TN b PPOBLER IS AL HENS N FL TR

INTEP
THE LiksE [HUMNG
LISED-F {3 ),

FROFDE S0 LM,
INIEP LN
FHEN THE END OF THE PEDELEMN STPING 15 PERMCHED. THE oNSHER MIH DING

PPACESS HUGT RBE
LISED-TDR fd | .
LS-FOP ST

FNETIITD,

N1 -

THOM FIL DT IPANSEOPHS TD "3MAY ",
LSED-9OF 1ES1H 11STa.
L-TR A o

NIl
NI3
N4

NI%

NIt
NE
NTA

N1

H1)9

Nl
Nz

LI E]

NTi4
NTLG
NlI6

L8
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NI
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NI72
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Sluing

NP pgw.

1S el TOT AND CERHL ST TRANSE(ERM 1D *14™.

USED-FOP TESTY TESTIE TESTID TOSIOD TESICY TFQET4 TESIZS TESTIG.

[T ¢ PUl Py

TAUERRS IDUNGEP TERNT TRONGFOPHS T "{ ESSTIMNY .

{RED-TOR,

1S F0F 13,

HEORS (LOET THRANT TPaNGE ORHS 10 TPLUS®.

USED-FOP 1ESTA,

LS-FOE T4

CPER CENTOLESS YHONT . PRECEDED [h 6 NUMBEP. TEWNSEORPHMS TD "TIMES™ .
HND THE NUBEP 1S PEPLRCED Ry 1){00 - NUMEER / 1o,

Usen-rOe TESTA.

S TOR TG,

INITP TIG.

CLESS TIAIN' TPANSFQWHS 1O “LESSTHON® .

\ISED-T OF.

16 FOP 16,

TTHESE " TPRNG QPSS 10 TTHET,

UsLo-roe.

IS FOE T7.

THOVE THENT TRONSEOVMS 10 “PLUS™.

USED-FOR 1RSI0,

i5-f0P 1R,

TEIRAT I MAMBEPST AND *THO NUMBEPS® TRANSF QUM TO °F TRST NUMBER FND
THE S{COND NBEPT.

(SI0-FOF 1ES1LY TESTEY TESTED TESTES TESIC4.

PEFOR T8 10F

CHRCE NHBEPST TRONSE OFHS 10 “FIPST NUMEEP nND THE SECIND NUMBER AND
THE T MUNBE P,

USL FOR TESTI TISIT4.

1S-FOR FIR.

TONE Hed FTOTPONSEOPMS T0 "% *,

USED FOR TEST] TESTD TESTID,

PS-FOP T11.

CTITLE™ TPNSEQRMS 10 "0 TIMES®.

USED-FTOF TESTS TEST4 TESTS TESHE TESTM 1S TESTLE TESTSL.

LEfQP TIT.

T$YPOLLOUED BY & NIMBEP TRANSFOPHS TO THE NURRER 00 LOWED BY
ThU LePsT.

HSLD FOR TESTR TESTIE TEST19 TESTIO.

1S TOP Vi3,

TCONSECLUFIVE TR TRENSFORMS 1D 1 PLUS™.

USED-TOP TESTEZ,

1S 00P T4,

TLERGED THANT TPANSFOPMS TO "PLLR®.

UsED-FOP TESTLY.

IS 0P T4,

TPER CENTS PPELEDED @Y 6 WUMBER TPaNSIORMS TO MUREP / 10T,

USLO-TOP TES14 TESTI4 TESTT4.

LS FOR 116,

THOM PANYY TPANGE ORMS T0 "HIHMST,

USED-F0P TESTI) TESTIC TESTLA.

(X301 (. T

NP ngee.

THE WQMEL (FT TPONSEORHMS TO "SURRE*".

LSiD-1 0P TESI4 TESTTG.

FS-FOF TIA.

SHATIOLTED BY" TPvNGF OPS TO *TIHES®.

LISED-FOP,

PSFOE FIT.

TDIVIGED OF° TPaNSF(RMS 10 “DIVEY®.

L1 D-FOP.

LA X O

“THE SUM OF " SHOLD BE PEMOVED.

Usin-For YESTS T[GTT 1ESTIO TESTIG TESTIY TESYIID WESITE TESYE2 TESTZ3

TFSICE,

LS FDP TR

SONDT TPONSEDRMS T TRLUSS® . IF "THE SUrt OF ~ 1S PPEVIOUSLY DCCURRED
IH THE SANE CHUNY . AIND JF THEPE MRS BEEN NO OCCUPPENCE OF " THE
DIFFEPENCE HETHEEN® HITHDUT A HATCHING *AND”.

WGED-SOF TESTS TEST? TESTIN TESTLH TESTET TESIID TESID) TEST22? TESTYI

1ESTr4,

LT3 S P N AP

STHE DITFEPENCE BETHEENT SHOIKD BE PEROVED.

LUsED-FLw VST TESTE4 TESICE.

Pe-FOR 103,

"aNDY TPSNSEDPMS 1O *MIMISS™ . 1T THERE HwS PPEVIINGLY OCCURPRED IN THE
GAME (HUNG "THE DIFFEPENCE HETHEENT . FND 1 THEFE HAS NOT ALPEADY
BELN 6N "PIND™ MATCHING FIRT "THE DIFFEPENCE HETUEENT.

USLD-FOP TESIC| TOST4 TESIZE.

PEFOR 103 TO4,

. FNDT TPENSE OPHS 1O “PERIDOT.
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VISTING OF THE KNOWLEDGE STRATEMENTS

USED FOP 11674 15513 TESTIE TESILY TSHG TESTIR TSNS,

FSFOF TS,

INTER e,

L0 TPONGEORHG T CFERTO0T . B 0N *FET HAG BFEN DELETED PREVIOUSLY.

USED-TOF 10534 1FSTe TERT IFSIR TESEIT T0S11S TESTI4 TEST1G TES1ID
VERITG TFSVE TG0V

PSFOR 106 179,

INTEP 106D,

e TS DELERLD,

USED-T 0P 115116,

YAEDE 176D,

SO TRRNGEOEMG D Ul

USED-T O 1EST7 16514 PESTR TESIT VESIR TESTIE FIG11T TEST14 [STI4
TESTIR TESYPY.

3 5-FOF 100

TLUF OIPENSEQFMS 10 CFERIDDT .

USED-FOR Ll BN 16514 ESTIP.

YeFQR 179,

“IF* SHOLLD UE BLA0ED.

USED-FOR 10514 TESI6 TESTT IFSID TESTHL TESTIE
IESIY WSICE TESITY.

1S RO 1.

IOV, KUMIETS TRONSEOPMS 10 “NUMBE P .

USED FOP TG4,

VEFOP 10, )

"EXCELDGT TPONGI DRMS 10 "MIHUS®.

USED- FOP TISITI.

VS FOR 174,

SRS IPONSIOPRG 10 TIRT . 5T VHETE IS HEEN oW CEYCHIDST IN VHE SAME

CHUNS FEP IDUICH THEPE MOt NOT HEEN & MRICHING *HY",
USED-FOF 11517,
FS-FOP  TAD A

15114 Hslh FE510

NDOc

SPLUS™ NND TTESETIMNG (Rl CREPAIORES (F LLOSS (0,

USED-FOF TE311 FESIY WSS IFSTES ESUIN TOSIIE 1EST102 MS10Y.

LS-FDP D) DA,

CTIHEG® o "G0UaRT " . “OLEFCLENT™ oND *0F ° T (% PTG (F [Losh (8.

USED- PO slL AUy SEST) TESTH VESTEY.

[ s 07 N DL OREA HET B MR,

TEUGPEDT . Tee® . THENURY L TPEPT , CPLLSST aND THIHUSSY i
DPEPIIG 0 [L G i,

LUSED-FOP I[STR ILSTE VES1 WFSTS TESTI0 TESTEG TEATHL 10810 TESTIA

WHTEG TESI0L ESTO? TESI03 WS04 TESIIS TESITE.

}'S-T0F DI O DI O Do 0.

oot AND TPERT STIAD FOP, PESPECTIVELY. DREPHIORS EYPT (ND GUOTIENT.
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TOYNSEORHAT TN PPOCLSS.

USES-FOF TESTR TESTIAO,

YEFOR O Al Al

THICL BF [RENT TPONSFORMS I0 "IN X YEHRS . IN X YEAPST . WHEPE X IS W
APRTTAORYT UNTGE SYMBOL. IF THE PPDBLER 1S 1N AGE PPORLENM,

USLD-F 0P TESTG 1{ 519 TESTIA.

FSFOR Alh n3g.

INI @ nia.

TG WHENT IPANSEORMS TR Y WEePS AGO . x TEPS GDT . WHEPE X BS AN
PRITPAPT INTGUE SYHROL . TF THE PRDALEH 1S (W AT PPORILEM.

USED-FOO TESTEL LESTA TESTIA,

PSR ApD AR

INITP niA. .

THAST AND TWILL BEC TPaNSEORR TO (]S

USED-FOP TESTG TESTH TESTIQ

F&-FOP nIft asa. :

“15 NOM® O TPMNSFORMS 00 S GE NOW® . IN AGF PPORILEMS.

USLD-FOR TESTR TESTA.

15 FOP K0

A1 NE BGCINNING OF CHUNS [N AGE PPOBLEMS. IF HEPE 1S "IN X YEARS™
TOYERPS AGDY . DR X VEARS FPOM NONT . WMEPE X 1S pWY SINGLE WOPD
IN E9CH CASE. TeaT PHPASE 16 DELETED FPOM THE CHUNM B 15 SAUFD RS
FN GE IPEPRTIR EIR INMODIE JED AGE WARIEBLES EN THE CHUNY .

USLD-FOP TESTR TESTH TPSTIO.

1S-TOF a4 A6 AS8 4] AT A4A.

“AGET HHICH IS NOT ¢ OLLOUED BY A PHPASE WHCH TRANSS OPMS 10 "PLUSS® (R
TMIKUSST L 0P RY A PHPOSE WHICH TRANSEOFHS TO SUCH A PHRASE, 1S
UNHODSETED. AND NECDS TO BE TRVNSHORMED G0 THY 11 J5 FOLLOWED @Y
THE AGE DPEPHTOR FOP THE CUPPENT CHUM .

US{D-FOR TESIR TESTD TEST{Q,

LE-FDP w3A.

TehE TN Y YEAPSY L AND AGE X YT ARG FRON NOWT
SINGLE 1OPD. TRONSEQRM 1D "AGE PLUSS X°.

WSED-FOR T{STE 1FST4 TESTIQ.

FSFOP RAL A3 A0,

THBE X TTAPS 0607 . WEPE X STINVDS FOR A SINGLE HOPD. TRANSEORMS TO
TAGE BIMISS X"

USED-FO® TESYE TESTR 1ESTIO,

FS-FOR AZ¢ 0D,

“AGE NOW® TPONGFOEMS 10 “RGE*.

USLD-FDP TESTE TESTO TESTIQ.

F5-FOF 035 a30.

TTHELIR WS . IN AN AGE PPORLEM. TPONSFORMS T A L 16T OF AL THE
DIGTINCT AGE \Wo'1nRIES SEEN SO FOR IN THE I'POHLEM. SEPPRATED BY
"UNDT . TN THE LR DPDER OF DCCUPRENCE IN THE PRPOHLEM.

USID-FOP TESTE TFSTS TFSTIO,

ES-FOR pbe 05l abh AST AST 66D 063 AE3T.

I PERSON. [N N (GE PPOBLER. 15 NOT FOLLOMED Y *5°
PHEOSE "5 fiGE* SIENRD BE INSEPTED ff 1ER 1T,

USED-FOP T{STR TFSTS JESTIC.

L& FOP (6] AEB.

NP f20,

N OAGE WWInBLE, TN fiN AGE PROBLEM. CONSISTS OF A PEPSON NOY PRECEDED

IN Gl PPNBLEHS,

» HHEPE X STIWDS FOR A

« THEN THE

F.



NP G

NHILE

L

N1

N1d

N4

NiG

‘NIt

NI

NIH

Nint

LISTING OF T ewOun{ DGE STATENENTS

e *6% oW POCLOVED fie "8 G655 flE ™ . WL SIG IS f GIPIHG (F N OR
HOST PP LPTIONS (F THE TORM ") &7 LHERE ¥ 1% it PEPLIN,
USED-FOR TESIG B SY0 S n.

¥ G-FOE BT A DR w6 DGR NS EA SR e s,
fONEEL DGE P ERE L TH BN Tl PRDMER, 55 NISTINCT FPPH PPECIING (NES
Y IN N bER 0L T St RS R DTWER,

UKFO -FOE 1400 TEST TS50,

I 5 DF Gk ST nibd kG PGE NG9,

GOPEPLONGL PRIANEE 35 DERE aLED. TN kit
VhBTaig EOLEEN TN YRR PROBLEM.

LISLD-T DR TLS19.

t 5 TOF [P T I P O

1t PORLESHINE BOONCIMN, TN ]
UnRlokE SECN LN THE PROgLErL TX(0DT FOR TIE B IR

LSEO-FOP TS0,

PENBLERS. (1 B FEST AGE

PEDRLEMS . 1% PEPLOLED T THE F ™S HGE
HORD "hnE”.

PAOFDP [IARYAR TN bR
NE - . L]
THE ENSHER-BLIT DING PROCESS [ONGISTS [# l[IN'j.WI_Tl',HN'." n I [6) OF HE

R DELES [F FUCS YN VIE PRONLER, DVETE NS PO NCID (F AN GNSIER
UNTT, (ND COULETTiNG THE ESTTPNGL PEPPESENTOTTONG (8 THE WWRTIELES ar
OF 1HE fenm e,

USED FOP w .

+e-FOP 1 NS pa.

THE £ 16T OF FACG SGHOEAD OF TOLLECIED S0 10T 11 HILL B F TeE k]
CEHIGELES AN YHL GEOEP TH ICH THE Y WERE ENCIRINTLSED N VHE
THEY L BTON,

USED- FOM g .

b & FOF (1

TIE B TEPNE, PEPRESENTRTIONG T VR Lid ES SIIOULD DE FOLLECTED JN THE
OFNER OF (B0 ebrNTE 10 TIE SIPINGS IN YHE PRI EH: TN TosE [F
STRINS PEPPEGENTING WE St VR TOGIE. DMLy SIE 1PN [}
PEPEEAENTRIION [F TIE FJIPST ONG SECN SN THE PROELER CHOLR D 4
COLLICIfn.

USED-FOE il ]

TN TS ’ o
W
PPOALFM G0E STAFS Dol HE SUMFGE I ZED f11 BSTINRTING Yh NOHGSER [F Q6

Lol HONS . UG, OFRAIG, oD Uk B ES. NG [ (CONTITNG
EgUmT HUNG . TS, DPEPRITCS CNOTED oD PLalTD IN PEESEIONGY . PAD
VAR TR RS ONDIED, DISTING T, aodd POl f DN | eSS NG,
LSED-FO¥ il v
+5-TDF SO0 D1 DA DG DT DO 0F DI D14 DIS DY DR DISE HEn HES 07 18
[T A R O S R A B A I A WL S A L B P A HIBE M ERE L}
144

THE NUFEE £ DF BptksV EONS N TR BT (F T PHOBLEM oS 20T INSIONNED IS

DOUNDE v 0bOVE By AL - Ay /24, MMEPE LIS THE LENGIM S OED
UNSLYNNED.
USEQ-TDE A,
bS- FOF 11 1%,
THE KUME P OF B L JN THE PlT 0F THE PRCELEH »ih ol T INSOCANNED 1S
AOUNDE D Ol Dy 1L 1v /4, WEPE L 15 YHE LENGIH p5 T L8

LUNGERNNED.

USED F 0 a0 .

te-10oF A LN

THE NUREH P (1F OPF S0 TN THE
DAUNDER GHOVE B "oy
UNSLHNTE D

LUSED-FO | .

L &-FOF oI5, .

THE NUME P F 9B [ies £ IN THT PaR) GF 118 PRI FH 45 YF T UNGEVNNED 15
NMOUNDE D VB0VE B (8 AV /7 WMEPE LIS VE TENGYIEAS ¥
UNGLONE D).

USED FOF il L. 2]

ts-fOP TH 1%,

THE NUMEE P (F W e FS [N THE PRORLEN 1S THLE
Fotd 1085 LS 1HE NUHDEP (F DREPRITES .,

USED-FO n e,

[T aLS Iy 1ia e,

TIF LENCIH TF THE Prk) 6F THE PPOSCEM i vF T UNZOORMED [HeNGE S TRCHE
TIME +t MEIOREPOITE, Eha TUNG DF PEPIND 16 SCANRED, +ND 1T CHRNGES
By THE MUREE P OF HOEQS STANNED SINCE THE LNST CHENGE 6P SINCE THE

PR OF THE BPDBLEN 405 YT UNCEANMED 15
o MEPE LIS YHE LINGYI S YT

THE NER T (F

BECINNIRS DE THE VPQELEH. s
USED-TOe
L% T OF SEACRAT TN LT G DAG M0 1k 1T 111 1A 11k,
MHEHR THE P LIRS0 T OCCHPS, THE ESTIMATIS Ba%tn ON LSRG fS T
UNTEONHED R CINE
HSED-FOF Ll .
FSIPR 430 S04 14).
THE LENGIEE OF THE R (1 1 PPOEHLEH 15 YT UNSEONNE D VST BE CHONGED e

10

Njin

Siurini

WHEN OFDS #OF GDDLD [F FEMCVED Df & TRRNTI ORHMATTON. TE. WHEN THE
QUN STPENG 1% NQT 148 Sant [ENGIY oS THE NI
USE0-FOP al BUT TESTD 16513,
FS-FOP TL IQ TR T4 T6 16 18 T 19 140 TH] 1IC 114 T16 TI7 T18 T19
RO B R B TR ACER 3210 I o B I AR L S B el T LT LY B ALt Alg
At ATE TG ATA N1 RAT A3 AT 9] 6SD ekl TG AEG.
CHENGES PELESYNT T GPRCE STZE ELEMENTS SHOULD OF PPOCESSED BETORE
QUER CHNGES,
UStD-F0° Al L.
16-FOP  SIA &R0 TE T2 13 T4 15 10 TR TA 19 V(6 111 T2 Ti% 716 Ti7
118 119 U0 171 103 126 106D 109 v DY D3 Db 07 D9 DLl
DI D14 DIS 01T 01O DI D3N BOG HIN Der 16T C7 €6 €@ Cee
L URR 114 375 A1 A17 NG A1 0 R0 ned ATh Az #34
A3 A4 AT ] 659 k] TR NEG,

o

LHEN 6 REHENTITY 15 INTPONUCED. COUNTEPS thD PECOPTCRS (F INFOPHATION
AUt TheT ENTITY SHOWLD BE TNTVIGLTZED.

LSED-FOP ALY,

FOOFOF SR G40 GED GRS HTN HIWD HAN MLG U5 FIH BTG PR,

Gl Tk BEGINNING (0 0 PROBLEM. (OUNTIRS AND PECORDERS OF INFORHATION
Vet APE GLOMAL 10 1HE PPOBLEM SHOULD BE THITIRLIFED.

USLD-TOP # 1.

1800 Snal A2 A3 1.

P SICRGGE EFFICTENGY . PROGRAM GEGHENTR THOT PESPOND 1D SCAN STONALS
OF THE TCOMPCETION® TYRE SHOWAD LSO PEHOVE THE COPPESPONDENG
TINIVIIE® 1YPE. AS WELL AS PEHOVING THE USED “COMNPLETION® SIGNNL.
11T IS POSSIANE THAT ND PPOGPAM SECMENT FLSPONDS TO THE INTTIATE

S1CANL.
1ISED-fOR ol (.
1S FOF R1A SIS SIE SI7 518 Se0.

14 PPOCESS OF GCANNING INUOLUES POUENG A SCAN POS]1 TN FROM AN BLD
POSITEON 10 7 NEW (N
Ush -0 m L.
PRFOE 613 SP5 POOPTY POG.
FEPLYING 1 NOMDER (f FUNCTTONS [N YURN HEGNS ID snLy THE FIPST. AND
N T 15 ODONE. #APPLY THE SECOND. AND S0 0N
USEO-FOP Al L.
FSFOP SI0 §53 SI6 SIE S17 SIA S35 S4i U5,
WHEN 0 UGLLE OF & COUNTER 16 CHONGED. TIE LN "HLIE SHOULD UF PEMOVED.
LSED-FOP #i L.
P& FOE G113 G4l SRE (RN UG VB VRS FRY ARt 13 16 11 M3 116 121 13
133 141 143,
IH NG FUPTHER TPOWGFORBGTIONS (i PLy TN TIE PESIR TS [F A GTUEH DNE.
DELETE THE PPl Y- TPANSE ORPMAT TON SI0AY |
USED-F O AL . :
1S-TOP TO TS OTRE TR T4 16 16 17 TA 1O TR T TI] TH T13 T4 TIG
TI6 TI7 TER T§9 150 174 100 103 W04 106 106 1260 107 108
179 Ta0 T34 137 D1 02 DS DY 02 DIT B3 D4 DIG D1 006G 019
D7) 074 D07 030 04) D44 DAV NS0 DAY DSS 05T 061 063 DBS
DeET RS DR DYE 078 D70 072 0¢% net avn 0Y9 DRE DRI 06
DAY DI BTG FS TI5 F70 FOG F 3% F40 F4B 1S FS5 F60 F7O
F7G.
PROELEM STRINGS AND SUBSTPINGS rRE SEQUENCES (F WOPDS, PEAD FROM LEFT
1O PIGHT. HITH EACH HOPD DIPECTLY T0 TE LEFT OF THE WORD FOLLOWING

1T.
USED-FO® ALL .
1S FDF 813 SIS SB% ST TH TO TA T4 TH Th TR 1D 18F TI0 T11 TI2 Ti3

T4 1145 TI6 TIV T16 719 100 100 100 104 106 1760 120 T3
DET £70 RT3 PIE KN MOO HIN HEG HRG MBN HED MEG HPG €2 €5
CA C1% CI7 €N 080 (%5 CRN P2 VAN VAL VAT V3T V3TR Va4 V3L
UAGR VAT FS FI6 FZ0 TG FRL P40 FAL 140 150 FRY FRS FED
FPR F75 ad] A2 B3 AT ALY A% ALY ol AED AZD A4 AZE 678
HE] HAT B34 KI5 G0 ] 047 43 PSY BBY GBS AET AT RBI
Ap.
tREN NOIMNG & TPONGETRMATION &1 @ SCON POINIEP POSTTION, THE FEPST
POSITION (F TIE QUO'STRING SHOURD BE PEPLACED BY THE FIPST POSITION
IN 186 WELL SEPING. YO er0IT0 NECESSITY FOF FIFENG SOAN POENTERS:
TG 1S NOY POSSTOUE WAEN THE TPANSHORMATION ENVOLVES PEHOUING (R
CHANGTHG T POSITION (OF THE FIPST POSTTION (F TIE DLD STPING.
USEQ-FOP AL
PSEOP TE TR IFE TaoT4 T8
LRTIR S LI PYANE P
AT B3T A I,
IDEN A TRANSEOPMGTTON IMICH 16 DONE AT & SCAN FDITHEFP POSTTION
PWOTCUES PEHIUTNG (2 CHANGING THE POSTTION [F TIE HIPST POSITION OF
T4E QLD STRING. THE SCON POTNTERS HUST HE PLAPPINGED S0 THAT THE
SCiN LAN PESUME PROPEPLY.
USED-FOP #lL BUT TESTL TESTT FESTH TST{T YOSTIR.
1% FOR 113 TL6 121 183 1960 180 161 AT ke 0lh a1 A7t AZG AZE.
INIEP FO FDG P40 F45 FO0 FED,
WHEN 1 PORTICULAR STPTNG 1S PART OF o CONDITION OF (SnGE OF SOME

6 T7 TR 1O TOF TIe TL] T1Z 114 (8 T17
TH4 108 176 177 178 1AL TA7 AR 0§D ATD



Stemint

by

213

Q14

wlh

<313

2k

DA

A3 )

oen

wee

PIRTING OF THE KNOWLEDGE STATIMENTS F.

PNOULEOLE STOTPENT. GND LREN DNEDR TENTION TN (CONDLYTONT OF THE
SHME Taid 0 BIPIND THAD CONTHINS THE FIPST SIPING 0% 0 GURSTRIRG.
THE PPOCEH SEGMUNT THRT GPPTES THE FORMEP NIV EDGE ST
EXPLTETILY ExCLUDE TR POSSIRINITY OF 10 LONGEHP STPIRG.

USED-TOR nl ),

FS-FDP Y16 119 100 106 1,080 DR M), )

TN FESIPENGC . wNg PG TYION (0 TINTAUE WD THROBS [N BOTEE THE (FFT GND
PIGHT. BNDTHE WIOFD AT THEY POSYTION 15 LN 5 0N gy DF THDSE
CRECHONGED . THE DCD PELRTEONS GND W0 10 6 SHERN DY 3 DELETED.

LSER-100 4y .

bR TP ATE 13 34 15 TR 17 YR 19 19F Ti Tf) 117 143 T14 1% TIR

VIS TN T30 IO 7T Y04 0% 1K 10T T8 13) a7 pis o ply
FLI HAY S S0 HEA HED TILG AL P40 TS0 T8 FLG 1)) RIT
[ N AT D R T AR AN L T B LER INTE SO TS T B A LT

DFLETE DUD BVIRIIUTES ©F & (RN WIEN LT 16 SELIT AND PENSHIED T DYEED
[N 6,

LISLIX-FOF #n 1,

L&-T WP PIREE CIOC 005 O (06 T8 £67 {45,

BUPING 10 GLON PPICFSS, LIEN o CONDYEION 16 SIBVED AN YEENS OF
FOSSTOLD OUTEDT (b SOME PEOCESS THAT TG 08P ITD 0 bnik SEoN PQING.
THE YLSY FOR Tl EONDIYTON @Y A SR LI 0P POTRT Shern D D
DEFEPRID UNTIL T3E SN IS PobGED THE PRINT

LSED-F (e o) .

FS-FOF B LU E YL

INTIP Fovvbat F 40§

HHEN 00 GEGUENCE [F ofTIUNS 15 T00 BE POORQEMED, BORE [DEr T {Yr N
FLTERTNG THE COUESE DF 1400 U] DTN THS B DCEed )30 1T INTA
SEPREGTE GTEPS. fal b PEOUIP RS iy TN 1L SI0M sl TESING
COMPLETTON STONG : THIS BRE R ING 191D SITPg [N ESPECIGLE Y (IREF LN
CFDP TDNGED SEUUPISLS BMEDE [NOE D U8 L CONDIIIONS . DIFTTPENT
ELEFFNIS P YHE SEQUENCE 0P el Twd )Ly ExECULED.

LISED-FOe o] .

Vs FOR BINSER MG SR SED RIB GG G40 A vt Ty

HHEN SORE a1 (8 0N 0T DN GRy [ONDUT T ONG DN UOR IS w&PEC G HHILE
DTHED PAMIS B0 TIE SoH . COMMON 30 Gk [ ONDYT T DN FND HEEN THE
COMHON IS G el CORPL LS, 3T % pEST TOOOLLEDY THE (OHMON
PRETS TN 0 SINCEE PPOGPYW SELMERD . 4151 THE CONDT ] 10N [ATL4 1
SEFEETTY.

USED-TOF oy,

POOFDE BGE STO MO NN BSG S [T % O CIOOCIG ()0 [ o [

COS TED TR CRT U101Vl UEN USROG R URG A i
LERCA RN A PR B YN ST LANTY LTI, IV S nikid

SPLETTING FBE NG N aDGCENTTES AT 108 SPLTY POIMT ND LONGEP HOL D

USED-FOB | .

IR A o XU

SPECIE I RION S, UPON (SF L SHOM I BE DOLETED. IV 7epe roN HE KD
FUPHIHEE 1190 BECALGL USE CONGTGTS R (HRNCES 1D HEFE ARy
CONDSYIONG . UF TF VL 11 1eingnNT & TG PHIODING HIE INITNY DF YHE

SIGNNL FUW HLE (LS e,
ISED- 08wy .
PG FOR  BIN GGG 030 P3G PO YL PR DPRG PIR RS MO0 Han HEN NS o

(07 C6D CE LB P2 BS PR BT PR PY 020 07 ) 053 D5 0 13
URY VAZ V30 VP UIa ugl, eane oy VAU S TR B TR 4T
HY AT O3 03] nd T a8l it alp nin onTe pey N:0HT0 nAy na7
LER L T LN BT S Y I R T S T R e e RS R T T | NER
BN SO TR TR I I LA R FY IR TR I LR TR P I BT |RE]
141 143, )

HHEN SOME PROCESS FEGUIFES HE DUIPUT DF aNOTIE P PEOLESS . N 1T IS
LS DESIFER 1Y UWER QLIPS F 116D PROCESS s AU AL HHEN
THE FTPAT PROCLSS ST0R 16, INIYVINIT THE PPOCESSING (€ THE SFCOND DN
ITG INPLITS TN V86 PP oS Oenep OfF TIEIP LRE BY THE FIPSY: WNEG
HUNTDE BTN 10 CHECH FSPOIED Y FOF THE DTHED [TPUTS,

USED- 00 6 .

L& FOP 109 130 (g

HHEN SOME ENIIIY TG ORIOTN IR ENTD PIECES . MO [H |61 R BECOME P s DF
AOLOPPEGPONIING LREL- STRUCTIED [NIITY . g PORENT- DulIGHTS P
STRUCTIRE OF THE PIECES BT BE PECOPDED. % 1ELL 6% HE DR PTHE
OF IHE PILCRS BELATIOT A0 [l DUEP; » DBISTINGT JIWN FIST 20 S0 BE
MEDE BS T LM THER 1 PESOE T ING PILTES oRE PEADY 0 DE FOCMED INH)D
THE TRED SUPCURTUSE OF L s TURTHED PROCESRSING 1% 10 [E DONE
BEFQOE b,

USED-T DR iy,

FSFOR S0 PG D e TG (R O E [ [,

LMEN & HER F T D STPLCTLRT 36 i K FORHED O PTNGHHES A PPl 1.3
FNOTHET STPCTING . aND PN ONE BIDUND- Yy [F YTHE AT STPULTING 15
NOV re POUNDSDY (F THE (LD GIPLET IR, DUY THE (000 NEW DDUNDRPY 15
FOHONNA O OF THE LD THE NCH DOUNDSEY SHOULD BE KDIED, D THE
PEST OF THE NI STROP T[] CON TYEN E FOPHED 61 6 L BT NG PPOCE 55
WHITH TEBMINGITS WY T DTHED ADUMDaRY .

USLD-FO& |,

FSFOR M0 B2 By PG Py PR e

WHEN & (ONDETION OF oC1JON 16 STRTED [N 1EPHS OF THO GEGHENIL TF 0
STRING [EENG SCONNED. 6ND HHPN THE 1L S GMENTS L SEMVENTR BY

lot

3

Q4

Gh

e

[y

e

6

LEDN

Q32

w3i3

Q3t

WAy

936

SOHE STRING (F LN NDHNY ARRITONEY LENGIHL IMEN THE Ea@l I[P SEGHENT
1S FECOGNIFED A DaTa SI0MWL SHOULD NOTE THIS, AND FICTION ON THE
LATERP SEGHENT DEFFNDENT ON T SHOLLD B DEFFPPED UNTIC THE SCAN
PEUCHES THE (ATIR SEGHENI.
UStD-T0P .
LSFOP T TR TSR TZ4 TU6 TORD TTO TA) TAT FS FIL FI0 FOG FIG F4OQ
FaL 4R FOO TS £55 FRO FID F o,

THE LEFT AND PIGHY BININDSPLES OF LHUNVS SSCLALD BIE MoPsED PATHER THEN
COMPUSED HHEN NEFDED: WHEN SOME TRONSHORMGTION PETOVES PAPTS OF A
CHUNL . A CHEDY WEEOS TO OF PhaDE (N ABIEFHER THE AOUNDAR S HAUE BEEN
CHENGED, oD TF SO. TT SHECKKD BE NOTED 0y FEHOVING THE OLD FND
VDOTHG THE WEW.

USED-FOP fiq .

FSFOR SI0 G4 S6S TR 20 MA0 WSO MSS CIL O 50 €80 087 060 P4 P8

FS FIR F2N TG FI5 F4I F4% FOD FEO F7R F o5,

NI P 151

VHEN TVERE ¢RE HeNt MOPE LTS OF COMPLETING 0 PRQOCESS EVOSED DY 6N
INITEOTE SIGAL THGN (B0 R OF IRTETOTING 1. THE COMPLETION SIGNRL
SHOLLD (€ EMIITEN AT TIE SAME 1IHE A5 T [N]YIAtE SIGNAL. [N SUCH
SRS THRY THE INPTIOTE SIGNIY IS EXAMINED #1051,

USED-FIR ALl .

FSFOR T SIN G133 SI6 SE6 SIT G108 534 540,

IHEN 1 STPING SEFVES NS A GEPYPRTIR FOP THO DUERS. THIS MEANS THAT
UNE STRING ENDS DIPECILY 10 1HE LEFT OF MK SEPORNTOR, AND ANDTHER
STIWRES DIFECTLY TO THE PIGHT OF THE SEPaRy MR,

USED-#0P TESTT 1ESTS TESTD YESTIE TESTIV 16S149 1661 TESTZ) TESTZZ

IES153 18124,

[N 30 R LT I

HEN THE NUMBEP OF IGEDS SCONNED 1S BE[NG CIUNTED. ahD HHEN A
TRVNGH R TION FEM(RAS LIOPDS 6 PENOY COUNTED. TIE COUNT MUST BE
ALIGATED. .

USED-1 (P TESTE,

FSTDP THZ Akh oD,

AT THE STERT OF A PROCESS THAT IS 10 DFIEPMING IE Per [6RLIM [F SOME
URLUE . THE PECORDER OF THE MAY[MM SHOKD BF TNISIALIZED TO A LOW
Vel i .

USID-FOR fd i,

FHAEOR PN P,

VHEN S0HE PPOCESS 1S DONT OW LLEMENTS (F @ SET IN DEDER. BUT ELEMENTS
OF THE SET Mey BE ONLY FORTIALEY COMPLETE (MEN DTI6PS ARE COMPLETE
HND AT RELE . PWD T THE PPOCESS TG MO T BT ONTIC @1 LEAST
THE FIPST THO ELEMERTG ARE wWILaBLE . IT 6 NECEGGURY 10 GIGNAL. @Y
THE BEGIWWING T8 THE TPEATION [F THE ELEMENIG Thby) THEY aRE
SRTTHELE BUT IMCOMPLETE AN TD USE THOSE STONIY S TN {HECH ING FOR
IMETSEP T0 GO #HEAD: ONE CONVENIENT SIGNONL OF THIG TYPE MAY BE TME
ATTETEITE (F THE ELEMENTS THAT DETEPMIMES 11K DEDEP.

USEO-TOF |,

FSFDP PRI LS.

WEN A GET (F FLEMENTR IS 70 Bf ORDERFD. a5GIGN NUMRERS T 1HE
FOFMENTG IN TIE (PPPORPIATE NRDER, FON EnSY CONPARTSON.

USCO-FOP 1| .

1S f0F  PE P2 PR3 P4OPS PR PO MIN MAN MG HGG,

IN @ PROTESS OF FIHNDING A MAXTHIM. WHEN @ NEW LK 16 TOUND., THE OLD
SHOULD DE DELETFD,

USED-FOP ALL.

PSTOR ST PO PSS, .

WHEN A TPENSEORMATION AT A SOOW FOINT BRINGS 180UT CHANGES LHICH
AEFECT PPOCESSING AT THE FPECEQING POSITION. JY 15 MNECESSARY T
ANTECIPOTE 6D vPPLY THE TRYWSHORMATEON LMEN THE SCoW S N7 THE
PPECEDING POINT.

USLO-FO& 1(STE TESYA,

15-FOP AN,

FHEN SOME PROCESS HAS (SED MMERICH, U UES IN FPODLEC TNG NN RPDERING .
BUT DHOSE \ALUES APE ARBITRRPY. CONVERT THE OINPUT (F THE FROCESS
TO GTHBOLIC SICNES TOR ERSIER USE FILSEWVMERE .

USED-FOR pi g,

FS-FOP Pan PAG P40 P45 PLO PRS PP,

WHEN /N ATIRTRUTE OF SOMETHING CHANGES 1N 1 NON- COMPAT IELE ATTRIBUTE .
THE (WD INE SHOHR D BE DELEVED.

usiD-roe el .

ES-FOP G607 LU06 (78,

WHEN @ TWOn aLLE TS SPECIFIED S THE *CUPPENT™ P “HOST PECENT™
CAJECT WITH SOME aTIPIRITE., AND WHEN 1 NEW LR IS COHPLIED. THE
OLD ONE MUST BE DELETED, '

USEQ-FOR f L.

PS-FOP G40 S6S CAM FIS Frg [7.

VHEN A DUMMY 1S LSED 10 PEPPESENT ONE E XPRESSIIIN TN SNQTHER ., 6ND TF
WEIER SOME PPOCESSING. THE VALLE (F TIE F IR0 IS 100 BE RE INSEPTED
INID THE SECOND. THEPE MUST BE SOHE PECOPD OF TR PELATION HETHEEN
TR THO FOP USE Al THAT TIME .

USED-FOO TESTH.

PS-FOR 165 C5A.

WHEN SOME OPEPRTION 1S TO DE DONE ON ELEFFNIS (F A  INVED STPUCTIRE OF

F.



w3n

Q240

Al

Cpdr

43

o4

421 3

Q47

Q48

249

L0

Q5]

I TSTING OF YHE KNOWLEDCE STATIMINIS

APRJIPIE YT (ENGTHL. OFF DN A REF OF oPRPTPLEY SI7E, 11 NEJDS 0 Nt
FPLEHENTED N5 0 100F N PROCESS THm) GRS TR ON END DF THE
STPUCTIME 10 THE QUIRPS, DP 18 EXEMUSTIVEL T FPOCISSES 1IE ELEMENTS
0F M 80T,

LSLD-FOP s L.

LG DF M2 HAN BB HGG CIH E70 CHO (ER BF PP PT PR PO WG CA0 V7]

VAT VAT UAGF U Aty nSl ek kA AL NBl 6.

WHEN #1 PRDOESE TS TO I I PMENAED, DELETE 15 CONTPOL SIGN S,

USED-F0P nl L.

k& PO L phi uB9.

AOSTGANN, THRT [EaDS Y0 [HLCEVING UNNFCESSARY SIGNALS SHEERD BE NN PTID
HETOPE (TIPS,

UsSED-FOe diy .

Ya-Fpw s UR YRS nRY,

POGIGNNL TEY BT NOT HE USED BECAUSE OF Lalh TR ENTITIES 1T My
FPPEAR LRTOR. DT TiRY U0l D INUEPFEPE [P BE PEDUNDENT AT THE LATEP
TIME . SHOULD Bf PPy S0ATLY DELE3ED.

USED-F ¥ ek ).

LS-FDP WL,

HHEN @ GE1 DF DEJECTS 1% 10 M COUNTED. GND VREN HORE THEN ONE D5
ATLESIE AT THE Sarl YEHE. BUCTEPLE FIPINGS BUSY (E FaCiUDED, 1D
GET 148 COPPECT COUND: YHIG Hev 80 DONE DY {OUNTING THEH TN [PDER
AN MDY ENG THAT Balh s BECN COUNTED.

USLD-FOF ALl

P& PO VG

T R PPOCESS HG POSGIHL Y EHITHED GIGNG S 10T« NOT ¥R D 1D
DELETED, LHEN 16 SPPRUESS J6 DINIGHED. DO o CLEANE TEEPRYEON TN
THORL SICNGNS.

USED-1 0P Kl .

FS-FOF VRS VAL VAN URL U nbd ARD OBR DB,

10 F TPONSE PG TON TRITPUTS SOME THIHG 1Had 15 TG 1D DNERS. AND JF
THE OTHE OGS RE ROPHAL] Y NOY SHVOMED FE IR TIE PPESENT TYRE OF
TPre! OFts T TN, 1T IS HECEGSaFY 10 D0 S0 fPLIr)L.

USEN-FOF TESTR MSIO TESTi0.

1S FOF T 10 ndg .

WHEN [ UCEHIREE GTPING 16 AT ING CORTECIED. TEST #0R 115 TERMINAGTIEN
CaN NI SN TVE LTNGTH OF THE COLLECTED RIPING. 3F YHE SIPTHES
COLLECIED HRE BEPPAYJEATE Y INTFDPH FN LENGIHL

USED-F 0P 105Y6 TFSTES TFSTLO.

ES-F0F [TERENTE ML X

IHEN SCoN POINTFPS MUST B0 PEAPFONGED. AND IREN YHE WEN 1 OCATION [F
THE SOON TOIMIERS 1% NOY JRTEFELE UNTIL oF TEP SO COMPIITATION.
SIGNAL G0 THEY VY oA LE PRAPPANGED 10 FEE LAIFP TINE. NWe DO e
PEQUIFTD LOMPNIOTION BEFOFE DE SIGNL 15 ErémiNeD.

USLD-FQE 30510 ST

PST D st G 0T A, .

NLOOPING PROCESS fYECUNES 1 PPOGPOE SEGHENT PEPERITD v, PEEAINING

CONTEOL UNTTE o TEPMIRATIIN DOMOTTI0ON 15 TRUE.
LISED-T DR pLt .
YEFOF PO P4 PG BT PR DD VD U VAT V3D VAP VA ALY nkd 40 ABT

YA 075 0p3 pkt 08,
HHEN £ 15T AnllE 15 HEING TOOHED By COLLECTING PIECES. HHEN & MU

VAL LE IR FOPHED, THE DN D SHOAD DF DULETED.
USED-FOF s L,
PS5 FOF Whb 17 eRI AT R

MHEN THE CUIPLT OF @ PROCESS 6 BEING (DULECIID w5 n LIRT. THE FPST
TIME o DRl 16 COULECTID PERUIPES oN INTYERLIERTION F THE LISY
HET 15 USED 05 THE COLLECTED PESLT.

LSLD-FOP FESTIA,

FS-FOR k7.

WHEN £N ENTITT TG GCONNED. COPIES (F JMITH D&t BE USED 6T LATER
POSEEIONS [N TIE SCON. 175 POSETION SHOULD OF NOWED #5 SCHANED: OF
ITG ORRES OF ARPEONANGE TH HLSD USED LAITP. 1) SICEAD ALSD BE
PECOFDED 15 SLONED.

USED-F OB 1{STE TLSTER JFSTIN,

PS-FOP (1A

VHEN £ L OOPTHG PPOCESS 15 TESTING FOR @ CONDITION IMECH HIHL RE TPUE
IF TVE LOGY TEPMINGTITS nf 5EP L abAUSTING 115 PONGE . OND MEN SORE
ACTHN 36 10 DE Tae Iy 15 IE L QOP TIPMIHNIES PPEMATIEL Y. THE

CGTONRD PR T ST0P SHOULD DE FOLLDWED [Y A GIGAWL FOP THE
PESHOTIFE VEEMINSYIIN OCTION: FEOTHE LOOP FIRFIESS JT5 PYNGE. THE
LenTER SIRAML HLISY B PEHDUED.

USED-FOR YESTER FESTEH 5110,

LS FDF FiRA naH hka.

WHEN f1 NEM [NTSTY 16 10 TE (OFPHRFD 10 PHREVIDUS ONES [F IS WP, HEN
NOOOVHERS (6 118 1YPE bvIST YET. WD VHEN GOME PPUCESS §5 TD [E
DONE ON FnTLURE OF THE COMPHRISONS. TIE SICGNG T0 INIVIE THAY
PPOCESS SHOULD BE tHITIID EN MnCE OF TIE (IMPOPTLAON 1EST
INITIRTTON S)0NSL,

UstD-FOF 16376 10519 1ESTIO,

FS-FDR pE3I.

WVHEN (4 HIGAD TS 10 DE FHITIED 10 CRESN 4P FOTP OCCUPPENCLS OF SOME
GIGN . 1N VI 1HE NECESSINY OF fN pDDITION CONDTTEONGE PPIKGPG
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w3

21

4]

25

Z6

28

29

Zin

Studai

SEGMENT TN AEMOUE DHE CLEANUP SIGNNL TN CoSE NONE OF THE OTHERS
EYIST. MOLE SUPC TIEPE IS 0T LEAST DNC OF THE OTHERS: EMIT A DURMY
ONE IF ASLESSARY: TIE CLEANUP SIGNAL MUST BE PEMOVED 1F IT WILEL
INDESTPCRLY CLEGN LP FUTURE QCCURPENCES (F THE DIIER SIGNALS.

USED-FO® T(STE TESTR PESTIA

15 FOP p&3L.

FHEN [OMPREING THO STPINGS. ONT OF WHICH BWS MOT YEY HeD
TPANSE OEM) [NG RPPLIED 10 [T, 1F GOME SEGHENT IN [WE STRING IS THE
ITPUT OF GOME SPANSFOPHATION, A CHECY MUSY BE MEDE AS TO HHETHER
THE OTHER GTAING HIGHT BE SO TRANSE ORMED.

US{D-FOR TES1A 1ESTLO.

LS-FOP  PER.

PENGHING ONE STRUETURE TN ANOTHER EONRISTS {F PEMOVING ELEMENTS FROM
TE FIRST fND NDDING T#4EH TD THE SECOND.

USED-FOP AL,

1S-FOP  COM PZ P4 PE PT 0Q PO

2 {4 CC

THE FISST TNGIPTION §N THE PIGHT-HOND-SIDE GOES nT THE TOP OF (SHPK.

USED-FOR ml1.

¥S-FOP  TH 15 TA T4 TR TG 18 TATSF TI0 FE1 T1C Y13 Ti% Ti7 TIB T19

170 176 157 DE D3 0% D7 D2 D1 D13 D14 015 D17 DIB M9 03
0OG IR PSR PIE PIT P2A PO HIO HON HAO HGO MRS MEO MBZ
HEG C37 C4C PC P4 BB P77 PR PO WG LA VA VA? V33 VAR uvas
A0 @31 RED R34 RAG BT AT R4 ALY A7A DRI,

TE FIPST THD PIGHT- HOND-SIOF INSIPTIONS nit DRINTED 1T THE T0P OF
JGHPL: WHEN T[S DESIPEQ 10 OO CWE THIMG FOLIOMED BY ANOTIER. OPDER
THE TINIVIATET STTNILS ACCOPDINGLY.

LSED-FOP fLL .

PEFOR GIN S3 Gi6 SIE LT GIR S35 SO0 563 T16 171 783 TTRD 129 T3

150 161 PI0 €7 CS €8 VSN P20 3% Fin Atk A1 ALG 17 AIB
AZ4 AZO ATH AL 651 ARl AEX A% NeG,

THE FIPST THREE PICHT-HAND- SIDE THSERTIONG GH( OPDEPED AT THE TOP OF
LGP WPEN IT 15 DESIPED 10 0O ONE THING FIRLOWED BY A SECOND
FOLLOMED BY f THIPD. OPDEP THE "INITINEFT SIGAMS PCCORDINGLY.

UsLo-fOP ALL.

PGS PP S40 CIG OS50 (BN VB FIG PR AT

WK 11 15 DESIPEQ 10 INEVEATE SO FROCESS ON HLEMENTS OF A SET OF
IMPUIG SN & PAPTICULHP OPTIER, HHEW THE ENTFEAIION SIGNM. IS
DIGTINCY FUR EACH, OND HHEN PUSSTOLY HOPE THAN ONE OF THOSE
INTVIRIT GIGMOLS 16 NUnLABLE AT THE TItE F THE CWECK. IT IS
NECESSORT TO DETERMIME THE £ IOST aND GF COND CLEPENTS OF THE SET.
INIVIME THE PROCESS ON THE FIPST. HND PEASGERT THE FLEMENT THaT
GIVES PISE TO THE CHECE FOP INIVIRTION ON THE SECOND SO THAT IT
WL BE EXAMIMED GAIN |ATER: THERE HMUST ALSO D n SECOND
PPONUCTION THET FIPES IN CASE NO SUCOND INITINTING ELEMENT EXISTS.

USED-FOP ALL.

18-T0F Pl fFIG.

WMEN A PPEDICATE. MHICH IS NOT A NONTLUENT. 1S USED IN A PRODUCT [ON
HETH oNOTIER PREDICATE NOT A NOMFLUENT. WHEN THE HECUMENTS (F THE
M0 PPEQICATES ARE INDEPENDENT. AND HEN THE SECOND PREQICATE IS
TRE OF SOHE THSTONCES THAT APE NOT "HEH™ . THEFE FLIST BE IN THE
CONDITION DF THE FEODUCTION SOHE WeY (F EXCLUDING 1HE INSTANCES
THaT APE NOT "REMW®.

USLD-TOP L.

IS FDP VS VS0 Fad,

WEN @ POODUETION INSEPTS i NEW INSTANCE OF SOMETHING NOT @ NONFLUENT
OCCUPSING IN 175 CONDITION. ¢ND WHEN 1T DDESN‘T CHANGE THE

CCONDITION 50 TEMT JT WON'T MaTCH. 3T MUST PUY SOME THING THAT WILL
U TIMGTTLY CHANGE THE CONDITION HEFOPE THE PEPETITION IN THE PHS.

USLD-FOF il

PEFOP VG,

WEN [LLMENTG OF @ St1 RRE B0 BE PPOCESSED TN A PARTICULAR ORDER. AND
WHEN THE CHECK FOR INTTIATING THE PROCESS ON /N ELEMENT ]S THE SOME
FOR THE ENTIPE SET. DETFPMDIE THE "LEAST™ FLEMENT AS YEY
UNPROCESSED, TNITIATE THE PPOCESS ON TF. #ND PE-ASSERT THE CHECK
SIGNNL P TER IT FOR A [AIER PE-EXrMINaTION.

UsED-FOP AL

F&FOR ASY BS.

WEN A PPODUCTION TESTS # CONDTTTON A5 A PESPONGE TO GIME SIGNAL. RND
CHANGES CONDITIONS TN & WY TIT OTHER CONDTEIONG PELATEO TO THAT
SIGNAE HiGHT BECOME TRUE. 11 [6 NECESSSPY T0 NSGERT THE SIGNAL
AN,

USLO-FOR TESTE 16519 TESTIQ,

1S-FOF PEL.

WHEN 11 PPODUCTION IELETES VALLES NND INSUPTS UALUES FOR THE SAME
PREDICAIE. AND LMEN SOME OF THE DELETIONS Hay BE ON UALUES THE SARE
0E THE TNSEPTIONS, THE DELETIONS TUST HE DONE FIPST.

USED-FOP ALL.

14 FOR It 131 144,

17 0 LODF RODY CONSLETS CF THE FIPING (F [NLY ONT FRODUCTION, EGCH
SUCH PPODUCTION SHONLD INCLUDE THE TIPMIMATION [ONDITION: SEPRRATE



Sdrind

PEDDUCY JONG 00 WECESSeA TF THR

| ISTENG OF THE xROWLEDGE STATIMINTR

BODY 15 0 D FRICIIED N YHE

TEPHIHAY TN LONDITION 16 1PUF. OF 5F SOMETHTHG SPECIEIC 1510 Ot

DONE DN TEPH M LTI,
USED-FOR wdt .
FS T DF P
MY 0Ty DR DRy {5,
A PEGCESS (s BYSOIN LD 331 PUTTIMNG
THE P15
15LD-FOF .
¥S-FOF L R A s A R

THR OENDER EDGE STOTIRINIG 1 )04 53 41
AVEPRGE HSES PER PPOORICIIIING N - J R, 6 -
MITEE P LeNCES OO0 0 300, ILRSY 1) ARk,
DIGIRTOYIION O 1575 (0P PRODLCTTONS
NUMRERP DF kS5 0 ) 2w 4 4 B Y RN N
NO. DF F'S N SR LL GRS 0 7 ) ) 0
31 @ SRR JURY L] A 4 f ) )
CEash 280 PRSI LA S I S I U L L L U AR
CBTOPPOCUCY JONT. 00 19518,

PPOCESS TIME 1) MIN.
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