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ABSTRACT

GENERATING NATURAL LANGUAGE TEXT
IN RESPONSE
TO QUESTIONS ABOUT DATABASE STRUCTURE

Kathleen Rose McKeown
Supervisor: Aravind K. Joshi

There are two major aspects of computer-based text generation: 1)
determining the content and textual shape of what is to be said; and
2) transforming that message into natural language. Emphasis in this
research has been on a computational solution to the questions of what
to say and how to organize it effectively. A generation method was
developed and implemented in a system called TEXT that uses principles

of discourse structure, discourse coherency, and relevancy criterion.

The main features of the generation method developed for the TEXT
strategic component include 1) selection of relevant information for
the answer, 2) the pairing of rhetorical techniques for communication
(such as analogy) with discourse purposes (for example, providing
definitions) and 3) a focusing mechanism. Rhetorical techniques, which
encode aspects of discourse structure, are used to guide the selection
of propositions from a relevant knowledge pool. The focusing mechanism
aids 1in the organization of the message by constraining the selection
of information to be talked about next to that which ties in with the

previous discourse in an appropriate way.



This work on generation has been done within the franewrk oi
natural language interface to a database system The inplenei
system generates responses of paragraph length to questions ai
dat abase structure. Three cl asses of questions have been consi dei
questions about information available in the database, requests
definitions, and questions about the differences between datal

entities.

The main theoretical results of this research have been on
effect of discourse structure and focus constraints on the general
process. A conputational treatment of rhetorical devices has 1
devel oped which is used to guide the generation process. Previous X
on focus of attention has been extended for the task of generation
provide constraints on what to say next. The use of these
interacting nechanisns constitutes a departure fromearlier general
systens. The approach taken in this research is that the general
process should not sinmply trace the know edge representation to pro<
t ext. I nstead, conmmunicative strategies people are famliar with
used to effectively convey information. This neans that the i

information may be described in different ways on different occasioi
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1.0 INTRODUCTION

In the process of producing discourse, speakers and writers must
decide what it is that they want to say and how to present it
effectively. They are capable of disregarding information in their
large body of knowledge about the world in general which is not
specific to the task at hand and they manage to integrate pertinent
information into a coherent unit. They determine how to start the
discourse, how to order its elements, and how to appropriately close
it. These decisions are all part of the process of deciding what to
say. The speaker and writer must also determine what words to use and

how to group them into sentences.

While researchers in computational linguistics have concentrated
on local issues concerning the syntactic and lexical choices involved
in transforming a pre-determined message into natural language,
problems involving the content and textual shape of the meésage have
been largely ignored. This research emphasizes a computational
solution to the problems of deciding what to say and how to organize it
effectively. The main contributions of this research, therefore, have
been the development and application of principles of discourse
structure, discourse coherency, and relevancy criterion to the computer

generation of text.



1.1 é Processing_Model

The approach taken in this research relies on a model of language
production which divides the processing into two stages. The first
determines the content and structure of discourse and is termed the
"strategic" component, following Thompson [THOMPSON 77]. The second,
the "tactical" component, uses a grammar to translate the message into
English.' The output of the strategic component is an ordered message;
all decisions about what to include in the text and when to include it
have been made.* The strategic component, furthermore, must be capable
of providing information needed by the tactical component to make

decisions about lexical and syntactic choice.

1.2 The Strategic Component

The strategic component embodies both semantic and structural
processes. Semantic processes are necessary for determining relevancy:
of all that could be said, the component must be capable of selecting
that information that is relevant to the current discourse goal. The
strategic component must also be capable of determining what rhetorical
strategies are appropriate in the given discourse situation.

Communicative techniques must be selected and integrated to form the

*Although processing in this research was based on a division of the
two stages such that the results of the strategic component were
completely determined and then passed to the tactical component, the
tenets of this research would not be affected by a control structure
which allowed for backtracking between the tactical and strategic
component such as Appelt suggests [APPELT 8l1]. See Chapter 6 for
further discussion of this issue.
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text. In this process, semantics 1is also important since the text

generated must be a coherent unit.

Although some of the decisions that must be made are basically
semantic in nature, while others are structural, the mechanisms that
handle these decisions need not be wholly semantic or structural. In
fact, the claim is made here that each of these decisions is determined
by an interaction between structural and semantic processes. The
rhetorical strategies used in the text will affect its content and the
information that is determined to be relevant will influence the

organization of the text.

1.3 Generation Of Text

Issues of discourse structure and discourse coherency are
important since this research concerns the generation of text and not
simply the generation of single sentenceé. Since emphasis in this work
is on problems specific to the generation of multi-sentential strings,
a study of discourse structure and its relation to the process of

generating natural language was required.

Generation of text differs from generation of single sentences

within dialogue in that a text 1is more or less a linguistically

complete structure. A textual unit in and of itself constitutes a
description or explanation that has a meaningful interpretation. This
is in contrast to a dialogue sentence which may only be comprehensible

in the context of the preceding discourse.
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Consi derations of context are also inportant for the generation of
text howevere Generation of a single sentence within a text nust take
into account the preceding and succeeding text. Even if the overal
organi zation of the text provides an appropriate framework for the
single sentence, it must nonetheless be semantically linked in some way
to the preceding and succeeding sentences if the resulting text is to
be coherente If the text 1is generated wthin an interactive

environnent, the preceding discourse nmay also affect its generation

¥+ Witten Versus Spoken Text
An assunption was nmade that the generation of text done in this
research would nore closely resenble witten than spoken text. This

was done partially to avoid accounting for sone of the phenonena which

normally occur in speech, such as self-correction, inconplete or
ungrammatical sentences, informal styles or phrases (e.g. "yeah ...,
"wel | 1), interruption, and circularity. It also neans that an

i nvestigation of the process of planning text 1is inportant, since
witers typically spend nore time planning the organization and content
of what is to be said than do speakers. For practical reasons, the use
of witten text s nore appropriate since reading transcribed spoken

text would not be easy for the given application (see Section 1.6).
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1> GCeneration Versus Understandi ng

While a great deal of tine has been devoted to the problens
involved in conputer interpretation of natural |anguage, interest in
the problens of generating it is just beginning to gain nonentum (see
Chapter 6 for a discussion of research in generation). Al though sone
i nvestigation has been done on the devel opment of grammars that can be
used for both parsing and generation (e.g. [KAY 79]), there are sone
i nportant distinctions that should be nmade about the processes required

for each task.

Understanding natural |anguage requires exam nation of the
evidence provided by a particular text in order to determ ne the
neani ng and intentions of the speaker who produced it. Evi dence nmay

consist of the words selected by the speaker which provide clues as to
the content or the_phrase and sentence structures he uses which not
only transmt neaning but also set up context and indicate what the
speaker is focusing on. Interpretation of |anguage necessitates
determining from anong a limted set of options known to be avail able

to the speaker, that option that the speaker took

VWiile interpretation involves specification of how a speaker's
options are linited at any given point (for exanple, by witing
grammars, by establishing constraints on focus of attention, etc.), it
does not require a fornulation of reasons for selecting between those
options. In generation of natural |anguage, however, this is exactly

what is required. A generator nust be able to examne all



| NTRODUCTI ON Page 6

possibilities for expression and decide which is the best for the given
situation. Where research on interpretation nay describe limtations
on options in order to nmore efficiently determne the option taken,
research in generation nmust specify the reasons for selecting one
option over another in varying situations. This includes reasons for
such hi gh-1 evel decisions as whether to include one piece of
i nf ormati on béfore another as well as such lowlevel decisions as when
the passive is nore appropriate than the active construction. This
research, therefore, differs fromresearch on interpretation in that it

nmust exam ne deci si on nechani sms for selecting between options.

1.6 AEQIication

In order to test principles about natural |anguage generation, an
application was selected that could provide a notivation for speaking
and a nmanageabl e dormain. A systemwas devel oped, therefore, within the
framework of a natural |anguage interface to a database system that
addressed the specific problem of generating answers to questions about

dat abase structure

To date, natural |anguage database systens have concentrated on
answering factual questions, providing answers in the formof lists or
tabl es of objects in the database.* These questions query the existence
or identity of restricted classes of objects in the database. To
answer such questions, the database is searched for objects which neet

the given restrictions.
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To ask such questions, the user nust already know what infornation
is stored in the database and how it is structured. (Note that even if
the user already knows what type of information is available, its
structure in the database does not always correspond to some "natural"
conception.) If the user is not aware of the nature of infornation
stored and its structure, he can neither request the systemto supply
this information (since systenms don't possess this capability) nor

properly phrase questions about the database contents.

The TEXT system was developed to generate responses to such
net a- |1 evel questions. Three classes of questions have been considered
questions about information available in the database, requests for
definitions, and questions about the differences between database
entities. In this context, input questions provide the initial

nmotivation for speaking

Al though the specific application of answering questions about
dat abase structure was used primarily for testing principles about text
generation, it is a feature that many wusers would Iike. Severa
experinents ([ MALHOTRA 75], [TENNANT 79]) have shown that users often
ask questions to famliarize thenselves wth the database structure

bef ore proceeding to nake requests about the database contents.

*Note that in some systens, the list (especially in cases where it
consists of only one object) may be enbedded in a sentence, or a table
may be introduced by a sentence which has been generated by the system
[ GRISHVAN 79] . In a fewsystems (e.g. [MALHOTRA 75], [CCDD 78]), a
one or two sentence reply about the information in the database may be
generated, but this reply is usually stored as a whole in the know edge
structure.



I NTRODUCTI ON Page 8

Mal hotra's experinent involved a sinulated managenent decision
support system in which users typed in their questions at a termnal.
These questions were intercepted by a person famliar with the system
who rephrased the questions wusing syntax acceptable to the system
When questions were asked which the system could not ansvver', t he
interceptor would either answer the question hinself or construct a
series of questions necessary to answer the one asked. Subj ects were
given a problemto solve which required using information stored in the
dat abase. Transcripts of the user sessions indicate that people often
begin by asking questions to familiarize thenselves with the materi al
avai |l abl e before asking questions particular to the given prob.l em
Typi cal of the questions asked are the follow ng:

> Wat kind of data do you have?

> What do you know about unit cost?

> What is the difference between material cost and production
cost ?

> What is production cost?

Tennant's experiments were done on two natural |anguage database
systems: the PLANES system which accesses a |arge dat abase cont ai ni ng
i nformati on about Naval aircraft, and Automatic Advisor, which accesses
a snualler database containing course information. University students
were asked to solve database problenms after reading introductory
information about the database. Tennant found that systems tended to
be lacking in conceptual coverage. Like Malhotra, he found that users
of ten asked questions which were not interpretable as database queries.

These included questions about the database (e.g. "Wat do you know??')
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and questions about vocabulary (e.g. 'What is a buser?").

Responding to questions such as these requires more than a simp
search of the database. These types of questions do not provide cle:
restrictions on what information is sufficient to answer them as «
specific questions about the database content. In fact, it is uncle:
that there is a single correct way to answer them. Since answers
such questions about the structure of the database will usually requi:
more than a single sentence, the application provides an appropria
testbed for generation principles. The system will be required
determine how to select the appropriate information to be included

the answer and how to organize it into a multi-sentential text.

Implementation of the TEXT system for natural language generati
used a portion of the Office of Naval Research (ONR) database. T
portion wused contains information about vehicles and destructi

devices. Some examples of questions that can be asked of the syst

include:
> What is a frigate?
> What do you know about submarines?
> What is the difference between a whisky and a kitty hawk?

Examples of questions from this domain will be wused throughout t

thesis.



The kind of generation of which the system is capable is
illustrated by the response it generates to question (A) below. Other

responses will be shown throughout the dissertation.

A) What kind of data do you have?

All entities in the ONR database have DB attributes
REMARKS. There are 2 types of entities in the ONR database:
destructive devices and vehicles. The vehicle has DB
attributes that provide information on SPEED-INDICES and
TRAVEL-MEANS. The destructive device has DB attributes that
provide information on LETHAL-INDICES.

The type of response generated by the TEXT system could be used
not only for specific questions about the database structure, but also
as supportive explanations for yes/no questions* or as explanations for
structural presumption failures [MAYS 80].** As an example, consider
the question "What is the draft and displacement of the whisky?". A
plausible response is given in (B) below. This is very similar to some
of the responses currently generated by the TEXT system.

B) The database contains no information on DRAFT and
DISPLACEMENT for the whisky. Ships have DB attributes DRAFT

*Kaplan [KAPLAN 79] also discusses the use of supportive explanations
for yes/no questions. Kaplan’s system, however, will only supply
explanations when an extensional failure of a presumption of the

question occurs. Explanations would be supplied here when a negative
response occurred as a result of the database structure.

**The system developed is not capable of detecting an intensional
failure. Assuming that such a failure has been found, the system could
be extended to generate a response that explains the failure.
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and DISPLACEMENT. The whisky is an underwater submarine with

a  PROPULSION-TYPE of DIESEL and a FLAG of RDOR. The

submarine’s underwater capabilities are provided by the DB

attributes under DEPTH (for example, OPERATING DEPTH) and

MAXIMUM SUBMERGED SPEED. Other DB attributes of the submarine

include OFFICIAL NAME, FUEL (FUEL TYPE and FUEL CAPACITY), and

PROPULSION TYPE.

A system for generating textual responses to questions requirin
descriptions or explanations could be useful in other application area
in addition to the database query system. Computer assiste
instruction systems [COLLINS 74] and expert systems [GROSZ 77] ar
examples of areas where the provision of descriptions and explanation
would be useful. The methods for generation developed for the TEX
system are not specific to the database application and could t

adapted for systems where generation of descriptions of stati

information is required.

The database query system was chosen as an application because
need for a facility that could provide information about databas
structure had been demonstrated and thus, the application is
practical one. Because of the nature of information represented in tt
knowledge base (entities and relations between entities), the answez
that can be given are to a certain extent limited, making the proble
more manageable. Because of the types of questions considerec
however, the generation required is complex enough to thoroughly tes

the principles developed in this research.



INTRODUCTION Page 12

1.7 Methods And Main Contributions

The main features of the generation method developed for the TEXT
strategic component include 1) selection of relevant information for
the answer, 2) the pairing of rhetorical techniques for communication
(such as analogy) with discourse purposes (for example, providing

definitions) and 3) a focusing mechanism. Rhetorical techniques, which

encode aspects of discourse structure, are used to guide the selection

of propositions from a relevant knowledge pool: a subset of the

knowledge base which serves as the source for all information which can

be included in the text. The focusing mechanism helps maintain

discourse coherency. It aids 1in the organization of the message by
constraining the selection of information to be talked about next to
that which ties in with the previous discourse in an appropriate way.
These processes, which operate in a cooperative fashion to produce the
textual message, are described in more detail after setting out the

framework of the system.

The relevant knowledge pool is constructed by semantic processes
after receiving the input question. It contains information determined
by the system to be relevant to the given question. Use of a relevant
knowledge pool provides a 1limit on the information that needs to be
considered when constructing an answer to a given question, thus
increasing the efficiency of the program while at the same time
providing a model of a speaker’s narrowing of attention when answering

a question.



Rhetorical techniques are the means which a speaker has available
for description. In the TEXT system, these techniques have been
encoded as schemas which represent patterns of discourse structure.
Use of schemas reflects the fact that people have preconceived ideas
about how to provide different kinds of descriptions. The choice of a
particular schema to use for an answer 1is affected by a
characterization of the information available and by the discourse
purpose of the current answer. The schema is effectively a plan for

the text and is used to guide the generation process.

Focusing constraints are used to ensure that the generated text is

coherent. Since text 1is about something, what is said at any given

point must be appropriately related to what has already been said. The
focusing mechanism tracks focus of attention as the text is created and
eliminates options for what to say next that violate its knowledge
about valid shifts in focusing. The focus constraints monitor the use

of the schemas in the TEXT system.

The main theoretical emphases of this dissertation have been on

the effect 25 discourse structure and focus constraints on the

generation process. This has involved ‘a formulation of discourse

structure that is commonly used in naturally occurring texts as well as
an analysis of the ways in which focus of attention can and does shift
throughout a text. This work presents a computational model of
rhetorical devices that can be used for generation, an approach that
has not previously been taken. It also illustrates how focus of

attention can be used for the generation process through the



development of an ordering on focus constraints used for interpretation

of discourse.

These formulations have been embodied in the semantic and
structural processes of the strategic component. That these processes
interact with each other results in a greater variety of possible
texts. A single plan for generation wused in different situations
doesn’t always produce the same text because of the focus constraints.
Similarly, although the same information may be produced by semantic
processes for answering two different questions, the answers generated
may be different since schemas are associated with the discourse

purpose of the answer.

1.8 System Overview

To answer an incoming question about database structure, TEXT
first selects a set of possible schemas to be used for the answer. The
schemas encode those rhetorical techniques associated with the
discourse purpose of the current answer (for example, providing
definitions). On the basis of the input question, semantic processes
produce a pool of relevant knowledge. For questions requiring a
comparison, this involves an assessment of the conceptual closeness of
the two items. The type of information available in this pool is used
to select a single schema from the set of possible schemas. This marks
the beginning of interaction between the structural and semantic
processes in the system; here semantics influences the structure

selected for the answer.



INTRODUCTION Page 15

The answer is constructed by "filling" the schema: propositions
are selected from the relevant knowledge pool which match the
rhetorical techniques in the schema. Each rhetorical technique has
associated semantics that indicate which types of propositions in the
knowledge base it matches. (Note that semantics associated with the
rhetorical techniques are particular for the database query domain, but
are not dependent upon the database domain.) A focusing mechanism
monitors the matching process; where there are choices for what to say
next (i.e. - where the rhetorical technique matches several
propositions in the knowledge pool), the focusing mechanism selects
that proposition which ties in most closely with the previous
discourse. When the proposition has been selected, focus information

about the proposition is recorded.

When the schema has been filled, the system  passes the
constructed, ordered message to the tactical component. The tactical
component uses a functional grammar, based on a formalism defined by
Ray [KAY 79], to translate the message into English. The grammar was
designed so that it can use the focus information provided in the
message to select an appropriate syntactic construction. A simple

overview of the text generation process is shown in Figure 1l.l.
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1.9 Other Issues And Limitations

In order to develop a system that can generate text in response to
questions about database structure, problem areas outside the realm of
text generation per se had to be considered. These 1include the
knowledge representation, which contains the information to be
described, interpretation of the user’s question, user modelling, and
the tactical component for .producing actual English (although a
generation issue, it was not the ma jor emphasis of the research done

here).

A knowledge representation was implemented which.draws heavily on
features used in other database models. It 1is based on the Chen
entity-relationship model [CHEN 76] and also includes a generalization
hierarchy on entities, a hierarchy on attributes, and distinguishing
characteristics of entities in the generalization hierarchy. The
representation and accessing functions were implemented by McCoy

[Mccoy 82].

A tactical component was also implemented in order to illustrate
that the methods wused for planning text are successful. The major

modules of this component were designed and partially implemented .by

Bossie [BOSSIE 82].

No facility for interpreting a user’s questions is provided in the
TEXT system implementation since this work is on the generation of
language and not interpretation. Questions must be phrased using a

simple functional notation which corresponds to the.types of questions
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that can be asked. It is assumed that a component could be built to
perform this type of task and that the decisions it must make would not
affect the performance of the generation system. The TEXT system

provides a canned explanation of this notation when it is invoked.

An extensive user model was not implemented as part of the TEXT
system. The system assumes a static casual and naive user and gears
its reponses to a level appropriate for this characterization.
Although not implemented, some analysis was done on the effect of the

previous discourse on the generation of responses.

This work, delimited as it is, represents an important
contribution to the field of natural language generation. By limiting
the scope of the project, this research could focus on 1issues
concerning the content and organization of the generated text. These
two problems have not, for the most part, been addressed in the past
and they represent areas about which little is known. In order to
handle them appropriately, a comprehensive treatment of discourse
structure and focusing constraints and their relation to the generation

of natural language was necessary.

1.10 Guide To Remaining Chapters

A discussion of discourse structure, its effect on generation, and
the implementation of the schemas is provided in Chapter 2. The focus
constraints, both as they affect discourse coherency and as they

restrict attention to relevant information, are discussed in Chapter 3.



| NTRODUCTI ON Page 19

The inplementation of the TEXT system is described in Chapter 4,
al t hough inplenentation that was thoroughly discussed in Chapters 2 and
3 is not reiterated. The knowl edge base used, the nethod used to
determine relevancy, the dictionary and the tactical conponent are all
described in Chapter 4. It «closes wth a discussion of practical
consi der ati ons* Chapter 5 gives an analysis of how the previous
di scourse could be used to inprove the quality of the responses
gener at ed.. A conparison of this work to other research in natural
| anguage generation is provided in Chapter 6 and the final chapter

presents some concl usions. Appendi x B provides exanples of the TEXT

system in operation.



2.0 DISCOURSE STRUCTURE

The approach towards text generation adopted in this dissertation
is based on two fundamental hypotheses about the production of text:
1) that how information is stored in memory and how a person describes
that information need not be the same and 2) that people have

preconceived notions about the ways in which descriptions can be

achieved.

I assume that information is not described in exactly the same way
it 1is organized in memory. Rather, such descriptions reflect one or
more principles of text organization.* It is not uncommon for a
person to repeat himself and talk about the same thing on different
occasions. Rarely, however, will he repeat himself exactly. He may
describe aspects of the subject which he omitted on first telling or he
may, on the other hand, describe things from a different perspective,
giving the text a new emphasis. Chafe [CHAFE 79] has performed a
series of experiments which he claims support the notion that the

speaker decides as he is talking what material should go into

* I make no claims about the general nature of stored knowledge in this
dissertation. For the purposes of text generation, any representation
of knowledge could have been used; its structure is replaced, in any
case, by the structure of the produced text. In practice, however, a
particular representation for the given application had to be selected.
Questions about how a representation can restrict the generation
process, either in terms of content or ease of inferencing, are
discussed in Chapter 4.3.

2Q
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a sentence. These experiments show that the distribution of semantic
constituents among sentences often varies significantly from one

version of a narrative to another.

The second hypothesis central to this dissertation is that people
have preconceived ideas about the means with which particular
communicative tasks can be achieved as well as about the ways in which
these means can be integrated to form a text. In other words, people
generally follow standard patterns of discourse structure. For
example, they commonly begin a narrative by describing the setting (the

scene, the characters, or the time-frame).

In the TEXT system, these types of standard patterns of discourse
structure have been exploited through the use of schemas. A schema is
a representation of a standard pattern of discourse structure which
efficiently encodes the set of communicative techniques that a speaker
can use for a particular discourse purpose. It defines a particular
organizing principle* for text and is used to structure the information
that will be included in the answer. It is wused to guide the
generation process, controlling decisions about what to say first and
how to end a text. This mechanism embodies a computational treatment

of rhetorical devices, which have not previously been formalized in

such a way.

*#It should be noted that the organiziang principles developed are not
extensible to new and different organizing principles. To develop new
principles of organization, the same kind of analysis that was needed
to develop the principles adopted here would be necessary.
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2.1 Rhetorical Predicates

Rhetorical predicates are the means which a speaker has for
describing information. They characterize the different types of
predicating acts he may use and delineate the structural relation
between propositions in a text. Some examples are "analogy" (the
making of an analogy), 'constituency" (description of sub-parts or
sub-types), and "attributive" (providing detail about an entity or
event). Linguistic discussion of such predicates (e.g. [GRIMES 751,
[SHEPHERD 26]) seems to indicate that some combinations are preferable
to others. The following sections give the linguistic background of

rhetorical predicates.

2.1.1 Linguistic Background -

The notion of the means available to a speaker or writer goes back
to Aristotle, who describes the means which a speaker can use for

persuasive argument in The Rhetoric. He distinguished between

enthymemes (or syllogisms) and examples, where syllogisms are argument

types and examples provide evidence for different arguments.

Shepherd, an early 20th century grammarian, categorized sentences
by their function [SHEPHERD 26] in order to illustrate to the beginning
writer how to construct paragraphs. Some of the functions he

identified include: topic, general illustration, particular

illustration, comparison, amplification, contrasting sentences, and
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conclusions. Although Shepherd enumerated many of the "do’s" and
"don’ts" of writing, he said nothing about combining sentence functions
to form paragraphs. He merely cited examples of prose that he

considered well-done and identified the function of each sentence in

the examples.

In more recent years, Grimes describes rhetorical predicates as
explicit organizing relations used in discourse [GRIMES 75]. Grimes

distinguishes three functions that predicates can serve in discourse:

1. supporting or supplementary (which add detail, explain, or
substantiate what has come before. The three examples of
predicates given above fall into this category.)

2. setting (which locate an object or event in space or time)

3. identification (which establish or maintain reference to an
object)

Grimes claims that the predicates are recursive and can be used to
identify the organization of text at any level (i.e. proposition,
sentence, paragraph, or longer sequence of text), but does not show

how.
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2.1.2 Odering Communi cative Techni ques -

Al though the use of rhetorical predicates in text as structuring
devices has been considered, nost researchers have not discussed the
ways in which they nay be conbined to formlarger units of text. Bot h
Gines and Shepherd inply this use however. Gines clains that the
predi cates are recursive, and Shepherd cites exanples of well-witten

prose, identifying the predicates used.

M/ own examination of texts and transcripts has shown that not
only are certain conbinations of rhetorical techniques nore likely than
others, certain ones are nore appropriate in sonme discourse situations

than others. For exanple, | found that identification of objects was

frequently achi eved by "errpl oying sone conbination of the followng
means: (1) identification of -an item as a nenber of sone generic
class, (2) description of an object's function, attributes, and
constituency (either physical or class), (3) analogies made to famliar
objects, and (4) exanmples. These techniques were rarely used in random
order; for instance it was common to identify an itemas a nenber of

some generic class before providing exanples.

For this analysis of rhetorical predicates, a variety of texts
were examned - ten different authors, in varying styles, fromvery
literate witten to transcribed spoken texts form the basis of the

study. Short sanples of expository witing were used since this seened

nost relevant to the system being devel oped. This also avoided

problenms involved in narrative witing (e.qg. - scene, tenporal



description, personality). The data were drawn from the following
texts: Working (the introduction plus two tranmscriptions) [TERKEL 72],

Dictionary of Weapons and Military Terms [QUICK 73], Encyclopedia

Americana [ENCYCLOPEDIA 76], The Hamlyn Pocket Dictionary of Wines

[PATERSON 80], The Poorperson’s Guide to Great Cheap Wines [NELSON 771,

"The American Style of Warfare and Military Balance" [LUTIWAK 79],

Future Facts [ROSEN 76], "Toxicants occurring naturally in spices and

flavors" [HALL 73], transcripts of mother-child dialogues¥*,
[SHIPLEY 80], transcripts of user interaction with database systems

[MALHOTRA 75] and "Tactical Nuclear Weapons' [MARTIN 73].

Each proposition in the texts** was classified as one of the set
of predicates shown in Figure 2.1. A proposition is a simple
predicating act and can surface linguistically as either aA sentence,
sentence fragment, or a clause. A proposition was classified as a
single predicate taken from any of the three groups shown. In a few
cases it was difficult to classify a proposition definitively as a
single predicate. In such cases, the ambiguous proposition was
assigned several predicates. The first group of predicates was taken

from [GRIMES 75]. The second group of predicates was taken from

*These are transcripts of taped dialogues between mothers and their
children where the mothers were asked to show their child pictures of
familiar and unfamiliar objects and discuss them. Some mothers
described the picture 1in great detail, while others provided minimal
comments. The dialogues were taped by Liz Shipley and her colleagues
for psychological experiments.

**Only a sampling of paragraphs was used from each text.
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[SHEPHERD 26]. Some of these are somewhat similar to those proposed by
Grimes, but provide a viewpoint different enough to be wuseful. For
example, '"conclusion'" names a predicate which draws a conclusion from
the previous discourse, while Grimes’ "inference" identifies a specific

fact deduced from previous facts.

The final group of predicates are some that I found necessary to
add during the analysis of texts. '"Identification" identifies an
entity as belonging to a specific class (the opposite of Grimes’
"constituency"). The predicate may be followed by attributes or
functions wﬁich further identify the entity. "Positing" simply
introduces an entity into the text (e.g. = "Just think of Marcus
Welby" [TERKEL 72], '"Movies set up these glamorized occupations").
Further discussion of the entity was only provided in succeeding
sentences and not in the positing proposition. "Renaming" provides
alternative names for an entity (e.g. = "Also known as the ’Red Baron’

o™



DI SCOURSE STRUCTURE Page 27

FIGURE 2.1

Rhetorical Predicates and Exanpl es
‘Each predicate is followed by an exanple English sentence* In some
cases, a preceding sentence was needed to provide a context in which to
give the exanple. In such cases, the exanple illustrating the

predi cate is underlined.

1. Attributive
Mary has a pink coat.

2.  Equival ent

Wnes described as 'great' are fine wines from an especially
good vill age.

3. Specification (Specification of general fact)
Mary is quite heavy. She weighs 200 pounds.

4. Expl anation (reasoning behind an inference drawn) .
So people forma |low self-inage of thenselves, because their
lives can never match the way Anericans live on the screen.

5. Evidence (evidence for a given fact)
The audi ence recognized the difference. They started |aughing
right fromthe very first frames of that film

6. Anal ogy

' You make it in exactly the same way as red-w ne sangria, except
that you use any of your inexpensive white wines instead of one
of your inexpensive reds.

7. Representative (itemrepresentative of a set)
What does a giraffe have that's special? ... a long neck.

8. Constituency (presentation of sub-parts or sub-cl asses)

This is an octopus... There is his eye, these are his 1egs,
and he has these suction cups.

9. Covariance (antecedent, consequent statenent) ‘
If John went to the novies, then he can tell us what happened.

10. Alternatives
W can visit the Enpire State Building or call it a day.
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11. Cause-effect
The addition of spirit during the period of fermentation
arrests the fermentation development ...

12. Adversative
It was a case of sink or swim.

13. Inference
So people form a low self-image of themselves.

[GRIMES 75]

Shepherd’s predicates are illustrated by providing an example paragraph
from his text in which each sentence is classified as one of his
predicates.

Comparison Topic

General illustration Particular illustration
Amplification Contrasting

Conclusion

"What, then, are the proper encouragements of genius? (topic) I
answer, subsistence and respect, for these are rewards congenial to
nature. (amplification) Every animal has an aliment suited to its
constitution. (general illustration) The heavy ox seeks nourishment
from earth; the light chameleon has been supposed to exist on air.
(particular illustration) A sparer diet than even this satisfies the
man of true genius, for he makes a luxurious banquet upon empty
applause. (comparison) It is this alone which has inspired all that
ever was truly great and noble among us. It is as Cicero finely calls
it, the echo of virtue. (amplification) Avarice 1is the pain of
inferiour natures; money the pay of the common herd. (contrasting
sentences) The author who draws his quill merely to take a purse no
more deserves success than he who presents a pistol. (conclusion) "

[SHEPHERD 26]

Additional Predicates needed for the analysis

1. Identification
ELTVILLE (Germany) An important wine village of the Rheingau
region.

2. Renaming
Also known as the Red Baron.
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3. Positing
Just think of Marcus Welby.

FIGURE 2.1 Rhetorical Predicates and Examples

2.2 Analysis Results

My analysis has shown that, with slight variations, similar
patterns of predicate usage occur across the various expository texts.
These patterns have been represented as schemas. Schemas are recursive
descriptions and may be embedded in other schemas to form paragraphs.
In addition, in the texts a paragraph was sometimes introduced by the
positing predicate. Allowing for schema embedding and positing initial
sequences, each paragraph that was examined (a total of 56) could be

described by one of the schemas developed.*

The schemas are shown in Figures 2.2 - 2.5. "{}" indicate
optionality, '"/" indicates alternatives, "+" indicates that the item
may appear l-n times, and "*" indicates that the item is optional and

may appear O-n times. Each schema is followed by a sample paragraph

*Note that in order to make such an analysis, the function of each
proposition had to be determined and a predicate assigned to it. Since
there are no hard and fast rules for predicate assignment, the analysis
is subjective and could have had somewhat different results if done by
someone else.
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taken fromthe data and a classification of the propositions contained
in the paragraph. ";" is used to represent classification of anbiguous
propositions in the paragraph. These were translated into the schenas

as alternatives.

The attributive schema (Figure 2.2) can be used to illustrate a
particular point about a concept or object. The sanple paragraph

taken fromthe Introduction to Wrking, attributes the topic (working

and violence) to the book, anplifies on that ("spiritual as well as
physical") in proposition 2), and in the third sentence, provides a

series of illustrations. The fourth selects out one instance as

representative of the problemand the fifth anplifies on that instance

The identification schema (Figure 2.3) is wused to identify

entities or events. The characteristic techniques it uses to do so

include identification, particular illustration, evidence, analogy,
renam ng, and various descriptive predicating acts. It should be noted

that the identification schema was only found in texts whose primary
function was to provide definitions (i.e. - dictionaries and
encycl opedi as) . Moreover, the schenma represents t he types of
definitions provided in the particular exanples analyzed but does not
dictate what every definition nust |look Iike. For exanmple, sone
definitions may be provided by describing process information
associated with the term The other texts sinply did not have occasion

to provide definitions.
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Attributive Schema

Attributive

{Amplification; restriction}

Particular illustration¥

{Representative}

{Question; problem

Answer} /

{Comparison;contrast

Adversative}

Amplification/Explanation/Inference/
Comparison

Example

" 1) This book, being about work, is, by its very nature, about

violence - 2) to the spirit as well as to the body. 3) It is about
ulcers as well as accidents, about shouting matches as well as
fistfights, about nervous breakdowns as well as kicking the dog around.
4) It is, above all (or beneath all), about daily humiliations. 5) To
survive the day is triumph enough for the walking wounded among the
great many of us."

[TERKEL 72]

Example Classification

l. Attributive

2. Amplificatioun

3. Particular illustration

4. Representative

5. Amplification; explanation

FIGURE 2.2 The Attributive Schema
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Identification Schema

Identification (class & attribute/function)
{Analogy/Constituency/Attributive/Renaming}*
Particular-illustration/Evidence+
{Amplification/Analogy/Attributive}
{Particular illustration/Evidence}

Example

"Eltville (Germany) 1) An important wine village of the Rheinga
region. 2) The vineyards make wines that are emphatically of th
Rheingau style, 3) with a considerable weight for a white wine

4) Taubenberg, Sonnenberg and Langenstuck are among vineyards of note.
[PATERSON 80]

Example Classification

1. Identification (class & attribute)
2. Attributive

3. Amplification

4., Particular illustration

FIGURE 2.3 The Identification Schema
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The constituency schema (Figure 2.4) describes an entity or event

in terms of 1its sub-parts or ‘sub-types. After identifying 1its
sub-types, the focus can either switch to each of its sub-types in turn
(following the depth-identification or depth attributive path) or can
continue focusing on the entity itself, describing either its
attributes (attributive path) or its functioans (cause-effect path).

The schema_may end by optionally returning to discussion of the

original by wusing the amplification, explanation, attributive, or

analogy predicate.

In the sample paragraph, taken from the American Encyclopedia,

part of the entry under torpedo includes a description of its
classification. In the section title and first sentence, the two types
of torpedoes are introduced. First the steam-propelled model is
identified by citing facts about it and then the electric-powered model

is compared against it, with the significant difference cited.
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Constituency Schema

Constituency
Cause-effect*/ Attributive*/

{ Depth-identification/Depth-attributive
{Particular-illustration/evidence}
{Conpari son; anal ogy} } +

{Anplification/Explanation/Attributive/

Anal ogy}
Exanpl e
Steam and electric torpedoes. 1) Mddern torpedoes are of 2 general
ypes. 2) Steampropelled nodels have speeds of 27 to 45 knots and
anges of 4000 to 25,000 yds* (4,367 - 27,350 neters). 3) The

lectric powered mpdels are simlar 4) but do not leave the telltale
ake created by the exhaust of a steamtorpedo."

[ ENCYCLOPEDI A 76]

Exanpl e d assification

Const i t uency

Depth-identification (attributive)
Conpari son

Depth-identification (attributive)

PoONPE

FI GQURE 2.4 The Constituency Schema
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The contrastive schenma (Figure 2.5) is used to describe sonething
by contrasting it against sonething else* The speaker nmay contrast his
maj or point against something nmore negative. The lesser item (to be
contrasted against) is introduced first. The major concept is then
described in nore detail using one or nore of the predicates shown in
the second option of the schemas The closing sequence nakes a direct
conpari son between the two. This schena dictates the structura
relation between the two concepts (the use of Aand ~A (not A in the
schema represent the nmmjor and |esser concepts), but is | ess

restrictive about which predicates are used.

In the sanple paragraph, the contrastive schema is used to show
how people forma bad self-imge by conparing thensel ves agai nst those
in the novies. In the first sentence, the novie standard is
i ntroduced. In the second and third sentence, real-life occupationé
and the feelings associated with themare described. Finally, a direct
conparison is nmde between the two situations and an inference drawn:

"people forma low self-imge of thenselves."
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Compare and Contrast Schema

Positing/Attributive (~A)
{Attributive (A) /
Particular illustration/Evidence (A) /
Amplification (A) /
Inference (A)
Explanation (A) } +
{Comparison (A and ~A) /
Explanation (A and ~A) /
Generalization (A and ~A) /
Inference (A and ~A) } +

" 1) Movies set up these glamorized occupations. 2) When people

find they are waitresses, they feel degraded. 3) No kid says I want to
be a waiter, I want to run a cleaning establishment. 4) There 1is a
- tendency in movies to degrade people if they don’t have white-collar
professions. 5) So, people form a low self-image of themselves,
6) because their lives can never match the way Americans live -- on the
screen."

[TERKEL 72]

Example Classification

1. Positing (~A)

2. Attributive (A)

3. Evidence (A)

4. Comparisonjexplanation (A and ~A)
5. Inference (A and ~A)

6. Comparisonjexplanation (A and ~A)

FIGURE 2.5 The Compare and Contrast Schema




2.2.1 Predicate Recursiveness -

Although the examples above only show how the schemas work at the
paragraph level, there is evidence that such organization also occurs
at higher levels of text. The schemas were found to apply to a
sequence of paragraphs, with each predicate in the schema matching an
entire paragraph, instead of a single proposition. The Introduction to
Working, for example, covers three major topics, each of which is
introduced and closed within four or five paragraphs. The first topic
group follows the attributive schema (the text for this topic group is
reproduced in Appendix A); each paragraph in the group matches a
single rhetorical predicate.* Figure 2.6 shows a tree representing the
first topic group of the Introduction. Paragraphs are numbered nodes
in the tree. The tree is described by the predicates listed at the

bottom of the figure which is an instantiation of the attributive

schema.

*Again, note that the analysis is somewhat subjective.
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I ntroduction to Wrking

Topic Goup 1
About
1) working and 3) search
vi pl ence
sub-type example exanpl e
2) scars 4) happy few 5) majority
who fail
1) Attributive
2) Restriction
3) Attributive
4) Particular-illustration
5) Particular-illustration

FIGURE 2.6 Introduction to Wrking

Thus, the predicates do indeed seem to function recursively as
Ginmes suggests. Schemas, since they consist of predicates, also
function recursively; that is, each predicate in the schema can expand
to another schena. The. structure of a text when described by the

schemas is, therefore, hierarchical. Each node in the hierarchical
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structure corresponds to a predicate. The predicate can either be

interpreted as a single predicate or can be expanded to another set of

predicates representing the schema named.

2.2.2 Summary Of Results -

The analysis of texts and transcripts shows that patterns do occur
across a variety of text styles. It appears, however, that the
* patterns are very loose. Each schema contains a number of
alternatives, indicating that a speaker has a wide variety of options
within each type of structure. Moreover, since it is difficult to
precisely define a predicate, the interpretation of each predicate in

the schema allows for additional speaker variation.

It should be noted, furthermore, that the schemas are descriptive
and not prescriptive. Any discourse norm developed over a period of
time will eventually be broken in order to achieve a desired 1literary
effect. Poetic license, 1in fact, is based on the breaking of norms.
It may be that norms at the discourse 1level are broken to create
implicatures similarly to the creation of implicatures at the sentence
level [GRICE 75]. All this points to the fact that the schemas do not

function as grammars of text.

The schemas are useful, however, in identifying common means for
achieving discourse goals. They are intended to loosely identify

normal patterns of usage. In addition, the alternatives encoded 1in
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each schema provide enough variety to produce different texts for the

type of generation required in this dissertation

neN  Rel ated Research Using Rhetorical Predicates

One conputational use made of rhetorical predicates has been in
the interpretation of arguments [COHEN 81R]. Cbheﬁ's goal is to
determ ne argunent structure. She uses linguistic clues in the text to
aid in determining the rhetorical function of a proposition and
t hereby, the supporting relations between propositions in the text

Some of the predicate types which Cohen uses include claim evidence,

and i nference. It should be noted that Cohen assunes an "oracle" which

does the classification of propositions as predicates.

Anot her proposed use of rhetorical predicates is in the generation
of paragraphs [JENSEN 81]. Jensen assunes that the content of the
par agraph has already beeﬁ det er m ned. The function of each
proposition is then determined and is used to aid in the devel opment of
par agraph style. By identifying the wunderlying structure between

propositions, they can be conbined appropriately in text.
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2.4 Use Of Schemas

In the TEXT system, schemas describing discourse structure are
used to guide the generation process. They are used to decide what is
said first, what next, and so forth. The four schemas noted in Figures

2.2 - 2.5 above (identification, attributive, constituency, and compare

and contrast) are used in the TEXT system with minor variationms.

The identification, constituency, and attributive schemas were

modified by eliminating several predicates for which no corresponding
information exists in the specific application. Specifically, the
renaming predicate was eliminated since synonyms are not represented or

used in the TEXT system, and the Cause-effect predicate was eliminated

since no process information is represented.

The compare and contrast schema was modified to allow for equal

discussion of the two items in question. Recall that the contrastive
schema which emerged from the text analysis called for contrasting a
ma jor concept against a minor one. The minor concept, had, in most
cases, either been discussed in the preceding text, or was assumed by
the writer to be familiar to the reader. Thus, more discussion of the
ma jor concept was provided. Since no history of discourse is currently
maintained in the TEXT implementation (see Chapter 5 for suggestions
for future incorporations) and no user model other than a static one,
is constructed, the system does not know whether the user has more
knowledge about one concept than another and the comparison, therefore,

must be equally balanced between the two. An example of an equally
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balanced comparison taken from the texts analyzed is shown below in (A)
(the basic outline of the compare and contrast schema used in TEXT is

shown).

(4) "Made by" vs. '"Produced by"

Similarities

Each listing also states that the wine was '"produced and
bottled by," or "made and bottled by," or "cellared and bottled
by" a particular vintner. In the case of California wines, this
is a very rough guide to how much of the wine in the bottle was

actually fermented and finished by the company that put it into
the bottle.

Differences

If the label states "produced and bottled by," then at least
75 percent of the wine was fermented and finished by that winery.
If the label says '"made and bottled by," then only 10 percent of
the wine need have been produced by the winery, and the other 90
percent or some portion of it may have been bought from another
source and blended into the final product. If the label says

anything else -- "cellared," "vinted," "bottle," "perfected," or
any long and glorious combination of these words, then none of the

wine in the bottle need have been produced by that winery.
Inference

The fact that the 1label says simply "Bottled by Jones
Brothers Winery" doesn’t mean the wine is no good, however. It
may be excellent. Its goodness will simply depend on the ability
of the Jones Brothers to buy good wine, rather than on their
ability to make it. -

[NELSON 77]
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2.4.1 Associating Techni que Wth Purpose -

In the texts | analyzed, different rhetorical techniques were
found to be used for different discourse purposes. In the TEXT system
this association of technique with discourse purpose is achieved by
associating the different scheraas with different question-types. For
exanple, if the question involves defining a term a different set of
schemas (and therefore rhetorical techniques) is chosen than if the
guestion involves describing the type of information available in the

knowl edge base.

In the first case, the identification schenma is used. (In fact,

it is only used in response to a request for a definition.) On the
ot her hand, the purpose of the attributive schenma is to provide
detailed information about one particul ar aspect of any concept and can
therefore be used in response to a request for information. In
situations where an object or concept can be described in terns of its

sub-parts or sub-classes, the constituency schena is used. It nay be

selected in response to requests for either definitions or information

The conpare and contrast schema is used in response to a question about

the difference between objects. It nakes use of each of the three
ot her schenmas (see Section 2.10). A sumary of the assignment of

schemas to question-types is shown in Figure 2.7.



Schemas used for TEXT

1. identification

-requests for definitions
2. attributive

-requests about avail able i nf or mati on
3. constituency

-requests for definitions

-requests for available information
4. conpare and contrast

-requests about the differences between
obj ects

FIGQURE 2.7 Schenmas used for TEXT

It should be noted that the conmpare and contrast schena has many
uses and is an expository device frequently used in nmany of the texts
anal yzed. This schena is appropriate as the response structure for any
guestion type when an object simlar to the questioned object has been
di scussed in the imediately preceding discourse or is assumed to be
famliar to the reader. |In such situations, it serves two purposes:
1) it can point out the ways in which the questioned object differs

froma concept famliar to the user; and 2) it can be used to parallel



the structure of an earlier answer. This type of response would
require using the one-sided compare and contrast schema that most of
the analyzed texts used. Although use of the compare and contrast
schema for questions other than "What’s the difference ..." questions
was not implemented in the TEXT system, it would be a straightforward

extension if a discourse history record were implemented.

2.5 Selecting A Schema

Once a question has been posed to the TEXT system, a schema must
be selected for the response structure which will then be used to
control the decisions involved in deciding what to say when. On the
basis of the given question, a small set of schemas is selected as
possible structures for the response. This set includes those schemas
associated with the given question-type -(see Figure 2.7 above). A
single schema is selected out of this set on the basis of the

information available to answer the question.

In response to requests for definitions and information, the
constituency schema is selected when the relevant knowledge pool
contains a rich description of the questioned object’s sub-classes and
less information about the object itself. When this is not the case,
the identification schema is used for definition questions and the
attributive schema 1is wused for information questions. The test for
what kind of information is available is a relatively simple one. If

the questioned object occurs at a higher level in the hierarchy than a
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pre—determined level, the constituency schema is used. Note that the
higher an entity occurs in the hierarchy, the 1less descriptive
information is available to describe the set of instances it represents
since the larger the class, the less common features occur across it.
The pre-determined level is the level at which entity-classes in the
database occur in the hierarchy. Thus, above this 1level the

constituency schema will be used and below it the attributive or

identification schema will be used. This process assumes a

hierarchically structured knowledge base and could not be done on an

unstructured one (see Chapter 4.3 for a description of the knowledge

base used in the TEXT system).

(B) and (C) below show two examples of a request for a definition.
For the question "What is a guided projectile?" (B) the constituency
schema is selected since more information is available about the guided
projectile’s sub-classes than about the guided projectile itself, while
the identification schema is selected for the question '"What is an

aircraft-carrier?" (C).
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EXAMPLE B

(definition GUIDED)
Schema selected: constituency

identification

constituency

attributive
attributive
evidence
evidence

attributive

Message through dictionary. Entering tactical component

A guided projectile is a projectile that is self-propelled. There
are 2 types of guided projectiles in the ONR database: torpedoes and
missiles. The missile has a target location in the air or on the
earth’s surface. The torpedo has an underwater target location. The
missile’s target location is indicated by the DB attribute DESCRIPTION
and the missile’s flight capabilities are provided by the DB attribute
ALTITUDE. The torpedo’s underwater capabilities are provided by the DB
attributes under DEPTH (for example, MAXIMUM OPERATING DEPTH). The
guided projectile  has DB attributes TIME_TO_TARGET _UNITS,
HORZ_RANGE _UNITS and NAME.

EXAMPLE B
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EXAMPLE C

(definition AIRCRAFT-CARRIER)

Schema selected: identification

identification

analogy

particular-illustration

amplification

evidence

Message through dictionary. Entering tactical component

An aircraft carrier is a surface ship with a DISPLACEMENT between
78000 and 80800 and a LENGTH between 1039 and 1063. Aircraft carriers
have a greater LENGTH than all other ships and a greater DISPLACEMENT
than most other ships. Mine warfare ships, for example, have a
DISPLACEMENT of 320 and a LENGTH of 144, All aircraft carriers in the
ONR database have REMARKS of 0, FUEL TYPE of BNKR, FLAG of BLBL, BEAM
of 252, ENDURANCE RANGE of 4000, ECONOMIC SPEED of 12, ENDURANCE_SPEED
of 30 and PROPULSION of STMTURGRD. A ship is classified as an aircraft
carrier if the characters 1 through 2 of its HULL NO are CV.

EXAMPLE C




2.6 Filling The Schena

Ohce a schena has been selected, it is filled by natching the
predicates it contains against the relevant know edge pool (see Chapter
4.4 for discussion of the relevant know edge pool). Semanti cs
associated with each predicate define the type of information it can
match in the know edge pool. The semantics defined for TEXT are
particular to the database system and woul d have to be redefined if the
schemas were to be used in another type of system (such as a tutorial
system for exanple). The semantics are not particular, however, to
the donain of the database. Wien transferring the system from one
database to another, the predicate semantics would not have to be

al tered.

Before describing predicate senmantics in nore detail, it s
inportant to note the difference between a rhetorical predicate and a
proposition. A rhetorical predicate specifies a generic type of speech
act. It has arguments associated with it which can take any value of a
given type. The nunber and types of argunents associated with a
predi cate depend upon its senmantics. A proposition is an instantiation
of a predicate; the predicate argunents have been filled with values
from the know edge base. Furt hernore, although predicates, |oosely
speaki ng, match propositions in the know edge base, information in the
knowl edge base is not stored in the same fornalism as are the
propositions selected for the answer (see Chapter 4.3 for a description
of the know edge base representation). Instead, pieces of the

know edge base are selected as values for the predicate arguments.



The semantics defined in TEXT for a predicate indicate the type of
information in the knowledge base that ‘can satisfy each predicate
argument. A single predicate may match several types of information in
the database. The attributive predicate, for example, may be satisfied
by the database attributes of an entity or by its distinguishing
descriptive attributes (see Chapter 4.3). The semantics for the
attributive predicate, therefore, 1indicate that the following two

English sentences both attribute information to the missile:

1. The missile has database attributes TIME_TO_TARGET_ & UNITS,
LETHAL RADIUS & UNITS, ALTITUDE, SPEED, and
PROBABILITY OF KILL. (database attributes)

2. The missile has a target location in the air or on the earth’s
surface. (distinguishing descriptive attribute)

The cogstituency predicate, on the other hand, has only one
interpretation. It matches the sub-classes of an entity in the
generalization hierarchy and would translate to an English sentence
like: "There are two types of water-going vehicles in the ONR

database: ships and submarines."

The semantics of the predicates are represented as functions.
Associated with each predicate is a function (named <predicate>-fn -
e.g. "attributive-fn") that accesses the relevant knowledge pool and
retrieves values for the predicate arguments. Each predicate function
takes a particular data type (or types) as its argument(s). It returns
a set of propositions which match the predicate in the relevant

knowledge pool. The attributive predicate, for example, takes an



entity as a given argument and searches for its database attributes and

distinguishing descriptive attributes in the relevant knowledge pool.

The evidence predicate also takes an entity as its first argument,
but has as an optional second argument a distinguishing descriptive
attribute of the entity. In that case, it will only find the
supporting database attributes for the given descriptive attribute.
Otherwise it will provide a separate proposition for each descriptive

attribute of the entity.*

The values for the arguments which are passed to the predicate
functions are, in some cases, supplied by focussed elements in the
previous discourse. In other cases, the function extracts an instance
of the data type it is looking for from the most recent proposition

which contains it.

As discussed above, the predicate semantiés also specify the
arguments of the predicate and their ordering. This frame-like

specification is called the message formalism in the TEXT system. Each

predicate has its associated formalism. When a predicate is evaluated,
one or more of its arguments are given and the others are filled by

values in the database to form a proposition. The predicates which may

*An entity has more than one descriptive attribute if it has more than
one parent in the hierarchy. For example, the missile has omne
descriptive attribute distinguishing it from all other guided
projectiles (its target location) and a second descriptive attribute
distinguishing it from all air-operated entities (e.g. that it 1is a
self-propelled weapon). Evidence for the two attributes would be
provided in two separate propositions.



be matched by different types of data in the knowledge base have an
argument which specifies the matching type used in the particular

proposition.

Complete specification of the predicates and their formalism is
given in Figure 2.8. Note that the formalism is closely tied with the
data-types of the knowledge base which are described in Chapter 4.3.
For each predicate, the given argument, its formalism, and an
instantiated example of its formalism are listed. Angle brackets are
used in the formalism to indicate which arguments must be instantiated.
Other arguments are constants. Data types are explicitly indicated for
each predicate that can match more than one type of information in the

knowledge base.

The schema is filled by stepping through it, using the predicate
semantics to select propositions which match the predicates. For cases
where a single predicate has several types and matches more than one
proposition in the knowledge base, the focus constraints are used to
select the most appropriate proposition (see Chapter 3 for a
description of the focus constraints). In places where alternative
predicates occur in the schema, all alternatives are matched against
the relevant knowledge pool, producing a set of propositions (if more
than one predicate succeeds). Again, the focus constraints are used to
select the most appropriate proposition.. When optional predicates
occur in the schema, both the optional predicate and the predicate
which would succeed it are matched against the knowledge pool. If the

optional predicate has no match, the successor’s match is selected. If
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both predicates mtch, the focus constraints are used to select

nost appropriate proposition*

After a proposition has been selected, it is marked in order
prevent repetition in a single answer. Since a proposition ne
conposed of pieces of information in the know edge pool, each piece
information is marked by adding the property "used" to it.
selecting propositions, this property is checked to determ ne whe
it has already been said. Since no tracking of discourse is done i
now, the "used" slate is wped clean after the generation of

answer .



FIGQURE 2.8 Predicate Senantics

Predi cat e Formal i sm

Attributive

given-argunent: entity

type: db-attributes*

sub-type: attributes only
(attributive db <entity> <nam ng-attr>
<topic-attr> <duplicate-attrs> <db-attrs>)
exanpl e: .
(attributive db SH P (nane NAME) (topics
DI MENSI ONS) (duplicates (FUEL (FUELJTYPE
FUEL_CAPACI TY))) (attrs MAXI l\/UI\_/IJSPEED))

sub-type: attrlfbutes and val ues

(attributive db <entity> (<attrl val2>)
(<attrn> <val n>))

exanpl e:
(attributive db Al RCRAFT- CARRI ER
(PROPULSI ON STMTURGRD) ( ENDURANCE_SPEED 30)
( ECONOM CIJSPEED 12) ( ENDURANCE RANGE 4000)
(BEAM 252) (FLAG BLBL) (FUELJTYPE BNKR)
(REMARKS 0))

type: distinguishing descriptive attribute
(attributive de&f <entity> <parent>
<attr-name> <attr-value>)
example: '
(attributive def M SSILE GU DED TARGET- LOCATI ON
SURFACE- Al R)

(attributive def ECHOI1-SUBMARI NE SUBMVARI NE
((FLAG (PROPULSI ONJTYPE)) (((FLAG (RDRD)))
((PROPULSI ON TYPE (NUCL))) ))

*Any type of db attributes (namng-attrs, topic-attrs, etc.) an
optional. If none are present in the know edge pool, nil is returned.



Evidence

given—argument: entity
optional distinguishing descriptive attribute

(evidence based—-db <entity> <def-attr>
<based-dbl> ... <based-dbn)>)
example:
(evidence based-db MISSILE TARGET-LOCATION
(indicated-by DESCRIPTION) (HAVE ALTITUDE) )

Constituency

given—argument: entity

(constituency <entity> (<sub-classl> ...
<{sub-classn>))

example:
(constituency WATER-VEHICLE (SHIP SUBMARINE) )

Identification

given—argument: entity

(identification <entity)> <super-ord>
(restrictive <attr-name> <attr-valued)*%*
(non-restrictive <attr-name> <attr=valued)**%)
example:
(identification SHIP WATER-VEHICLE
(restrictive TRAVEL-MODE SURFACE)
(non-restrictive TRAVEL-MEDIUM WATER) )

**Restricts the class of super-ordinates to only those having the given
attribute-value pair.

*%%A11 super-ordinates, and thus entities, have the given
attribute-value pair.



Amplification

given—-argument: entity

Plus either a descriptive attribute, database
attribute, or relation on which to amplify

type: amplification on db-attributes

sub-type: attributes only

(amplification db <entity> <old=-db>
<naming-attr> <topic-attrs> <duplicate-attrs>
{db-attrs> )

example:

(amplification db AIRCRAFT (topics ROLE FUEL
CEILING FLIGHT_RADIUS) (name NAME)
(attrs PROPULSION MAXIMUM SPEED CRUISE_ﬁPEED))

sub-type: attributes and values
(amplification db <entity> <old-db>
(<attrl> <vall>) ... (<Kattrn> <valnd>) )
example:

(amplification db AIRCRAFT-CARRIER ( ((LENGTH
(1039 1063))) ((DISPLACEMENT (78000 80800))))
(PROPULSION STMTURGRD)(ENDURANCE_SPEED 30)
(ECONOMIC SPEED 12) (ENDURANCE RANGE 4000)
(BEAM 252) (FLAG BLBL)(FUEL_TYPE BNKR)
(REMARKS 0))

type: amplification on descriptive attributes
sub-type: new descriptive attribute

(amplification def <entity> <old-def>
<{parent> <attr-name> <attr-value> )
example:
(amplification def MISSILE (TARGET-LOCATION
SURFACE~-AIR) AIR FUNCTION

SELF-PROPELLED-TO-TARGET )
sub-type: evidence for descriptive attribute

(amplification evidence <entity> <old-def>
<{parent> <based—-dbl> ... <based-dbn>)
example:
(amplification evidence SHIP (TRAVEL-MODE
SURFACE) (HAVE DRAFT) (HAVE DISPLACEMENT))

type: amplification on relations



(amplification rel <entity> <old-relations>
<new-relations> )

example:
(amplification rel SHIP (POSSESSION-06
POSSESSION-03) (CARRY-01l) )
Analogy

given: entity plus an optional database attr-range pair*

type: relation

sub-type: no values
(analogy rel <entity> <rel-name>
{related-entities>)
example:
(analogy rel SHIP ON GUIDED GUNS)

sub-type: with values

(analogy rel <entity> <rel-name>
{related—-entity value pairs> )
example:
(analogy rel AIRCRAFT-CARRIER ON (6 GUNS)
(3 MISSILES) (20 TORPEDOE) )

type: range-—comparison
(analogy range <entity> <entity ranges>
{comparison-attrl> ... <{comparison attrn> )
example:
(analogy range AIRCRAFT-CARRIER ( ((LENGTH
(1039 1063))) ((DISPLACEMENT (78000 80800)))
(larger-than—all LENGTH) (larger-than-most
DISPLACEMENT) )

Particular-illustration

given—argument: entity
either database attributes, attr-range pairs,

*A database attr-range pair is a database attribute associated wi
constant numeric range which indicates the values over whic
attribute ranges for the particular entity.



abstract attributes*

type: database attributes
(particular-illustration <entity> <given db-attrs>
<attr value>l ..... <attr valuedn )
example:
(particular-illustration SHIP ((name NAME)
(topics SPEED DEPENDENT RANGE DIMENSIONS)
(duplicates (FUEL (FUEL TYPE FUEL CAPACITY)))
(attrs (MAXIMUM | SPEED)) )
(OFFICIAL NAME “DOWNES) (ENDURANCE RANGE 2200)
(ECONOMIC RANGE 4200) (LENGTH 438) (BEAM 46)
(DRAFT 25)(FUEL TYPE BNKR) (FUEL CAPACITY 810)
(PROPULSION STMTURGRD)(MAXIMUM SPEED 29) )

type: attribute range pairs
(particular-illustration <new-entity>
<old-attr-range> <attr range>l ... <attr range>n)
example:
(particular-illustration MINE-WARFARE-SHIP
(((LENGTH (1039 1063))) ((DISPLACEMENT (78000
80800)))) (LENGTH (1l44)) (DISPLACEMENT (320)))

type: abstract attrs

(particular-illustration abstract <entity>

<abstract-attrs> <attrl)> ... <attrnd>)
example:

(particular-illustration abstract (topics

ROLE FUEL CEILING FLIGHT_RADIUS) (ROLE

REMARKS DESCRIPTION PRIMARY ROLE) (FUEL

FUEL TYPE FUEL CAPACITY REFUEL CAPABILITY)

(CEILING MAXIMUM CEILING COMBAT CEILING)

(FLIGHT RADIUS COMBAT RADIUS CRUISE RADIUS) )

Explanation

given—argument: entity

type: distinguishing descriptive attribute
(explanation def <entity> <parent)> <attr-name>

*Abstract attributes are those occurring in the topic hierarchy. Thej
represent a set of related database. attributes.



YioLUURnoL oSiRULLIURNLE rage JJ

<attr-value)>)

example:
(explanation def AIRCRAFT AIR-VEHICLE

TRAVEL-MODE FLIGHT)

type: based database attributes
(explanation based-db <entity> <attr-value pair>
<based-db> )

example:
(explanation based-db ECHO-II-SUBMARINE
(((FLAG) (PROPULSION TYPE) (((FLAG (RDRD)))
((PROPULSION TYPE (NUCL)))))) (CLASS ECHO II))
Classification

given-argument: entity

type: greater than one breakdown#*

(classification <entity> (<based—-db-attr
<sample sub-type>)l ... (<based-db-attr>
<{sample-sub-type>)n )

example:
(classification AIRCRAFT (FLAG (example
BLBL-AIRCRAFT)) (PROPULSION (example
JET-AIRCRAFT)) )

type: one breakdown
(classification <entity> (<based-db-attr>

(<sub-typel> ... <sub-typen>)) )

exXample:
(classification AIRCRAFT-CARRIER (CLASS

(KITTY-HAWK-SHIP FORRESTAL-SHIP)) )

Inference

given—argument: 2 entities

*If an entity has two or more sets of mutually exclusive sub-types,
only the attributes on which each set was based (and an example of a
sub-type) is given in order to avoid putting too much information into
a single sentence.
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type: very close

sub-type: below database entity class

(inference <entityl> <entity2>
{comparisonl db-attrl> ...
<{comparisonn db—attrn>)

example:

(inference OCEAN-ESCORT CRUISER
(smaller DISPLACEMENT)
(larger LENGTH))

sub-type: database entity class and above

(inference <entityl)> <entity2>
(same <attr-name>) (different
<attr-name>)(<entityl> <based-dbl>)
(<entity2> <based=db2>) )

example:

(inference MISSILE TORPEDOE
(same TRAVEL-MEANS (different

TARGET-LOCATION) (MISSILE
(INDICATED-BY DESCRIPTION)
(HAVE ALTITUDE) ) (TORPEDOE
(SOME-TYPE-OF DEPTH)) )

type: very-different
(inference <entityl> <entity2>
very-different—entities)
example:
(inference DESTROYER BOMB
very-different—entities)

Page 60
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type: class difference
sub-type: below database entity class

(inference <entityl> <entity2>
two-kinds—-of-entity)
example:
(inference WHISKY-SUBMARINE KITTY-
HAWK-SHIP two-kinds—of-entity)

sub-type: database entity class and above

(inference <entityl)> <entity2>
(same <attr-name>) (different
. {attr-name>) )
example:
(inference GUN BOMB (same FUNCTION)
(different ROLE) )

FIGURE 2.8 Prediéate Semantics
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2.7 An Exanple

To see exactly how a schema is filled, consider the process of
answering the question "Wat is a ship?" (in functional notation
"(definition SHI P)"), Two schenas are associated wth definitions:

consti tuency and identification. A test on the generalization

hi erarchy indicates that the ship occurs at a Ilevel where a large
amount of information is available about the entity itself. The
identification schema is therefore selected and the process of schena

filling begins.

The first predicate in the schena is identification (reproduced in

Fi gure 2.9). The relevant know edge pool <constructed for this
question, is shown in Figure 2.10 (see Chapter 4.4  for t he
determination of relevant information). Since this is the first

statement of the answer and no preceding discourse exists to provide a
context for the predicate to use, the current focus (which is
initialized to the questioned object — see the focus algorithm in
Chapter 3, Section 3.2.9) is passed as argunent to the identification
function. In this case, the current focus = SHIP. The identification
predicate is matched against the relevant know edge pool and the ship's
super-ordinate in the hierarchy, plus both the ship's and its
super-ordinate's descriptive attributes are selected, as dictated by
the semantics of the predicate. Note that the identification predicate
has only one type and therefore, only one proposition matches it:

(identification SHP WATER VEH CLE (restrictive TRAVEL- MODE
SURFACE) (non-restrictive TRAVEL- VEDI UM WATER) )
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Identification Schenma

I dentification (class & attribute [/ funct
{ Anal ogy/ Constituency/ Attributive/ Renamni ng}*
Particular-illustration/Evi dence+
{Amplification/Anal ogy/ Attributive}
{Particular-illustration/Evi dence}

FIGURE 2.9 The Identification Schema Revisited

The second step in the schena specifies an optional alternat
The alternative i ncl udes t he descriptive predi cates anal

constituency, and attributive* Each of these predicates is nat

against the relevant know edge pool. Since each of these predic
takes an entity as its given argunent, both "SH P" and "WATER-VEHI
are passed to the various predicate functions ("SHP' is the cur
focus of the first proposition and ""WATER-VEH CLE" is a nenber of

potential focus list and these are the only entities mentione
far.)* Since quite a bit of information renains about the SHP in
rel evant know edge pool, each of these predicates matches and t
propositions are produced. Since the only remaining information a

the WATER-VEHICLE is its sub-classes, only the constituency predi

mat ches for the WATER- VEHI CLE. The 4 natched propositions are:

1. (analogy rels SH P ON GU DED GUNS)

2. (constituency SH P (A RCRAFT-CARRIER FRIGATE ... ) )

3. (attributive db SHP (nane OFFI Cl ALINANE) (tc
SPEEDJDEPENDENT _RANGE DI MENSI ONS) (duplicates (FUEL FUEL
FUEL_CAPACI TY) ) “(attrs PROPULSI ON MAXI MUM _SPEED) ) B



4. (constituency WATER-VEHICLE (SHIP SUBMARINE))

Since the alternative is optional, its succeeding step (an

alternative between particular-illustration and evidence) 1is also

matched against the relevant knowledge pool. The same entities are
passed as given arguments to the predicate functions. Since the second
argument required by the particular illustration predicate (either
database attributes, attribute-range pairs, or abstract attributes)
does not exist in the discourse so far, there is nothing to illustrate
and the particular-illustration predicate fails. The evidence function
takes an optional descriptive attribute as a second given argument and
since one exists in the discourse, the supporting database attributes
(see Chapter 4.3 for a description of the knowledge base data types)
for it are returned. No supporting database attributes for
WATER-VEHICLE exist in the relevant knowledge pool, so this step
matches one proposition:

1. (evidence based-db SHIP (TRAVEL-MODE SURFACE) (HAVE DRAFT)
(HAVE DISPLACEMENT))

One propoéition is then selected from this set of five by applying
the focus constraints. In this case, the proposition matching the
evidence predicate is selected, although the reasoning behind the
choice 1is not discussed here since it depends on the focus constraints
(see Chapter 3.2.9 for the focus algorithm). The answer created so far
and the wupdated relevant knowledge pool (information occurring in the

answer is marked as used) are shown in Figure 2.11. It should be noted
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that the identification schema encodes more altermatives than the
schemas and is therefore 1less efficient. Less restrictive s
necessarily entail more inefficiency than others as more proce

must be done to explore the additional choices.
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FIGURE 2.10 Sanple Relevant Know ege Pool
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FIGQURE 2.11 The Wpdated Rel evant Know edge Poo
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Selected Propositions

(identification SHIP WATE&fVEHICLE (restrictive TRAVEL-MODE
SURFACE) (non-restrictive TRAVEL-MEDIUM WATER))

(evidence based-db SHIP (TRAVEL-MODE SURFACE) (HAVE DRAFT)

(HAVE DISPLACEMENT))

Eventual Translation

The ship is water-going vehicle that travels on the
surface. Its surface going capabilities are provided by the

DB attributes DRAFT and DISPLACEMENT.

FIGURE 2.11 Updated Relevant Knowledge Pool and Selected Information
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2.8 Schema Implementation

The schemas were implemented using a formalism similar to ar
augmented transition network (ATN). An ATN is a graph representatior
of a grammar and allows for actions on its arcs which may set or test
various registers. The ATN formalism was originally developed to parse
sentences. When parsing a sentence, taking an arc involves consuming &
word from the input string and augmenting a syntactic parse tree tc
include the new word and its category. Notable features of the ATl

include recursion and backtracking (see [WOODS 70]).

For generation, the ATN is used to build discourse instead of ¢
parse tree. Taking an arc corresponds to the selection of &
proposition for the answer and the states correspond to filled stages
of the schema. No input string is consumed; instead the relevant
knowledge pool is consumed, although it is not consumed 1in any order
and it need not necessarily be completely exhausted when the graph is
exited. The main difference between the TEXT ATN implementation and e
usual ATN, however, 1is 1in the control of alternatives. In the TEXI
system, at each state all possible next states are computed and e
function that performs the focus constraints is used to select one arc
from the set of possibilities. Thus, although ali possible next states

are explored, only one is actually taken.

The TEXT system originally used limited lookahead to avoic
uncontrolled backtracking.* An arbitrary number of lookahead steps was

used to eliminate traversing an arc which led to a blocked state (i.e.

'



- no propositions could be matched from this state). This feature was

implemented, but it was found that, in practice, a blocked state was

never

reached. For reasons of efficiency, this feature was eliminated

and the extra processing involved in lookahead avoided.

2.8.1 Arc Types -

The arc-types used in the schema implementation include:

l.

2.

fill <predicate> (to match predicate against the knowledge
pool and retrieve propositions)

jump <state> (to jump to specified state)

subr <subr-state> (to proceed to start state of a subroutine
graph. This arc type was included for a cleaner
representation of _the ATN graphs. They could have been
implemented without this arc type)

end-subr (to return to state following subroutine call in main
graph)

push <schema> (to recursively call a schema. All registers
are saved)

pop (to return from a recursive schema call. All registers
are restored).

2.8.2 Arc Actions -

The implementation allows for both pre-actions and post=—actions to

*This refers to backtracking an arbitrary number of states and not to
the one step next state exploration' described above.
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be associated with an arc. Pre-actions are performed before the arc i
taken and usually include such things as resetting the relevan
knowledge pool before taking a recursive push (see Section 2.9 below)
Post-actions are performed after an arc has been taken and includ
adding a proposition to the message, updating the focus record, an

proceeding to the next state.

Arcs may also have tests. A test is performed before decidir
whether to take an arc. If a test succeeds, the arc is taken. Or
test used in the TEXT system is on the question—-type, since schemas ma
be used for different purposes and sometimes a particular rhetoricsa

technique is appropriate for one question-type and not for another.

2.8.3 Registers -

The registers used in the TEXT system maintain information abot
the focus records, the message so far, and the question type. Ti
registers include the following:

CF (current focus)

GF (global focus)

" PFL (potential focus list)

kpool (the relevant knowledge pool)
current-discourse (the message so far)

question—-type
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2.8.4 Graphs Used -

Figures 2.12 - 2.14 show the graphs that represent three of the
schemas used in the TEXT system. The graph representing the compare

and contrast schema is shown in Section 2.10.
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IDENTIFICATION SCHEMA

fill identification

subr DESCRIPTION/

subr EXAMPLE/

pop

Page
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| DENTI FI CATI ON SCHEMVA SUB- GRAPHS

fill attributive

DESCRI PTI QV fill constituency

DESCRI PTI OV END

AN

—

fill analogy énd;subr

particular-illustration

evidence

EXAMPLE/ END  J- *end- subr

anplification

analogy - END-SEQ/END
end- subr

attributive

FIGURE 2.12 The identification graph and sub-graphs
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CONST/ fill attributive
junp CONST/INTRO
fill identification

fil
constituency

fill identification fil[ attributive
(initial set) initial set)

CONST/ID fill evidence fi I

' (initial set) attributive
fill\J (next set
evi dence menber)
(next s£t member)

Fill

identification

(next set

menber) fill
attributive
(end focus set)

fill
anal ogy
(end focus set)

(Parenthetical itenms are directives to focus routines and control th
switch to constituents. See Chapter 3.)

FI GURE 2.13 The Constituency G aph
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£fill attributive

ATTR/ATTR

ill amplification

particular-illustration
fill jump
attributive
ATTR/PI-CAT

fill analogy

ATTR/ANAL pop

fill explanation

ATTR/AMP fill

fill
classification

FIGURE 2.14 The Attributive Graph
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2.8.5 Traversing The G aph -

The first step in traversing the graph is accessi ng t he
start-state of the selected schenn. Arcs are taken fromthe given
state until the first fill-arc on each path is reached. |[If an outgoing
arc from the state is a junp-arc, the junp is taken and all arcs from
the next state taken wuntil the respective fill-arcs are reached
Simlar processing occurs for subr- and push-arcs. The predicates on
each path-initial fill-arc are matched against the relevant know edge
pool and any matching propositions are retrieved. After the focus
constraints select the nost appropriate proposition, the post-actions
on the arc whose predicate nmatched are performed and the successor

function applied to the next state

In order’ to use subr-arcs and push-arcs, two st acks are
mai nt ai ned, a subr-stack and a push-stack. Wen a subroutine is taken
t he feturn state is pushed onto the subr stack. When an end-subr is
encountered, the first state on the subr-stack is taken. Wen a push
is taken, the states are saved on the push-stack in the sanme manner
For a push, the registers (which include the focus records) are saved

as wel |

The use of the stacks is conplicated by the fact that all outgoing
arcs of a state are traversed until the first fill arc of each
successor is encountered, although only one of these arcs is actually
t aken. If one of the outgoing arcs is a subr or push arc, the return

state must be stacked, but if it is not the arc actually taken, then it
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is no longer needed on the stack. Further complications arise if more
than one outgoing arc of the state is subr or push arc. All return

states must be remembered, but only one of them will actually be

stacked.*

To handle this problem, a tentative-subr and a tentative-push
stack are used to stack return states of outgoing arcs. Any stack
actions that must be performed in traversing an arc are stored on the

tentative stacks under the destination state, the state reached by

traversing an arc. If a path of arcs must be taken from a single
outgoing arc to reach a fill-arc, stack actions are carried along from
the initial state of each arc to its destination state until the final
destination state is reached. The tentative stacks look like
association lists, with destination states as keys. After the focus
constraints determine which arc (or path) should actually be taken, the
stack actions associated with the destination state actually reached
are retrieved from the tentative stacks and performed on the subr and
push stacks. The tentative stacks are then cleared for the next step
through the graph. Note that since only states are recorded on the
stacks, the graphs must be written so that it is not possible to reach
the same state via more than one subr-arc. This can be avoided through

the use of jump-arcs.

*The problem of remembering information computed down one path of a
non-deterministic mechanism is a common one. In the original ATN
implementation, a well-formed substring table was used to handle this
problem. In Planner, the finalize predicate is used for this same
purpose.
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A diagram of graph traversal and effects on the stacks are shown
in Figure 2.15. The example described in Section 2.7 above is

continued from the point where the identification predicate has matched

against the knowledge pool. This corresponds to the second step in the

schema and the state id/id in the graph representing the identification

schema. At this point in processing, either the attributive,

constituency, or analogy arc can be taken next. These are represented

by the description/ subroutine. These steps are optional, however, and

can be omitted entirely, in which case either the evidence or

particular-illustration predicate would be selected. Recall that

processing calls for all steps to be tested and the focus constraints
select the best match. Only the portion of the graph needed for this

step in the schema is reproduced in Figure 2.15.

After an arc (or path) has been selected by the focus constraints,
the post-actions on the arc are performed (the focus records are
updated and the proposition added to the message) and the proposition
is marked as wused in the relevant knowledge pool. The successors of
the destination-state are then found and the process repeated until the

schema is finally exited.
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FIGURE 2.15

Jump

sub r subr EXAMPLE/
DESCRIPTION/

successors (id/id):
outgoing arc = subr description/
jump id/ds

nil

tentative-subr-stack

1) traverse subr-arc to description/

tentative-subr-stack
((description/ id/id))
2) traverse fill-arcs (3 of them) to description/end
(carry state associated with each fill-arc initial
state (description/) to its destination-state (description/end))
tentative-subr-stack =
((description/end id/id)
(description/end id/id)
(description/end id/id)
(description/ id/id))
3) traverse jump-arc to id/ds (no stack actions)
4) traverse subr-arc to example/
tentative—~subr-stack =

((example/ id/ex)



(description/end id/id)
(description/end id/id)
(description/end id/id)
(description/ id/id))
5) traverse fill—afc to example/end (only one succeeds)
tentative-subr-stack =
((example/end id/ex)
(example/ id/ex)
(description/end id/id)
(Qescription/end id/id)
(description/end id/id)
(description/ id/id))
6) 5 matching predicates (as discussed in Section 2.7):
attributive
analogy
constituency (WATER VEHICLE)
constituency (SHIP)
evidence
7) focus constraints dictate that the evidence arc
is taken (destination-state = example/end)
subr-stack =
(id/ex)
tentative-subr-stack = nil

8) repeat for successors (example/end)

FIGURE 2.15 Traversing the Graph



DI SCOURSE STRUCTURE Page 82

2.9 Schema Recursion

As discussed in Section 2,2.1, the rhetorical predicates function
recursively; they describe the structure of text at all levels. For
exanple, a single sentence may be used to attribute information to an
entity or a l|longer. sequence of text may be used for the same purpose.
The analysis of texts was nade in order to discover just how predicates
are conbined to form a longer sequence of text having a specific
function. Thus, the resulting schemas describe conbinations of
predi cates which serve the function of a single predicate. For this
reason, each schema is associated with a single predicate and is given

its nane.

Schenma recursion is achieved by allowing each predicate in a
schema to expand to either a single proposition (e.g. a sentence) or
to a schema (e.g. a text sequence). The structure for a text
generated from this application of schemas will be a tree structure,
with a sub-tree occurring at each point where a predicate has been

expanded into a schema. Propositions occur at the leaves of the tree

Schemas, therefore, are simlar in concept to hierarchical plans.
Each predicate in the schema is a generation goal which can be achi eved
either by fulfilling a nunber of sub-goals (the predicate expands to a
schema) or producing a single utterance (the predicate expands to a

proposition).
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Figure 2.16 illustrates the use of schema recursion. The
identification schema 1is used in response to the question "What is a
hobie cat?". The first step the speaker takes is to identify the hobie
cat as a class of catamarans (l1). To do so, however, he also provides
a definition of a catamaran, assuming that his listener knows little
about sailing and simply identifying the hobie cat as a catamaran is
not adequate for him. The identification predicate expands to the
identification schema, where the speaker identifies the catamaran as a
sailboat (2) and provides an analogy between the two, which consists of
their similarities (3) and differences (4). Note that these two steps
are dictated by én analogy schema. After pointing out a catamaran to
the listener (4), he pops back to the original identification schema to
provide additional information about the hobie-cat (5) and finally,

cites two types of hobie-cats, the 16-ft. and the l4-ft. (6).



I D Schena I D Schena Anal ogy Schena

identification -> identification
anal ogy -> simlarities
di fferences
particular-illustration

attributive
particular-illustration

A hobie cat is a brand of catamaran, which is a kind of sail boat.
Catamarans have sails and a nast like other sailboats, but they have
two hulls instead of one- That thing over there is a catamaran. Hobie
cats have a canvas cockpit connecting the two pontoons and one or two
sails. The 16 ft. hobie cat has a main and a jib and the 14 ft.

hobi e cat has only a main.

FI GURE 2*16 Schenma Recursion

Full recursion, such as is illustrated in the above exanple, is
not currently inplemented in the TEXT system In order for the system
to be fully recursive, a schema nmust be witten for each rhetorical
predi cat e. R ght now, schemas for only four of the predicates (out of

a total of 10 predicates) are witten. (In the above exanple, the
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anal ogy schema shown is assuned to correspond to the conpare and
contrast schema, but this would require nore analysis to verify).
Witing the extra schemas would require further exam nation of text

sanpl es.

Anot her, perhaps nore interesting side to the recursive use of

schermas is the question of when recursion is necessary. Cearly, there

are situations where a sinple sentence is sufficient for fulfilling a
comuni cative goal, while in others, it may be necessary to provide a
nore detailed explanation. One test for recursion hinges on an
assessment of the user's know edge. In the above exanple, the speaker

provided a detailed identification of the hobie cat, because he assuned
that the listener knew very little about sailing* |In order to achieve
conprehensive treatnent for providing nore detailed information a full
user-nmodel would have to be devel oped to determ ne how much detail is

needed for each user at different tines.

Anot her test for recursion hinges on the anmount of infornation
avail able about a given concept in the know edge pool. No matter how
much detail a user needs to understand a concept, it cannot be supplied
if nothing nmore is known about the concept. On the other hand, if a
speaker knows a |ot about a concept he is discussing, he will probably
want to say it unless he's sure the listener already knows about it.
Nei t her user nodelling nor assessments of the amount of information

whi ch can be tal ked about have been inplenented in the TEXT system
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The machinery for actually performng the recursive push to an
associ ated schenma (i.e. entering a new schena and saving the states
associated with the old on a stack) is inplemented, so that once the
extra schemas are witten and sufficient tests for providing detailed

i nformation devel oped, full recursion would not be difficult-

There are situations where a full-blowm wuser nodel is not
necessary to determine that recursion is necessary. One such case has
been inmplenented in the TEXT system where recursion is wused in
answering a question about the difference between two very different
items. In this case, sinply asking the question signifies to the
system that the user has no idea what these tw itens are. Since the
nost appropriate information to include in the answer is about generic
classes (see Chapter 4.4), it is the only information provided in the
rel evant know edge pool. Therefore, double identification of the two
questioned objects is necessary (as was the case in identifying a hobie
cat). Wen a question is asked about two very different items, it
triggers the tagging of the super-ordinates of the questioned objects

as unknown to the user.

For exanple, in asking about the difference between a destroyer
and a bonb, the questioner indicates that he doesn't understand that
one is a vehicle and the other a destructive device, tw objects wth

totally different functions.* During schema filling, the presence of an

*Note that the system does not address itself to the question of why
the user thinks they are simlar, another possible way of answering the
questi on. '



unknown tag indicates that the user needs more detailed information and
a recursive push is performed. In (D) below the answer to the question
"What’s the difference between a destroyer and a bomb?" is shown. Two
pushes were taken, both from one identification predicate to the next
(proposition 1 to 2 and proposition 3 to 4), resulting in a double
identification. Note that since no information other than
identificational information is available in the relevant knowledge

pool, the early pop is taken.

EXAMPLE D

(differense DESTROYER BOMB)

Schema selected: cé&c-identification

proposition selected:

1) (identification DESTROYER SHIP (restrictive ((DRAFT)) (((DRAFT (15
222))))) (non-restrictive TRAVEL-MODE SURFACE))

focus: DESTROYER

proposition selected:

2) (identification SHIP VEHICLE (non-restrictive FUNCTION
TRANSPORTATION) )

focus: SHIP

proposition selected:

3) (identification BOMB FREE-FALLING (restrictive TARGET-LOCATION
SURFACE) (non-restrictive TRAVEL-MEANS GRAVITY-PULL))

focus: BOMB

proposition selected:



DI SCOURSE STRUCTURE Page 88

4) (identification FREE-FALLING DESTRUCTIVE-DEVICE (non-restrictive
FUNCTI ON LETHAL- KI LL))

focus: FREE- FALLI NG

proposition sel ected:

5) (inference DESTROYER BOMB very-different-entities)

focus: ( DESTROYER BQOWVB)

Message through dictionary. Entering tactical conponent

A destroyer is a surface ship with a DRAFT between 15 and 222. A

ship is a vehicle. A bonb is a free falling projectile that has a
surface target |ocation. A free falling projectile is a Ilethal
destructive device. The bonb and the destroyer, therefore, are very

different kinds of entities.

EXAMPLE D

2'10 The Conpare And Contrast Schena

The conpare and contrast schema, as inti mated above, is
significantly different in format fromthe other schemas. It dictates
a contrastive structure w thout specifying which predicates are to be
used. Use of predicates varies, depending upon what is being talked
about. To achieve this variation, while allowi ng the schena the sane
guiding role, the conpare and contrast schema makes use of one of the
three other schenas as part of the response depending on the senantic

informati on avail able about the two entities.



Since the type of information included in the relevant knowledge
pool for this kind of question was dependent on the conceptual
similarity* of the two entities, this classification is available for
deciding which schema to use. If the two entities are very close in
concept, the attributive schema 1is used since detailed information
about each of the entities is available in the knowledge pool. If the
entities are very different in concept, the identification schema 1is
used since the only information available in the knowledge pool is
hierarchical classification. For entities in between these two
classifications, the constituency schema 1is used since the class
difference in the hierarchy can be discussed as well as some of the

entities’ attributes.

The compare and contrast schema is shown in Figure 2.17 using the
ATN formalism. Note that the three other schemas are used for the
contrastive portion of the answer. The first step in the schema is to
identify the commonalities of the two entities. During this portion,
the two entities are treated as a set and the identification schema is
used to describe the set as an entity. This step is optional if no
commonalities exist, which is the case for entities which are very
different 1in concept. At this point, a test for conceptual similarity
determines the path followed and the schema used. The schema is called
twice (once for each entity) and thus, the contrast is set up over a

several sentence sequence which corresponds to a single application of

*For another approach to determining similarities, or drawing
analogies, see [WINSTON 79]. '



DISCOURSE STRUCTURE Page 90

the embedded schema. An exception to this is the constituency schema
vhich itself includes a description of the class difference and then
focuses on each of the two entities in turn. The schema concludes with
a2 direct comparison between the two entities via the inference

predicate.
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Jump
(no similarities)?

push identification

(similarities)?
set kpool = entity set facts

C&C/1ID

push identification
(very different)?

push attributive
(very close)?

set kpool = entityl facts

set kpool = entity2 facts

push push attributive
identification (next set member)?
(next set member)?

set kpool =

set kpool = next next entity facts

entity facts

jump

C&C/1D-
ATTR-CONST push
constituency

(class difference)?

fill inference

C&C/END pop

FIGURE 2.17 The Compare and Contrast Graph
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Usi ng other schemas within a single schena requires the recursive
machi nery. Such use 1is achieved by pushing to that schema. The
environnent of the conpare and contrast schema is saved and the
knowl edge pool reset for the sub-dialogue. In the case of a push to
the attributive and identification schema, the know edge pool is reset
to contain infornation about one of the entities for each push. \When
the sub-discourse is conmplete, a pop returns the process to the

original discourse environment.

2.11 Concl usi ons

Schenmas have been used in the text systemto nodel common patterns
of text structure. The schemas are |oose and enbody a nunber of
alternatives, thereby allowing for a good deal of structural variety in
text. Moreover, it was shown that schemas are not grammars of text;
many experienced and talented witers purposely break norms in order to
achieve a striking literary effect. Rat her, the schemas descri be

comon patterns of description.

Schenas are used in the TEXT system to guide the generation
process. They initiate the process of what to say next; their
decisions are nonitored by the focusing mechani smwhich selects between
alternatives. Since the schemas were shown to be recursive, describing
text structure at many levels, they are much like a hierarchical plan
for text. The schenas were inplenmented through the use of an ATN-like

mechani sm
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The schemas developed for the TEXT system encode structi
suitable for description of static information. Qher text types \
require different kinds of schemas and probably different kinds
predicates as well. Descriptions of processes involving cause
effect, reasoning involved in explanation, and narrative are
exanpl es of different text types which wll require additi<
exam nation of text to determ ne commonly used neans of description

expl anati on.



3.0 FOCUSING IN DISCOURSE

Focusing is a prevalent phenomenon in all types of naturally
occurring discourse. Everyone, consciously or unconsciously, centers
their attention on various concepts or objects throughout the process
of reading or writing, speaking or listening. In all these modalities,
the focusing phenomena occurs at many levels of discourse. For
example, we expect a book to concern itself with a single theme or
subject; chapters are given headings, indicating that the material
included within is related to the given heading; paragraphs are
organized around topics; and sentences are related in some way to
preceding and succeeding sentences. In conversation, comments such as
"Stick to the subject ...", "Going back to what you were saying before
"y, or '"Let’s change the subject ..." all indicate that people are
aware that the conversation centers on specific ideas and that there

are conventions for changing that focus of attention.

The use of focusing makes for ease of processing on the part of
participants in a conversation. When interpreting utterances,
knowledge that the discourse is about a particular topic eliminates
certain avenues of interpretation from consideration. Grosz [GROSZ 77]
discusses this in light of the interpretation of definite referring
expressions. She notes that although a word may have multiple
meanings, its use in an appropriate context will rarely bring to mind

any meaning but the relevant one. Focusing also facilitates the

94
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interpretation of anaphoric, and in particular, pronominal, reference
(see [SIDNER 79]). When the coherence provided by focusing is missing
from discourse, readers and hearers may have difficulty in determining

to what a pronoun refers.

When speaking or writing, the process of focusing coanstrains the
set of possibilities for what to say next. Having decided that he
wants to talk about the weather, for example, the speaker need not
consider what he could say about yesterday’s movie. When a speaker or
writer has not decided ahead of time on the specific themes he wants to
convey, he will experience difficulty in proceeding. Incoherent text

or conversation is often the result in such a situation.

Focusing also influences how something is said. Changing what is
focused on may involve marking the move for the hearer by using a
different syntactic form. Continuing discussion of the same topic may
require pronominalization. The use of marked syntactic structures can

highlight new information about a previously mentioned item.

This use of focusing is what makes a sequence of sentences a
whole. The fact that a sequence of sentences is about something, makes
that sequence connected, coherent, and in some sense, a unit.
Intuitively then,a text is a connected, cohereut sequence of sentences.
In order to generate texts, some account of the use of focusing must be

made.
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3.1 Conputational Theories And Uses O Focusing

Focusi ng has been used effectively as a conputational tool in the
interpretation of discourse by several researchers in artificia
intelligence. Although theories about the process of focusing were

devel oped specifically for use in the interpretation of discourse, sone

of the ideas developed are applicable to the generation of natura
| anguage. Some background on previous work in this area is presented

bef ore discussing the use of focusing in this research.

3.1.1 dobal Focus - Gosz [QROBZ 77] identified the role of focusing

in the interpretation of referring expressions in dialogue. In
particul ar, she was concerned with the distinction between two types of
focus: global and inmmediate. Imedi ate focus refers to how a
speaker's center of attention shifts or renmains constant over two
consecutive sentences. Both the ordering of sentence constitueﬁts and
the interpretation of sentence fragnments are affected by the immediate
focus. dobal focus, on the other hand, describes the affect of a
speaker's center of attention throughout a set of discourse utterances
on succeeding utterances. A speaker's global focus enconpasses a nore
general set of objects than his imrediate focus. |In her work, Gosz
concentrated on defining the representation and use of global focus.
Thus, Gosz left open the problem of defining and wusing inmmediate

f ocus.
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Grosz represented global focus by partitioning a subset of the
entire knowledge base containing those items in focus at a given time
in the discourse from the remaining knowledge base. Determining what
is focused on throughout discourse was part of the theory she
developed. She distinguished between items that were explicitly
focused on, as a result of having been mentioned and those that were
implicitly in focus by virtue of their association with mentioned
items. Knowing which items are focused makes further interpretation of
discourse easier. Considering only a subset of the knowledge base at a
given time 1limits the search for referents of definite noun phrases
occurring in the discourse and makes it more likely that the correct

referent will be found.

Grosz’s representation of focds is, in fact, slightly more
complicated than this. In the implementation of a focusing mechanism
Grosz termed the subset of the knowledge base that contains items in
focus a focus space. A focus space is "open" (i.e. =- its contents are
currently in focus) if items within it have been recently mentioned.
By not bringing items into the focus space wuntil mentioned the
efficiency of the search for referents is increased. Items are
"implicitly" in focus if they are related to items in an open focus
space, but have not yet been mentioned. Mention of one of these items
opens the implicit focus space. The old open focus space remains open
but is stacked. An open focus space is closed only when a pop to a
stacked open focus space occurs. In this case, conversation returns to

an earlier topic thereby closing recent discussion. The highly
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structured task domain, in which this work was done, was used to guide

changes in focus.

3.1.2 Immediate Focus -

Sidner [SIDNER 79] extended Grosz’s work with an extensive
analysis of immediate focus. She used focus for the disambiguation of
definite anaphora and thus, 1like Grosz, for aiding in the
interpretation of discourse. She was able to explain types of anaphora
which Grosz did not consider, particularly the use of pronouns. A

major result of her work was the specification of detailed algorithms

for maintaining and shifting immediate focus.

Tracking immediate focus involves maintaining three pieces of
information: the immediate focus of a sentence (represented by the

current focus), the elements of a sentence which are potential

candidates for a change in focus (represented by a potential focus

list), and past immediate foci (represented by a focus stack). Current
focus indicates that constituent of a sentence being focused on. The
potential focus list records constituents within the sentence that are
candidates for a shift in focus. The potential focus list is partially
ordered. The focus stack is updated every time a change in focus
occurs. When conversation shifts to a member of the previous potential
focus list, the old focus is stacked and the current focus becomes the
new focus. When conversation returns to an item previously discussed,

the stack is popped to yield that item.
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Because the concept of focusing is meaningful only in the context
of at least tw sentences, Sidner's algorithms specify rules for
mai nt ai ni ng and shifting focus fromone sentence to the next* Briefly,
she clainms that the speaker has four options:

1. continue talking about the sane thing
(current focus renains the sane)

2. switch to talk about an item just introduced
(current focus becones a nenber
of the previous potential focus list)

3. return to a topic of previous discussion
(current focus becones the popped nenber of the focus stack)

4. talk about an iteminplicitly related to the current focus

(general world know edge is needed to determine that such a
switch has been made)

These rules.are only part of an algorithm which is wused to
determine the referent of an anaphoric expression in the incom ng
sentence. Tracking the focus of the current sentence is part of the

process of determning the referent of an anaphoric expression

3.2 Focusing And Generation

In previous research in conputational |inguistics, the use of
focusing has been considered as a factor in the conprehension of
di scourse and in particular, definite anaphora in discourse. Thi s
research shows how it <can be used as a tool for the generation of
di scourse. The use of a focusing nechani sm provides constraints on the
possibilities for what can be said. dobal focus constrains the entire

knowl edge base, producing a subset containing itens which can be talked



about. Immediate focus further constrains the subset since after any
given utterance a smaller set of choices will be possible.

Furthermore, the use of focusing provides a computationally tractable

method of producing coherent and cohesive discourse. Use of a focusing
mechanism ensures discourse connectivity by ensuring that each

proposition* of the discourse is related through its focused argument

to the previous discourse.

The following sections describe how to make use of the focusing
mechanisms and guidelines developed by both Grosz and Sidner in the
generation process. Several problems arise in adapting this work to

generation. Since it considered interpretation, there was no need to

discriminate between members of the set of legal foci; when more than
one possibility for global or immediate focus e#isted after a given
sentence, the next incoming sentence would determine which of the
choices was taken. The kinds of choices that must be made in
generation, as well as the extensions which must be 1included in the
focusing mechanism to accomodate these decisions, are described in the

following sections.

3.2.1 Global Focus And Generation -

In the TEXT system, a relevant knowledge pool, which contains
information determined by the system to be relevant to the input

question, is constructed for each answer. It is equivalent to Grosz’s

*A proposition corresponds to a single sentence in the generated text.



concept of an open focus space. The relevant knowledge pool contains
those items which are in focus over the course of an answer. It
contains all that can be talked about further. Since it is a subset of

the entire knowledge base, it contains a limited amount of information.

I claim, that in generating discourse, one way that global focus
may shift is when a recursive push on a schema is taken (see Chapter
2.9). That is, when it is necessary to provide a more detailed
description of a particular concept (in identifying it, attributing
information to 1it, providing an analogy about it, etec.), it is
necessary to describe information related to the concept in question
and is therefore implicitly in focus. Such information is not part of"
the open focus space (it has not been mentioned previously), but it is
related to the information explicitly in focus. When the push is
taken, the focus shifts to this information and it remains in focus for
the duration of the new schema. Thus, a new open focus space has been
created. Note that the old focus space remains open; due to the
nature of recursive pushes on schemas, the text will continue where it
left off when the task of providing more detailed information (the
push) is completed. When the pop from the sub-schema occurs, the new
open focus space is closed and the old open focus space again becomes

the active one.

As an example, consider the problem (described in Chapter 2.9) of
defining a hobie cat to someone who knows nothing about sailing.
Remember that in identifying a hobie cat as a type of catamaran, it was

also necessary to define a catamaran for the listener. In this case,
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t he featufes of a catamaran are inplicitly in focus when tal king about
the hobie cat. Wien the push is made to identify the catamaran, the
features of the catamaran are focused. They remain in focus throughout
the definition of the catamaran (the hobie cat is not discussed now)
and when the discussion is finished, nention of the hobie cat brings
the old open space back into focus and closes the space containing

catanmaran features (see Figure 3.1).

It should be noted that this feature of shifting global focus is
not currently inplemented in the TEXT system although the design has
been worked out. Its i mpl enent ati on is dependent upon t he
i mpl ementation of full recursion (see Chapter 2, Section 2.9), thus

requiring the devel opnent of a user-nodel, a major research effort.
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A hobie cat is a brand of catamaran,

which is a kind of sailboate

Cat amarans have sails and a nast |ike other sail boa

but they have two hulls instead of one*

, That's a catamaran there.

» Hobie cats have a canvas cockpit connecting the tw
and one or two sails.

7. The 16 ft. hobie cat has a main and a jib and t

hobi e cat has only a main.

SO P ®NE

part—of 2%
& S mast
SAILBOAT . } part-of

N '\sails

I.——- —
ig=-a art—-of Bk
f hull

‘L’}'/ art—of
‘1‘2' anvas—hull

For sentence 1. Space 1-1 open
Space 2-1, 1-2, 1-3 inplicit

For sentence 2: Space 1-1 open but stacked,
Space 2-1 open
Space 2-2, 2-3 inplicit

For sentence 3: 'Space 1-1 open but stacked
Space 2-1, 2-2 open
Space 2-3 inplicit

For sentence 4: Space 1-1 open but stacked
Space 2-1, 2-2, 2-3 open

For sentence 5: same

For sentence 6: Space 1-1, 1-Z open and active
Space-2 cl osed

For sentence 7: Space 1-1, 1-2, 1-3 open
Space 2 cl osed

Figure 3.1 dobal Focus Shifts



3.2.2 Immediate Focus And Generation -

The previous sections and chapters have shown that the speaker is
limited in many ways to what he will say at any given point. He is
limited by the goal he is trying to achieve in his current speech act
which in the TEXT system is to answer the user’s current question. To
achieve that goal, he has limited his scope of attention to a set of
objects relevant to this goal, as represented By global focus or the
relevant knowledge pool. The speaker 1is also limited by  his
higher-level plan of how to achieve the goal (the schema). Within
these constraints, however, a speaker may still run into the problem of

deciding what to say next.

In the TEXT system an immediate focusing mechanism is wused to
select between these remaining options. It constrains the process of
filling the selected schema with propositions from the relevant
knowledge pool. Recall that the schemas describe normal patterns of
discourse structure and encode a number of alternatives. Hence, they
only partially constrain the choice of what to say. During the process
of schema filling, more than one proposition may match the next
predicate in the échema. This can occur either because 1) alternative
predicates appear in the schema and propositions in the relevant
knowledge pool match more than one alternative or 2) more than one
proposition matches a single predicate. The decision of which
proposition 1is most appropriate is made by the focusing mechanism. It
eliminates any propositions whose current focus does not meet the legal

restrictions specified by Sidner- That is, the focus of the next
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proposition must be either the same as the current focus of the last
proposition, a member of the potential focus 1list of the last

proposition, or a member of the focus stack.

The representation of immediate focus and guidelines for shifting
and maintaining focus used in the TEXT system follow Sidner. As each
proposition is added to an answer*, its focus (termed current focus)
and 1its potential focus list (a partially ordered list of items within
the proposition that are potential candidates for a shift in focus) are
recorded. A focus stack 1is maintained throughout the course of an
answer and it is updated every time the current focus changes. When
the current focus shifts to a member gf the potential focus list, the
old current focus is stacked. When the current focus shifts to a
member of the focus stack (conversation returns to a topic of previous

discussion) the focus stack is popped to return to a previous focus.

Although this information sufficed for interpretation, mechanisms
are needed for generation which can decide among focus alternatives.
In interpretation of discourse, this is not necessary because the
choice 1is dictated by the incoming sentence. For generation, however,
the speaker may have to decide between any of these valid foci at any
given point. Figure 3.2 shows the choices that a speaker may have to
make. The following sections describe how the TEXT system selects

between these alternatives.
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Choice := CF (new sentence)
VS
CF (new sentence) E PFL (last sentence)

CF (last sentence)

Choice := CF (new sentence)
VS e«
CF (new sentence) E focus-stack

CF (last sentence)

where CF = current focus; PFL = potential focus list

FIGURE 3.2 Choices between valid foci

3.2.3 Current Focus Versus Potential Focus List -

The choice between current focus and items on the potential focus
list corresponds to choosing between continuing to talk about the same
thing or starting to talk about something introduced in the last

sentence.

As an example, consider the following situation. Suppose I want
to tell you that John is a new graduate student. Suppose I also want
to tell you that new graduate students typically have a rough first
semester and I want to tell you a lot of other things about John: what
courses he’s taking, what he’s interested in, where he 1lives. If I
decide to tell you all the other things about John first, when I
finally get around to telling you about the first semester of new
graduate students, I will somehow have to re-introduce it into the
conversation, either by reminding you that John is a new graduate
student, by relating it to to rough times, etc. If, on the other hand,

I first told you that new graduate students typically have a rough
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first semester, I would have no trouble in continuing to tell you the
other facts about John. In fact, in continuing talking about John, I
will be returning to a topic of previous discussion, a legal focus
move. In other words, the current focus of the next sentence will be a
member of the focus stack. Note that discussing new graduate students
after an ensuing conversation about John is not a 1legal focus move,
since '"mew graduate students'" never became the focus of conversation,

but was only a potential focus list member.*

Thus, for reasons of efficiency, when one has the choiée of
remaining on the same topic or switching to one just introduced, I
claim the prefereﬂce is to switch. If the speaker has something to say
about an item just introduced and he does not present it next, he will
have to go to the trouble of reintroducing the topic at a later point.
In summary,

Choice := CF (next sentence) = CF (last sentence)
vS.
CF (next sentence) E PFL (last sentence)
Preference := CF (next sentence) E PFL (last sentence)
Reason := if preference is not taken, speaker will have

to re-introduce PFL-member (last sentence)
at a later point.

If this rule is followed, it will have the effect of producing

*In this example, I am ignoring the effect of discourse structure and
planning on the choice of what to say next. Clearly these phenomena
are intertwined; it is difficult to construct a situation where focus
of attention or discourse structure alone determines the resulting
discourse. '
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"topic clusters" within the discourse. In the imagined conversation
about John, one instantiation would produce the discourse shown below.

Two topic clusters are John as a new graduate student and the coutrses

John is taking.

John is a new graduate student.

~New graduate students typically have a rough first semester.
John 1is taking four courses: intro to programming, graphics,
analysis of algorithms, and hardware.
Graphics is the most interesting one.
John lives at graduate towers.

Several consecutive moves to potential focus list members are not
a problem. In fact, they occur frequently in written text. In the

following example, taken from "Pseudo-silk’ in Future Facts [ROSEN 76],

focus shifts in every case but one.

1. Finally in November 1973, two Japanese scientists, Seigo Oya
and Juzo Takahashi, announced that they had synthesized a
fiber which "very much resembles silk."

2. The base for their pseudo-silk is glutamic acid,

focus = their pseudo-silk (a fiber which "very much resembles
silk")

3. one of the 20 amino acids that make up all proteins
focus = one (glutamic acid)

4. and a chemical long used in the production of monosodium
glutamate,

focus = a chemical (glutamic acid)

5. the controversial seasoning found in many meals,
focus = the controversial seasoning (monosodium glutamate)

6. ranging from baby food to egg rolls.
focus = {gap> (meals)



If this rule were applied indefinitely, however, it would result
in a never-ending side-tracking onto different topics of conversations.

The di scourse would be disconcerting and perhaps incoherent« However,

TEXT is operating under an assunption that information is being
presented in order to achieve a particular goal (i.e. - answer a
question). Only a limted anount of information is wthin the

speaker's scope of attention because of its relevance to that goal

Hence only a limted amount of sidetracking can occur.

3.2.4 Current Focus Versus Focus Stack -

The choi ce between current focus and returning to an item on the
focus stack corresponds to the choice between continuing tal king about

the sane thing or returning to a topic* of previous discussion

Consi der an exfension of the discourse about John. Suppose | have
already told you that John is a new graduate student and that new
graduat e students have a rough first senmester (the first two sentences
of Figure 3,.3). Suppose that in addition to telling you the other
facts about John (about his courses and where he lives), | also want to
tell you that new graduate students are required to naintain a B or
above average or they will not be allowed to continue their studies (a
fact not nentioned in the last discourse). | have the choice of

telling you this immediately after sentence 2 of Figure 3.3 (in which

*Topic is used here loosely to refer to the subject or theme of a
di scourse. It does not refer to the linguistic notion of topic.
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case CF (new sentence) = CF (last sentence) = new graduate students) or
of telling you the other facts about John first (in which case CF (new

sentence) = focus-stack member = John).

If I should decide to tell you the other facts about John first, I
would not run into the same problem of re-introducing a topic since
"new graduate students" had been focused on. There 1is, however,
something odd about this choice. Here, the issue of global focus is
more important than that of local focus. Having switched the 1local
focus to '"mew graduate students'", I opened a new focus space for
discussion. If I switch back to John, I close that focus space (see
[GROSZ 77] for a detailed discussion of opening and closing focus
spaces), thereby implying that I have finished that topic of
conversation. I am implying, therefore, that I have nothing more to
say about the topic, when in fact, I do. The preference I claim in
this case, is to continue talking about the same thing rather than
returning to a topic of previous discussion. Having introduced a topic
(which may entail the introduction of other topics), one should say all

that needs to be said on that topic before returning to an earlier one.

Choice : CF (new sentence) = CF (last sentence)

VS .
CF (new sentence) E focus=-stack

Preference :== CF (new sentence) = CF (last sentence)

Reason :== to avoid false implication of a finished topic
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These two guidelines for changing and nmintaining focus during the
process of generating |anguage provide an ordering on the three basic

| egal focus noves that Sidner specifies;

1. change focus to menber of previous potential focus list if
possi bl e
CF (new sentence) E PFL (last sentence)

2. mintain focus if possible
CF (new sentence) = CF (last sentence)

3. return to topic of previous discussion
CF (new senten.ce) E focus-stack

| have not investigated the problem of incorporating focus nobves to
items inplicitly related to current foci, potential focus list menbers,
or previous foci into this schenme. This remains a topic for future

r esear ch.

3.2.5 Oher Choices -

Even the addition of constraints induced by imediate focusing
however, is not sufficient for ensuring a coherent discourse. Al though
a speaker may decide to focus on a specific entity, he my want to
convey information about several properties of the entity. The
gui del i nes devel oped so far proscribe no set of actions for this
situation. Rather than arbitrarily listing properties of the entity in
any order, | claimthat a speaker will group together in his discussion

properties that are in sone way related to each other.
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Thus strands of senantic Conhectivity will occur at nore than one
level of discourse. An exanple of this phenomenon is given in
di scourses (1) and (2) below. In both, the discourse is focusing on a

single entity (the balloon), but in (1), properties that nust be tal ked
about are presented randomy. In (2), a related set of properties
(color) is discussed before the next set (size). (2), as aresult, is

nmore connected than (1).

1. The balloon was red and white striped. Because this balloon
was designed to carry nmen, it had to be |arge. It had a
silver circle at the top to reflect heat. In fact, it was
| arger than any balloon John had ever seen.

2. The balloon was red and white striped. It had a silver circle
at the top to reflect heat. Because this balloon was designed
to carry nen, it had to be large. 1In fact, it was larger than

any balloon John had ever seen.

This type of phenomenon is very comon in literary texts.
Consider the following exanple, taken from the introduction to Wrking
[TERKEL 72].* Except for the Iést sentence, where the current focus
changes to "daily humliations", the focus renmai ns unchanged throughout

the paragraph (current focus =~ this book). An undercurrent of related

*Qther literary techniques, which | amignoring here, such as syntactic
parallelism also serve to make the text a cohesive unit. Again, it is
difficult to single out any one of these devices as the main mechani sm
for achi eving cohesiveness.
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themes occur from one sentence to the next. Violence, phys
violence, spiritual violence, and examples of violence are all rel.

properties of the book that are described.

"This book, being about work, is, by its very nature, about
violence = to the spirit as well as to the body. It is about
ulcers as well as accidents, about shouting matches as well as
kicking the dog around. It is, above all (or beneath all),
about daily humiliations. To survive the day 1is triumph
enough for the walking wounded among the great many of us."

(p. xiii)
[TERKEL 72]

This phenomenon manifests itself as links between the poten
focus 1lists of consecutive propositions in discourse. Consider

focus records for the first two sentences of the Working paragraph:

1. CF = this book
PFL = violence
{spirit; body}
being about work
is about

2. CF = this book
PFL = {ulcers; accidents
shouting matches; fist fights
nervous breakdowns; kicking the dog around}
is about
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In this exanple the first itemof the potential focus |list (PFL)
of sentence #2 (a list) provides instances of violence and is thus
related to the first itemin sentence #'s PFL. The elenents of the

list also exenplify the spiritual/physical dichotony of violence and

are thus related to the second item in sentence #'s PFL. Not e
furthermore that the PFL links are inplicit 1inks; ul cers and
accidents are sub-types of violence, spiritual and physical. Al t hough

the current focus of a sentence is often a definite reference
(pronominal or otherwise) to a previously nentioned item definite

reference across potential focus lists rarely occurs

These potential focus links result in a layering of foci that
corresponds to the speaker's global focus. Mre than one thing is
focused on at a tine (global focus) and one of themis distinguished as
i mredi ate focus. In the generation process, this phenonenon is
accounted for by further constraining the choice of what to talk about
next to the proposition with the greatest nunber of links to the
previous potential focus list. This constraint ensures that the text
will maintain the global focus of the speaker when possible. |If
application of the guidelines discussed above does not narrow down the
possibilities to a single proposition, |inks between potential focus
lists are examned to select the single proposition with the nost |inks
to the previous discourse (i.e. that proposition containing the
greatest nunber of links to elements already nentioned). The ordering
of focus nmaintaining and shifting rules when updated to include this

constrai nt becones:



1. shift focus to member of previous PFL
CF (new sentence) E PFL (last sentence)

2. maintain focus
CF (new sentence) = CF (last sentence)

3. return to topic of previous discussion
CF (new sentence) E focus-stack

4. select proposition with greatest number of implicit

links to previous potential focus list
PFL (new sentence) related-to PFL (last sentence)

3.2.6 A Focus Algorithm For Generation -

Before describing exactly how these guidelines for maintaining and
shifting focus are incorporated into an algorithm that can determine
what to say next, the assignment of focus and potential focus list to a
proposition must be discussed. In TEXT, the assignment of focus
involves a process of give and take between what the focus could be and
what the guidelines about focus maintenance claim as preference.
Initially, a default focus is assigned to a proposition. This focus
can be overridden, however, if another item within the proposition
allows for the application of one of the higher rules on the ordered

list of guidelines.

3.2.7 Selecting A Default Focus -

Selecting a default focus is a simple look-up procedure. A single
argument of each predicate is singled out as the one most likely to be

focused on. This information is stored in a table and the entry for

the given predicate accessed when needed. Use of a default focus



inplies that a predicating act has a narked and unnmarked syntax
associated with it, the unnmarked dictated by the default focus. This
does not seemunlikely. Consider the attributive predicate. In its
usual use, it attributes features to an entity or event. The unnarked
use assunes an entity has been focused on: the entity is being talked
about and sonme of its features are being described (see Sentence 1
bel ow). The opposite case, of associéting tal ked- about-features with a

different entity is less usual (see Sentence 2 bel ow).

1. The chinpanzee has fine control over finger use.

2. Fine control over finger use is also common to the chinpanzee.

3.2.8 Overriding The Default Focus -

The default focus of a proposition is overridden if taking a
different predicate argunent as focus will allow the application of a
nore preferable guideline for focus novenent. For exanple, if the
default focus of a proposition is the same as the current focus of the
last proposition, guideline #2 would apply (G (new sentence) = CF
(last sentence)). If, however, another predicate argunent of the
proposition is a nenber of the previous proposition's potential focus
list, that argunent is selected as the proposition's focus, since it
allows for the application of guideline #1 (CF (new sentence) E PFL
(last sentence)). The assignnent of focus to propositions is made when

a proposition is selected which ties' in nmost closely with the preceding
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discourse according to the focus constraint guidelines.

Although the default focus can be overridden, it is useful since
it provides some indication of the usual way of presenting information.
It is necessary for determining the focused argument of discourse
initial propositions where no information exists to override it. Since
it indicates the most 1likely case, it can result 1in savings in
processing time within each guideline application. 1f, for example,
one proposition of a set of\possible next propositions has an argument
that is a member of the previous potential focus list, it will be
selected by application of guideline #l. If that argument 1is the
proposition’s default focus, the proposition will be selected after the
default focus of each proposition is checked for membership in the
previous potential focus list (one test per proposition). If default
focus is not represented, the proposition will only be selected afte;
each argument of each proposition is checked for membership in the

previous potential focus list (many tests per proposition).

Moreover, if following a single guideline of the focus constraints
would allow more than one proposition argument to qualify for focus,
the default focus indicates which of these to use. If, for instance, a
proposition has several arguments which occur in the previous potential
focus list, the default focus is selected as the argument to be focused

one.



3.2.9 The Focus Algorithm -

The algorithm for using focus constraints in the selection
propositions is given below. This algorithm does not specify exac

how a schema is selected or filled and is, therefore, not a comp]

algorithm for the strategic component (see Chapter 2 for details

these processes).

I. Select schema

II. Initialization of focus records
GF (global focus) = argument of goal
(e.g. = for (definition AIRCRAFT-CARRIER),
GF = AIRCRAFT-CARRIER
for (differense OCEAN-ESCORT CRUISER),
GF = {OCEAN-ESCORT CRUISER} (the set)
CF (current focus) = GF
PFL (potential focus list) = nil

III. For each entry in schema:
1. Select all propositions in relevant knowledge
pool that match the predicate (see Chapter 2.6 for a
description of predicate semantics)

If schema allows for a choice of predicates, select
all possible propositions for each predicate

2. If options exist (i.e. — more than one proposition
matched)

Use immediate focus constraints:

A. Select proposition(s) with default-focus E PFL
Set proposition-focus = default-focus

B. If none exist, select proposition(s) with
other argument-entry E PFL
Set proposition-focus = other argument-entry

C. If none exist, select proposition(s) with
default-focus = CF
Set proposition-focus = CF

D. If none exist, select proposition(s) with
other argument-entry = CF

. Set proposition-focus = other argument entry

E. If none exist, select proposition(s) with

default-focus E focus-stack
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Set proposition-focus = default-focus
F. If none exist, select proposition(s) with
ot her argument-entry E focus-stack
Set proposition-focus = other argunent entry
G If none exist, set proposition-focus of each with
proposition = default-focus
3. If options exist (i.e. - nore than one proposition
remains after application of imrediate focus constraints)
Use potential focus list |inks
A. Select that proposition with greatest nunber
of links to PFL
4. Record predicate, proposition pair
A. Add to nessage
1. Add CF, PFL, focus-stack for |ast
proposition to nessage
2* Add new proposition to nessage
B. Update focus records
1. If proposition-focus E focus-stack
Pop focus-stack
CF = proposition-focus
2. |f proposition-focus ~= CF
Stack CF on focus-stack
CF = proposition-focus
3. Else no change to CF and focus-stack
4. Set PFL:
A. nenber #1 = default-theme*
of proposition if proposition-focus
~= defaul t-thene
El se = default-focus
B. last-nmenber = predicate
(corresponding to sentence verh)
C. O her PFL nmenbers = arbitrary
listing of other predicate argument
in proposition

Note that if no suitable focus for the next proposition is found (

2G), the proposition's default focus is used and the proposition a

*As is the case for focus, a table of proposition argunments
Pl . «"M* A « * L« 0i-lr™N/4 t-linmn (that 1 fan that IMft Itinftf |11tP.1v of



to the message. This type of conversational move is the equivalent of
a total shift in focus. Since the strategic component maintains a
focus record, the tactical component could use this information to
select an appropriate syntactic cue to signal this kind of abrupt

shift.

Note also that the potential focus list of each proposition is
only partially ordered. 1Its first member is the default theme and last
member, the predicate, or what will eventually be the verb of the

sentence. Other entries are set in arbitrary order.

The focus algorithm makes a breadth-first search of all possible
next propositionse. In other words, each possible proposition is
retrieved and then the focus constraints are applied. Another approach
would be a depth-first search of the possibilities, retrieving only
propositions that have an argument which meets the first focus
preference and if that fails, retrieving propositions which meet the
second focus preference, etc. To determine which propositions meet a
focus preference, however, it is necessary to retrieve all propositions
and examine their arguments, making the depth-first search a more

expensive alternative.

3.2.10 Use Of Focus Sets -

Sidner notes that a discourse need not always focus on a single
central concept. A speaker may decide to talk about several concepts

at once and yet, the resulting discourse is still coherent. She terms



this type of phenomenon "co-present foci". She gives the following

discourse as an example of the use of co-present foci:

1. I have 2 dogs.

2. The one is a poodle;

3. the other is a cocker spaniel.

4. The poodle has some weird habits.

5. He eats plastic flowers and likes to sleep in a paper bag.
6. It’s a real problem keeping him away from the flowers.

7. My cocker is pretty normal,

8. and he’s a good watchdog.

9. I like having them as pets.

In this discourse, a set of two elements is introduced as focus in
sentence #l. Each element of the set is specified in 2 and 3 by '"the
one .... the other" construction (Sidner, in fact, relies heavily on
this type of construction to identify the use of co-present foci). The

discourse then proceeds to focus on each element of the set in turn.

Sidner notes that the use of co-present foci in discourse 1is a
highly regulated phenomenon. For this reason, focusing on more than
one central concept does not result in an incoherent discourse. She

says:

"Co-present foci reflect a special kind of structure that
occurs 1in discourse. Several elements are introduced. When
continuing discussion of one of the elements extends the
discourse, the focus moves to that element. When that
discussion is complete, the focus cannot simply move onto any
other thing the speaker wants to mention. The discussion
should return to the other elements, and those elements
discussed. However, the discussion of one element for an
extended part of the discourse may involve introduction and
consideration of other elements. The real constraint in the
foregoing analysis is that discussion should eventually return
to the other elements via co-present foci. When it does not,
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the hearer is left to wonder why co-presence was used in the
first place."

[SIDNER 79], p. 195.

Al 't hough Sidner describes the restrictions on how co-present foc
can occur, she does not describe the reasons for its use or for the
focus noves to elenments of the focused set. Again, for interpretation
of discourse, the wuse of co-present foci is given by the inconing
di scourse, and there is no need to decide when its use is appropriate.
CGeneration of discourse, however, requires that these kind of decisions

be made.

Decisions to use co-present foci rest in part on the rhetorica
techniques wused in discourse and thus, the discourse structure (e.g
the decision to define an object in terns of its sub-classes) and in
part on the discourse goal (e.g. the decision to answer a question
about the difference between two objects). In the first case
definition of a concept in ternms of its sub-classes suggests the use of
the constituency schema, a particular structure for discourse. Use of
the constituency schema inplies focusing on the questioned object,
followed by the introduction of its sub-classes and extended discussion
of each of these in turn. In this case, the structure of the discourse
forces the use of co-present foci and the changes in focus to set

nmenbers.
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In the second case, the discourse purpose 1is to provide a
description of the differences between the two objects. Associated
with this discourse purpose are the rhetorical techniques encoded in
the compare and contrast schema. Although the exact structure dictated
by this schema varies depending on the type of information available in
the relevant knowledge pool (see Chapter 2.10), its basic outline is a
discussion of the similarities between the two objects, followed by a
discussion of their differences. Thus, the discourse will first center
on the two objects and their common attributes; focus will then switch
to the questioned objects in turn. Again, the structure of the

discourse forces the use of co-present foci and the changes in focus to

set members.

In the TEXT system, schemas control the introduction of focus sets
and changes in focus to their elements. Arc actions on the schemas
(see Chapter 2.8 for a discussion of the ATN nature of schemas) can
force selection of a set as focus and dictate moves to their elements.
The focus algorithm continues as usual, with the exception that it
allows decisions involving that focus set to override its own. Once
discussion involving the focus set 1is over, the focus algorithm

proceeds normally.
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3.3 Focus And Syntactic Structures

3.3.1 Linguistic Background -

Phenomena similar to what is called "immediate focus" have been
studied by a number of linguists. Terminology and definitions for
these vary widely; some of the names which have emerged include
topic/comment, presupposition and focus, theme/rheme, and given/new.
It should be noted that a major difference between these concepts and
focus, as discussed 1in this chapter, is that focusing describes an
active process on the part of speaker and listener. The item in focus
is that item on which the speaker is currently centering his attention.
These linguistic concepts describe a distinction between functional
roles elements play in a sentence. A brief description of each of

these linguistic concepts follows.

Topic/comment articulation is often wused to describe the
distinction between what the speaker is talking about (topic) and what
he has to say about that topic (comment). Definitions of topic/comment
for a sentence wusually do not depend upon previous context, although
some linguists (in particular, [SGALL et al. 73]) provide different
definitions of the distinction for sentences that contain a link to
previous discourse and for those that do not. Others who have
discussed topic/comment articulation include Lyons [LYONS 68] and

Reinhart [REINHART 81].



Presupposition has been used to describe the difference between
information which a sentence structure indicates is assunmed as true by
the speaker. Presupposition has a very precise definition for
formulations which consider neaning the equivalent of truth and has
been anal yzed by nmany (e.g. |[WElSCHEDEL 75], [KEENAN 71]). It refers

to all that nmust hold in order for a sentence to be true.

Focus labels information in the sentence which carries the inport
of the message. The focus of a sentence is usually determ ned by the
position where phonol ogi cal stress occurs (see [ CHOVBKY 717,

[ QU RK & GREENBAUM 73], [HALLIDAY 67]).

The gi ven/ new distinction distinguishes between information that
is assuned by the speaker to be derivable fromcontext (given) —where
context may mean either the preceding discourse or shared world
know edge — and information that cannot be (new). The given/new
distinction has been discussed by Halliday [HALLIDAY 67], Prince

[PRINCE 79], and Chafe [CHAFE 76] .

Theme/rheme is a distinction used in work by the Prague School of
linguists (see [FIRBAS 66], [FIRBAS 74]), They postulate that the
sentence is divided into a thene —el enments providiﬁg comon ground
for the conversants — and a rheme —elenments which function in
conveying the information to be inparted. In sentences containfng
elenments which are contextually dependent, the contextual |y dependent
el ements always function as theme. Thus, the Prague School version is

close to the given/new distinction with the exception that a sent ence
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always contains a theme, while it need not always contain given
information. Halliday also discusses theme/rheme, but he concludes
that they are dependent on sentence order; theme is always the first
syntactic constituent of a sentence and rheme 1is its remainder

[HALLIDAY 67].

These paragraphs, provide only a brief overview of these various
distinctions. Fuller discussions are provided in [PRINCE 79] and
[CHAFE 76] which also give overviews of the conflicting descriptions
and definitions of these concepts. What is important to this thesis is
that each of these concepts, at one time or another, has been
associated with the selection of various syntactic structures. For
example, it has been suggested that focus, new information, and rheme
usually occur towards the end of a sentence ([HALLIDAY 67],
[FIRBAS 74], [LYONS 68], [SGALL et. al. 73]). In order to place this
information in its proper position in the sentence, structures other
than the unmarked active sentence may be required (for example, the
passive). Structures such as 1it-extraposition, there-insertion,

topicalization, and left-dislocation* have been shown to function

in the introduction of new information into discourse

([SIDNER 79], [PRINCE 79]), often with the assumption that it will be

*Some examples of these constructions are:
l. It was Sam who left the door open. (it-extraposition)
2. There are 3 blocks on the table. (there-insertion)
3. Sam, I like him. (left-dislocation)
4, Sam I like. (topicalization)






talked about for a period of time. Pronominalization 1is another
linguistic device associated with these distinctions (see

[AKMAJIAN 73], [SIDNER 79]).

3.3.2 Passing Focus Information To The Tactical Component -

Since focus information has been used to constrain the selection
of propositions, a record containing each proposition’s focus and its
potential focus list is available for the tactical component to wuse
when determining the specific syntactic structures and linguistic
devices that should be used in the answer. The tactical component can
examine this information to determine how a proposition is related to
previous discourse: whether the focus has shifted to a new topic,
whether a return to a previous topic was made, or whether, in extreme
cases, a total shift in topic has been made and the proposition is
totally unrelated to what came before. Some of the uses that can be
made of this information and the linguistic effects that can be

achieved are described in this section.

Pronominalization is a linguistic device that has long been linked
with concepts such as focus of attention ([SIDNER 79], [AKMAJIAN 73],
[MCDONALD 80]). Sidner uses its presence to aid in determining focus.
If an entity remains in focus over a sequence of sentences, references
to it can be pronominalized.* The following two sentences illustrate

this:

John was late coming home.
He got caught in a traffic jam.’



In the TEXT system, focus information is used in some limited
situations to test whether.pronominalization can be used. An example
of an answer where pronominalization was selected is shown in a)
below. In the first sentence of the answer, the ship‘is being focused
on and reference to it in the following sentence can therefore be
pronominalized. Note that definite reference such as "the ship" would
also be appropriate, but in the TEXT system, pronominalization is

selected wherever it is determined possible.

A) (definition SHIP)

A ship is a water-going vehicle that travels on the surface. Its
surface-going capabilities are provided by the DB attributes
DISPLACEMENT and DRAFT. Other DB attributes of the ship include
MAXIMUM SPEED, PROPULSION, FUEL (FUEL_CAPACITY and FUEL TYPE),
DIMENSIONS, SPEED DEPENDENT RANGE and OFFICIAL NAME. The DOWNES, for
example, has MAXIMUM SPEED of 29, PROPULSION of STMTURGRD, FUEL of 810
(FUEL_CAPACITY) and BNKR (FUEL TYPE), DIMENSIONS of 25 (DRAFT), 46
(BEAM), and 438  (LENGTH) and SPEED DEPENDENT RANGE of 4200
(ECONOMIC_RANGE) and 2200 (ENDURANCE RANGE). -

Focus information has ‘also been shown to affect the wuse of
different syntactic structures, as discussed in Section 2.3.1.
Depending upon which constituent of the sentence is 1in focus, the
passive construction might be selected over the active coastruction.

There~insertion and it-extraposition can be used to introduce items as

the focus of continued discussion.

*McDonald shows that some additional tests for pronominalization must
be made before a pronoun can be used. See [MCDONALD 80] for a
discussion of subsequent reference.
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These constructions provide a mechanism for reordering t he
constituents of a sentence based on thematic information. The passi ve
construction is used when the |ogical subject of the sentence is not in
focus. Passivizing the sentence noves the focused constituent (Ilogica
object or beneficiary) to the surface subject position, thus allow ng
the focused information to appear as sentential subject. Passivization
doeslnot apply when the logical subject of the sentence is focused.
Sentences with verb "be" cannot be passivized. In such cases,
there-insertion must be used to achieve thenmatic reordering of

constituents.

Currently in the TEXT -system focus information is wused to
discrininate between wuse of the passive and active construction
Relations in the ONR database are:binary and can be described from the
point of view of either entity. In the ONR database, weapons are
associ ated through the relation "carry" with different vehicles. When
answering a question about mssiles, a weapon, the passive construction
~is used to describe the relation that holds between the nissile and
various vehicles, since the mssile is in focus. Wen answering a
question about the ECHO II, a type of subnari ne, t he active
construction is used in order to attribute information to the "ECHO |I"

and not to the weapons. These exanples are shown in (B) and (C) bel ow.
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B) (differense MISSILE TORPEDOE)

The torpedo and the missile are self-propelled guided projectiles.

The guided projectile’s propulsion capabilities are provided by the DB
attributes under SPEEQ_INDICES (for example, MAXIMUM_SPEED) and

FUSE_TYPE. The guided projectile has DB attributes
TIME ° _TO _TARGET _ UNITS, HORZ_ _UNITS and NAME. The missile has a target
location in the air or on the earth’s surface. The missile’s target
location is indicated by the DB attribute DESCRIPTION and its flight
capabilities are provided by the DB attribute ALTITUDE. Other DB
attributes of the missile include PROBABILITY OF KILL, SPEED, ALTITUDE,

LETHAL RADIUS UNITS and TIME TO TARGET 1 UNITS. Missiles are carrled
by Water—going vehicles and aircraft. The | torpedo has an underwater
target location. Its wunderwater capabilities are provided by the DB
attributes under DEPTH (for example, MAXIMUM OPERATING DEPTH). Other
DB  attributes of the torpedo include ?USE_IYPE;— MAXIMUM DEPTH,
ACCURACY UNITS, HORZ_RANGE__UNITS, and TIME TO TARGET _UNITS.
Torpedoeg— are carried by water—going vehicles. The torpedo and the
missile, therefore, have the same travel means, although they have
different target locations, reflected in the database by the torpedo’s
attribute DEPTH and the missile’s attributes ALTITUDE and DESCRIPTION.

C) (information ECHO-II-SUBMARINE)

Echo IIs have a PROPULSION_?YPE of NUCL and a FLAG of RDRD. All

echo IIs in the ONR database have REMARKS of 0, FUEL TYPE of NUCL, IRCS
of 0, MAXIMUM OPERATING DEPTH of 700 and NORMAL OPERATING DEPTH of 100.
There are no sub-classes of echo II in the ONR database. Echo IIs
carry 16 torpedoes, between 16 and 99 missiles and O guns. A submarine

is classified as an echo LI if its CLASS is ECHO II.

The use of there-insertion by the TEXT system is shown below in
(D) in the answer generated to the question 'What 1is a guided
projectile?". Although the construction 1is associated with the
constituency predicate in the constituency schema (i.e. a decision to
use this construction is not based on a test of focus information), the
constituency schema 1is wused to introduce a set as the focus and then
forces a shift in focus to each of the set members. Use of

there-insertion in this situation is one way to introduce the set of



sub-cl asses as focus into the discourse.

D) (definition GU DED)

A guided projectile is a projectile that is self-propelled. There
are 12 types of guided projectiles _iri the ONR database: torpedoes and
mMssiTes. The nmissile has a target location in the air or on the
earth's surface. The torpedo has an underwater target |ocation. The
mssile's target location is indicated by the DB attribute DESCRI PTION
and the mssile's flight capabilities are provided by the DB attribute
ALTI TUDE. The torpedo's underwater capabilities are provided by the DB
attributes wunder DEPTH (for exanple, MAXI MUM OPERATI NGJDEPTH)e The
gui ded projectile has DB attributes TIMEJTQITARGET __UNITS,
HORZ_RANGE___UNITS and NAME.

Several other linguistic effects, which were not inplenented in
the TEXT system can be achieved through the use of focus information.
In an exam nation of texts and transcripts (see Chapter 2 for a
di scussion of this analysis), | found that parallel sentence structure
was often used when focus renained the same fromone sentence to the
next . Parallel structure can be used to increase the cohesiveness of
the text through syntactic devices when the senmantic cohesiveness is
not as rich. The first paragraph of the Introduction to Wrking
[TERKEL 72] illustrates the use of ©parallel sentence structure for
consecutive sentences wth the sane focus (also see [HOBBS 78] on

parall el structure):

"This book ... is about violence - to the spirit as well as
to the body. It is about ulcers, as well as accidents, ..."

When focus shifts in a proposition to an item just introduced into
conversation in the last proposition, subordinate sentence structure
can be used to conbine the two propositions into a single conplex

sent ence. A sample wuse of subordinate sentence structure for this



purpose is shown below. In the main sentence, 'the happy few" are
introduced as focus wusing there-insertion. In the subordinate

sentence, focus is shifted to elements of the happy few (the Indiana

stonemason and the Chicago piano tuner).

"There are, of course, the happy few who find a savor in their

daily job: the Indiana stonemason, who looks upon his work

and sees that it is good; the Chicago piano tuner, who seeks

and finds the sound that delights; ..."

Focus information can also signal the use of textual counnectives
or semantic markers. When there are no referential links from one
sentence to the next (i.e. a proposition was selected which did not
meet the legal criteria specified by Sidner), a textual connective can
be used to provide the needed link from one sentence to the next.
Reinhart [REINHART 81] discusses this phenomenon and cites an example

from Barth [BARTH 79], which is reproduced below. The - only linking

device between the clauses is the semantic marker at the same moment.

Without it, the two clauses would be semantiéally unrelated.

"... when I reentered my office the clock in the tower of the

Municipal Building was just striking two, and as if by a
prearranged signal, at the same moment the raucous voice of a
steam calliope came whistling in off the river ..."

3.4 Extensions

In the TEXT system, tests for pronominalization and syntactic
constructions are made in the dictionary. In the dictionary,

predicates are mapped into verbs and. their arguments into the sentence



constituents; the output is an underlying syntactic structure for the
sentence. If a test on the focus information indicates that a sentence
should be passivized, the attribute-value pair "voice == passive" is
added to the underlying structure (see Section 4.6 for a description of
the grammar and underlying structure representation). In the
dictionary, tokens in the message are replaced by their associated
English words. During this. replacement stage, a check for
pronominalization is made and if the test is satisfied, a pronoun is

used.

Eventually these tests will be incorporated into the grammar,
where they belong. The functional grammar used in the TEXT system was
selected because of the ability to encode tests on concepts such as
focus or topic/comment directly into the grammar. Steven Bossie will
be working for his master’s thesis on incorporating the tests which are
currently implemented as part of the dictionary plus some additional

more sophisticated tests on focus into the grammar. ~

3.5 Conclusions

In the TEXT system, foéus of attention has been used to constrain
the choice of what to say next. The choices are constrained in two
ways: 1) by global focus and 2) by immediate focus. When deciding
what to say next, the system need only consider information that is
relevant to the question currently being asked, as opposed to all
information in the knowledge base. This information is contained in

the "relevant knowledge pool". After every generated utterance, the
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system is further linted by a set of imediate focus constraints to

what it can say next.

The specification of |egal focus noves extends work on inmmediate
focus for interpretation [Sidner 79] to the generation process. In
particular, guidelines for ordered application of these noves were
devel oped for those situations where the constraints did not narrow
down the set of choices to a single possibility. The use of focusing
was also extended to allow for strands of semantic connectivity to
occur at more than one level of the discourse. Using global and
i medi ate focus proves to provide a conputationally tractable approach
to the problem of deciding what to say next. Furthernore, it

guarantees the production of a senmantically cohesive text.

Since focus information was used in producing the text nessage, it
is available for the tactical conponent to use in naking decisions
about relatively sophisticated linguistic devices. |In the TEXT system
tests for pronorainalization and varying syntactic structures (active,
passive, and there-insertion) on the basis of focus information have
been inplemented. Qher linguistic devices, such as parallel sentence
structure, subordinate sentence structure, and semantic markers were
shown to be related to focusing, but were not actually inplenented in

the TEXT tactical conponent.



4.0 TEXT SYSTEM IMPLEMENTATION

The TEXT system was implemented in CMU lisp (an extension of Franz
Lisp) on a VAX 11/780. A portion of an Office of Naval Research (ONR)
database was used to test the system. The ONR database portion used
for TEXT contains information about VEHICLES and DESTRUCTIVE DEVICES.
The ONR database was selected for TEXT in part Dbecause of its
availability (it had been in use previously in a research project
jointly with the Wharton School of the University of Pennsylvania) and
in part because of its complex structure. Even using only a portion of
the database provided a domain complex enough that users may be
confused about its organization. The set of objects the portion
contained was large enough and the information associated with them

varied enough to allow for an interesting domain.

As discussed in Chapter 1, TEXT accepts three kinds of questions

as input. These are:

1. What is a <ed>?
2. What do you know about <e>?
3. What is the difference between <el> and <e2>?

where <e>, <el>, and <e2> represent any entity in the database. Since
the TEXT system does not include a facility for interpreting English
questions, the wuser must phrase his questions in the functional

notation shown below which corresponds to the three classes of

135
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questions.
1. (definition <e>))

2. (information <e>)
3. (differense <el)> <e2d)*

Note that the system only handles questions about objects in the
database. Although the system can include information about relations
when relevant to a question about a particular object, it can not
answer questions about relations themselves. The decision not to
include relations was made in part out of an effort to reasonably limit
the size of the implementation, in part because of the impoverished use
of relations in the ONR database, and in part because the database is -

static and not dynamic.

Four schema types were developed and used for the TEXT generation
system. Each schema was formulated on the basis of an analysis of
naturally occurring expository texte. As mentioned earlier, this
analysis revealed that certain patterns of usage of communicative

techniques were found to recur frequently across a variety of texts.

4.1 Resources Used

The TEXT system source code occupies a total of 1176 K of memory

with the following breakdown:



1. Know edge base and accessing functions (not including database
and database interface functions): 442K

2. Strategic conponent: 573K

3. Tactical component: 145K

The system including the know edge base, was loaded in entirety
into nenory for use of the TEXT system Only the database remains on
di sk. No space problens were encountered during inplementation wth
one exception: the particular Lisp inplenentation avail able does not
allow for resetting the size of the recursive nane stack. This rmeant
that certain functions which were originally witten recursively had to
be rewitten iteratively since the name stack was not large enough to

handl e them

Processi ng speed is another question altogether. Currently the

response tine of the TEXT system is far from being acceptable for

practical use. The bulk of the processing tinme, however, is used by
the tactical conponent. Since it was not the focal point of this
di ssertation, no najor effort was made to speed up this conponent. To

answer a typical question posed to the TEXT system the strategic
component (including dictionary interface) uses 3290 CPU seconds, an
elapsed tine of approximately one and a half mnutes, while the
tactical conponent uses 43845 CPU seconds, an elapsed tine of
approximately 20 minutes. Tines vary for different questions. These
statistics were obtained when using the systemin a shared environnent.
An inprovenment in speed could be achieved by using a dedicated system

It should be noted, furthernore, that the strategic conponent is not



compiled, while the tactical component is. Thus, a further speed—up of
the strategic component could be achieved through compilation. This

length of response time is clearly unacceptable for practical use. The

tactical component was designed as a non-deterministic, recursive
process and this accounts for its slow speed. A sufficient investment
of time 1in implementation effort, however, could result in a

considerable savings in speed.

4.2 System Components

The remainder of this chapter describes the implementation methods
used for the TEXT system components in some detail. Since the
knowledge representation is the limiting semantic factor on the
remainder of the system, its contents and structure are described in

detail (Section 4.3) before setting out the processing components.

The strategic component consists of processes that handle the
construction of the relevant knowledge pool, selection of an
appropriate schema for the answer, £filling of the schema with
propositions from the relevant knowledge pool, and monitoring of schema
filling through the use of focus constraints. On receiving a question,
the TEXT system selects a set of possible schemas to use for the
answer. Semantic processes then construct the relevant knowledge pool
on the basis of the input question. Section 4.4 describes how relevant
knowledge is selected. A characterization of the information available
in this pool is used to select a single schema from this set and

predicate semantics are then used to select propositions from the
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rel evant know edge pool which match the predicates in the schema. This
process was described in detail in Chapter 2 and is, therefore, not
di scussed further here. The focusing mechani smmonitors the matching
processe \Were there are alternative predicates in the schema or where
a predicate nmatches nore than one proposition in the know edge pool,
the focusing nechani sm selects the nost appropriate proposition for the

answer . Impl enentation of the focus constrains was presented in

Chapter 3.

The output of the strategic conponent is passed to a dictionary
interface between the strategic and tactical component. The dictionary
transl ates each proposition in the nessage into a deep structure
representation of the sentence to be generated. This involves
translating the predicate into the sentence verb and mapping the

instantiated predicate argunents into the case roles of the verb. This

process entails the selection of lexical itenms for the instantiated
argunents. A detailed discussion of this process is provided in
Section 4.5.

Dictionary output is fed to the tactical component, which wuses a
functional grammar to translate the nessage into English. Section 4.6

describes the inplenentation of this conponent in the system

Exanpl es of TEXT system out put are provided in Appendix B. The
chapter concludes wth a discussion of the practical aspects of the
system and what could be done to inprove those aspects. A diagram of

the TEXT generation systemis shown in Figure 4.2.1.
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4.3 Knowledge Representation

Answering questions about the structure of the database requires
access to a high 1level description of the classes of objects in the
database and the relationships between the classes. Despite the fact
that knowledge representation is not the focal point of this
dissertation, it is, nonetheless, an important aspect of a generation
system. The information that is, and can be, represented in the
knowledge base limits the overall expressive power of the generation
system. Unless the generation system includes a powerful inferencing
mechanism, information that is not contained in the knowledge base
cannot be expressed. It was necessary, therefore, to either use or

develop some type of representation which is suitable for answering

questions about the database structure.

Since this research is not in knowledge representation, a decision
was made to do very little development of new representation features.
Instead, features used in data models of previous natural language
database systems were selected for use in the TEXT system knowledge
base. By restricting the representation to include features found in
other database models, questions about how useful such a representation
is for generation can be answered. However, because of the need to
describe the data from a view point compatible with a naive user’s (as

well as describing the system’s view), an additional information-type

was developed for the TEXT knowledge base.
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The data-types used in the TEXT knowledge base include entities,
attributes, and relationships [CHEN 76]. A generalization hierarchy on
entities ([SMITH & SMITH 77], [LEE & GERRITSEN 78]) was developed and
characteristic features of each sub-type in the hierarchy were
represented, indicating the basis for the splits in the hierarchy. A
topic hierarchy on attributes [SCHUBERT et. al. 79] was also developed.
Sub-types of entities which exist as physical records in the database
were generated automatically and added to the generalization hierarchy
before the knowledge base was used in order to avoid extensive
inferencing [MCCOY 82]. Each of these features is discussed in detail

in the following sections.

4.3.1 Basis -

The knowledge representation used in the TEXT system is based on
the Chen entity-relationship model [CHEN 76]. This model consists of
entities, relations between entities, and attributes of entities. An
entity represents a class of instances in the database (each instance
is composed of a list of §a1ues). In other words, an entity is an
object-type occurring in the database. In this work, a class of
objects in the database is termed an entity and an object in the

database an instance.



Each entity has a set of attributes associated with it. An
attribute is a function (given a name) from an entity into a value set.
Restrictions on that value set are noted. The attribute LENGTH, for
example, may map from the entity SHIP into the set of non-negative
integers less than 1000. An instance is actually a tuple of values
corresponding to the attributes associated with the entity. Each
entity has a primary key which is one or more attributes whose value
uniquely identifies an instance in the database.

Definition 4.3.1:

Entity: A class of instances in the database with common
database attributes and relations.

Definition 4.3.2

Attribute: A function from an entity into a restricted value
set.

Definition 4.3.3
Primary key: One or more attributes whose value uniquely

identifies an instance of an entity in the database.

Relations occur between two or more entities. In the database
used for the TEXT system, only. binary relations occurred. The
cardinality of the relation (whether it is one-to-one, one-to-many,
many-to-one, or many-to-many) is indicated as well as the roles the
entities play in the relation. This information is particularly useful
for relations between more than two entities. Although the particular
database used only allows for binary relations, a change in database
would not require a change in knowledge representation formalism.
Relations also may have attributes associated with them. The SHIP, for

example, CARRIES GUIDED PROJECTILES. The attribute QUANTITY indicaﬁes
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how many GUIDED PROJECTILES the SHIP carries. The CARRY relation is
one~to-many, from SHIPs to GUIDED PROJECTILEs; the SHIP is the carrier
and the GUIDED PROJECTILE is the possessed weapon.

Definition 4.3.4

Relation: A named tuple of entities with the following
features:

1. A named role is assigned to each entity in the tuple.

2. A cardinality (either one or many) 1is assigned to each
entity in the tuple. Cardinality specifies the number of
instances of an entity which may participate in the given
relation.

3. The tuple possesses attributes.

A simple example of the Chen entity-relationship model is shown in
Figure 4.3.1. A circle represents an entity and a diamond represeﬁts a
relation. Lines from relations to entities are labeled by the role the
entity plays and its cardinality in the relation. Attributes are
illustrated by labeled arrows into value sets (hatched circles). In
the example, two entities, SHIP and the AIRCRAFT, are shown to be
related through the CARRY relation. The SHIP is the carrier and the
AIRCRAFT is the carried object. A single SHIP may carry more than one
ATIRCRAFT. A SHIP is shown to have four attributes: OFFICIAL NAME,
MAXIMUM SPEED, DISPLACEMENT, and LENGTH; and AIRCRAFT has three:
NAME, ALTITUDE, and FUEL TYPE (Both entities actually have more
attributes in the ONR database. These were not shown for reasons of

clarity.).
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FIGURE 4.3.1 The Entity-Relationship Mde

Not e that.the Chen entity-relationship nodel portrays a limted
view of the data and does not contain a rich enough description for the
type of generation required here. For exanmple, ships can only be
described in terns of types of values contained in the database,
al t hough other features of the ship may be inmportant in describing it

to a user.
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4.3.2 Use O Generalization -

Features that have been used in a nunber of database nodels for
natural |anguage database systens, but are not present in the Chen
entity-relationship nodel, were also adopted for wuse in the TEXT
system e of t hese is t he concept of generalization
[SMTH and SMTH 77], a technique in nodeling also used in senmantic
networks [HENDRI X 79]. |In the TEXT system a generalization hi erarchy
[LEE & GERRITSEN 78] on entities is used. A superordinate of a set of
entities is forned if they have common features and can be grouped
together as a class. |In the O\R database, for exanple, the SHP and
t he SUBVMARINE are generalized to WATER-VEH CLE and AIRCRAFT is
general i zed as AIR-VEHI CLE. Both the WATER-VEHI CLE and the Al R VEH CLE
are generalized as VEH CLE. Part of the generalization hierarchy used

in the TEXT systemis shown in Figure 4.3.2.

The generalization hierarchy extends in depth to include sub-types
of records in the physical database. For exanple, sub-types of the
entity SHIP, for which a record exists in the database, include the
Al RCRAFT- CARRI ER, FRI GATE, DESTROYER, and CRU SER, anong others. Sone
of the sub-types of the SHIP are shown in Fi gUre 4.3. 3. This portion
of the hierarchy (along with the sub-types of the other |eaves of the
hi erarchy shown in Figure 4.3.2) was generated automatically by a
system called ENHANCE, which was devel oped by Kathleen F. MCoy (see

[MQOOY 82] for a description of how this was done).
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FIGURE 4.3.2 The Generalization Hierarchy

Entities for which records exist in the physical database are the
only kind of entities used in Chen’s representation. In this work,

these types of entities are termed database entity classes. Use of a

generalization hierarchy broadens the range of meaning of the term
entity. It can refer to a generalization of a database entity class, a
détabase entity class, or a sub-type of a database entity class. This
distinction between the kinds of entities is especially important when

representing the distinguishing characteristics of the sub-types of any



entity (see Section 4.3.3 and 4.3.4.2). In order to talk about
distinction without confusion, the following definitions are adopte
Definition 4.3.5

Database entity class: An entity for which a record exists in
the physical database.

Definition 4.3.6
Database entity subset: A sub-type of a database entity
class.

Definition 4.3.7
Database entity generalization: A generalization of a
database entity class.

Definition 4.3.8

Entity (redefined): Any node in the generalization hierarchy.

This includes database entity classes, database entity

subsets, and database entity generalizations.

Figure 4.3.3 shows that mutual exclusion on database en
subsets 1is also part of the genmeralization hierarchy. In fact, mu
exclusion is used throughout the generalization hierarchy. Mu
exclusion is used 1in a variety of knowledge representations (e.g
[SMITH and SMITH 77], [BRACHMAN 79]). A set of sub-types is mutu
exclusive only if no member of any sub-type is also a member of ano
sub~type. If an entity has two sets of mutually exclusive sub-ty
then an instance occurring in a sub-type of one set may also occur
sub-type of the other set. For example, a DESTROYER (a member of
mutually exclusive set) may also be a US SHIP (a member of ano
mutually exclusive set), but a DESTROYER cannot also be a FRIG

Mutual exclusion is represented graphically by drawing an arc ac

the sub-type links of an entity.
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Definition 4.3.9
Mut ual exclusion: A set of sub-types is mutually exclusive if

and only if no nenber of any sub-type is also a nenber of
anot her sub-type.

4.3.2.1 The Topic H erarchy -

A hierarchy is also used on the database attributes in the TEXT

system Although this is not a feature comon to nany dat abase nodel s,

it has been discussed and used in the A literature (e.g. -~ -
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[ SCHUBERT et. al. 79], [BRACHVAN 79]). In order to refer to e
hi erarchy without confusion, the hierarchy on attributes is terned

topic hierarchy, while the hierarchy on entities is termed

generalization hierarchy. The topic hierarchy in the TEXT sys
proved to be especially rich and extrenely wuseful in describ
comonal i ties between entities. A&tributes such as  MAXI MUM_SPEED
M Nl MUM SPEED were generalized to EXTREMEJSPEED, ENDURANCE SPEED
ECONOM CJSPEED gener al i zed fo REGULATEDJ3PEED, and EXTREMEJSPEED
REGULATED_SPEED general i zed to SPEED INDICES. The topic hierarchy u

for the TEXT systemis shown in Figure 4.3.4.
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Both the generalization and the topic hierarchy allow for a more
compact, as well as more abstract, representation of the data. In
other words, both hierarchies allow for economies in the logical
description of data as well as its physical storage. Use of the
generalization hierarchy means that if both the SHIP and SUBMARINE have
the attributes FUEL_TYPE and FUEL_CAPACITY, the attributes need not be
duplicated for each entity but can be stored as attributes of their
superofdinate in the generalization hierarchy, WATER-VEHICLE (note that
this would not be the case if there existed a third type of
WATER-VEHICLE in the ONR database which did not have the attributes
FUEL_TYPE and FUEL CAPACITY). Furthérmore, if an entity has the three
attributes FUEL TYPE, FUEL CAPACITY, and REFUEL CAPABILITY, all three
attributes need not be associated with the entity. Instead, the
superordinate of the three attributes, FUEL INDICES, in the topic
hierarchy can be attached to the entity. An example of the economy and
abstraction gained by the combined use of these two hierarchies is
shown in Figures 4.3.5 and 4.3.6. A sub-tree of GUIDED PROJECTILES is
shown as well as the representation that would have to be used if the

system did not include either of the two hierarchies.
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Creating a generalization hierarchy and topic hierarchy for a new
domain 1is not a process that can be easily systematized. The best
instructions that can be given for this process are to 1look for
commonalities across entities to find an inclusive superordinate for
some subset of the entities. Examination of hierarchies used in other
systems to get some 1ideas of possible breakdowns is also helpful.
Creating an acceptable hierarchy is a subjective process; there is no

single "correct'" hierarchy for a set of objects.

McCoy [MCCOY 82] has done some work on simplifying the process of
generating the generalization hierarchy by developing a system that
will automatically generate sets of sub-types for database entity
classes. Transferring her system to a new domain requires
specification by the designer of a set of domain-specific axioms which
her system uses to form sets of sub-types, termed breakdowns, and to
determine distinguishing characteristics of each sub-type (discussed
below). The domain-specific axioms can be as simple (e.g. =- a list of
important database attributes) or as detailed (e.g. - a table of
sub-class divisions desired) as the designer likes. The development of
this system relieves the designer of the process of creating the
generalization hierarchy from the level of database entity classes down

when transferring the TEXT system to a new domain.



4.3,2.2 Relations -

Al though a conplete generalization hierarchy on relations was not
included in the TEXT system sone generic information was used.
Rel ations between entities are termed relation instances. Sone
instances of the sanme relation occur between different entities. For
exanple, SHPs carry GUNs, they carry MSSILEs, and they carry
TORPEDOCES. Thus, the carry relation (called "ON' in the database)
occurs between SHIPs and GUNs, SH Ps and MSSILEs, and SHPs and
TORPEDOES. The simlarity across these three different instances of
the relation is captured by using a generic relation ON which has
informati on about appropriate fillers of roles, attributes that each
instance has (in this case, "QUANTITY"), and cardinality information

(e.g. - whether the relation is one-to-many, etc.).

Definition 4.3.10
Rel ation instance: A relation between any two entities,

Definition 4.3.11

Generic relation: A representation of all relation instances
of t he sane name bet ween di fferent entities. The
representation includes entities that nmay participate in the
relation, role names and their values, cardinalities, and

attributes that are comon to all instances.

By representing these two kinds of information about relations,
greater variety can be achieved when describing them Generi c
rel ations provide general information common to a class of instances

and therefore allow for econony of description in a generated text when

necessary. Instances allow for the-provision of further detail in the



generated text.

4.3.3 Distinguishing Descriptive Attributes -

The use of the hierarchies described above allows for an abstract
view of the data not provided by the Chen entity-relationship model;
it describes the data in other than strictly database terms. In the
interest of including more of this real-world view of the data, an
additional feature was added to the TEXT knowledge base.
Distinguishing descriptive attributes (DDAs), which are attribute name
- value pairs, provide a view of the data not included in the database

system point of view.

DDAs are attached to entities at each split in the hierarchy..
They describe the basis for the .partition in the hierarchy and are

related to what Lee and Gerritsen call partition-attributes

[LEE and GERRITSEN 78]. Lee and Gerritsen make an assumption, however,
that doesn’t always hold. They assume that there exists a single
database attribute whose value in the database differentiates an entity
into sub-types. This is not always the case.* For the database entity
subsets of an entity, which have a 1large number of identical

attributes, it is possible to find a single attribute, or set of

*Lee and Gerritsen’s assumption may result from the fact that they are
not working with an existing database and can choose to include
whatever attributes and values that they like in the database itself.
In this research, a meta-level representation is described for an
existing database and it, therefore must be constructed within the
confines of the values represented in the database.
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attributes, whose value can partition the entity. For database entity
generalizations, however, a single database attribute whose value can
be used to partition the class may not exist. OBJECTS, for example,
only have the attribute REMARKS which does not allow for a meaningful
distinction. Yet, the partition of OBJECTS into VEHICLES and
DESTRUCTIVE DEVICES is clearly a useful one. Above the database entity
class 1level the different database attributes that each sub-type
possesses, however, do indicate the basis for the partition. In this
example, all VEHICLES possess attributes indicating their speed and
fuel indices, while DESTRUCTIVE DEVICES possess attributes indicating

their lethal indices.

A single attribute and value are formulated for database entity
generalizations which provide an additional characterization of the
partition. Thg choice of attribute and value 1is supported by the
different database attributes that each sub-type possesses. These
attributes correspond to the partition attributes of Lee and Gerritsen.
The form of the DDA is different for entities which occur above the
level of database entity classes in the hierarchy than for entities
which occur below that 1level since values of database attributes
differentiate database entity subsets while variation in database
attributes possessed differentiates database entity generalizations.

These two forms are described in more detail in the sections below.
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4.3.3.1 PDAs For Database Entity CGeneralizations -

Each sub-type of a database entity generalization is given the
sane DDA nane, but a different value which describes one way in which
the entities are characteristically different. For exanmple, the two
main classes of entities in the O\NR database, VEH CLE and DESTRUCTI VE
DEVI CE, both have DDA names of FUNCTI ON. The VEH CLE'S FUNCTION is
TRANSPORTATI ON (DDA val ue) and the DESTRUCTI VE DEVI CE has a FUNCTI ON of

LETHALITY (DDA val ue).

DDAs consist of a single word attribute name and val ue
(hyphenation is sonetines used). DDA nanes are either selected froma
set of standard functional ternms (e.g. - function, role) or from any
of the cases (e.g. agent, patient, to-location, fromlocation, etc.
See [PALMER 81] -for a discussion of various verb cases) of higher-|evel
DDA nanes or values in the generalization hierarchy. For exanple, one
case of the VEHHCLE S DDA value, TRANSPORTATION, is travel-nedium

TRAVEL- MEDI UM is the DDA nanme for WATER- VEHI CLE and Al R- VEHI CLE.

Definition 4.3.12

Di stinguishing Descriptive Attribute (DDA)

(Part 1): An attribute-value pair associated with each entity
in the hierarchy describing a characteristic difference
between the entity and its siblings such that

attribute (entity) - attribute (sibling)
for all mutually exclusive
sibling of entity
value (entity) ~= value (sibling)
for all mnutually exclusive
sibling of entity
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4«3.3.2 Supporting Database Attributes -

Di stingui shing descriptive attributes for database entity classes
and their generalizations are supported by existing database attributes
that illustrate the reasons for the chosen DDA nane-value pair* The
VEH CLE'S transportation function is supported by the fact that all
VEH CLES in the ONR database have attri bﬁt es descri bi ng their
TRAVEL- MEANS, such as SPEED, FUELJTYPE, FUELj CAPACI TY, etc.
DESTRUCTI VE DEVICEs, on the other hand, have database attributes
providing information on LETHAL_INDICES (e.g. - PROBABILITY_OF KILL,

LETHAL _ACCURACY, etc.)*

Definition 4.3.13
Supporting database attribute: A subset of an entity's
attributes such that:
if El is a generalization of E2 and
DDA- name (E1, E2) = A
DDA-val ue (EL, E2,Al) = VI
then y is a supporting database attribute of E2
if y is a database attribute of E2 and y
i mpl i es DDA-value (El, E2,Al) =V
The topic-hierarchy on attributes is very useful here, since it is
rare that all entities in a class have exactly the sane database
attribute. For exanple, ships have MAXI MUM_SPEED, ENDURANCE_SPEED, and
ECONOM C_SPEED, the SUBMARI NE has OPERATI NG_SPEED, and the Al RCRAFT has
CRUI SEJ5PEED. Wil e none of these database attributes have exactly the
sane name, they each provide information about the speed capabilities
of the various VEHICLES. 1In this case, it would be useful to associate

the superordinate in the topic-hierarchy, SPEED INDICES, wth the

entity VEHICLE and the specific types of SPEED with the SHIP,
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SUBMARINE, and the AIRCRAFT. This capability is similar to role

differentiation as described by Brachman [BRACHMAN 79].

In order to do so, a distinction is made between cases like this,

where entities share related, but not identical attributes, and cases
where entities share identical attributes. Each supporting database

attribute is linked to 1its entity via either some-type—of or have.

Have indicates that all entities in the generic class possess each
database attribute occurring under the given topic in the topic
hierarchy (or the database attribute if a leave 1in the hierarchy is

given). Some—-type-of indicates that all entities in the generic class

possess attributes related by the given topic in the topic hierarchy.

Thus, VEHICLE SOME-TYPE-OF SPEED INDICES indicates that each VEHICLE in

the ONR database has some of the attributes occurring under

SPEED_INDICES in the topic hierarchy.

The computational interpretation for this intuitive description of

some-type—of follows a fairly rigid set of rules that can be used by a

designer when determining how to associate the supporting database
attributes drawn from the topic hierarchy with entities in the
generalization hierarchy for a new domain. Working from the leaves of
the topic hierarchy up, the following rules should be applied to each

entity in the generalization hierarchy:
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For each superordinate attribute in the topic hierarchy:

1. If each sub-type of entity is determined to have every
attribute under a superordinate attribute, then use entity
have superordinate attribute.

2. If each sub-type of entity is determined to have at least one
attribute wunder a superordinate attribut and no sub-type
shares attributes under the superordinate attribute, then

entity some-type—of superordinate attribute.

3. 1If each attribute under a superordinate attribute is shared by
2 or more sub-types of entity in either have or some-type-—of
then entity some-type—of superordinate attribute.

4. 1If each sub-type of entity shares some attribute under a
superordinate attribute in either have or some-type-of and
there exists more than one attribute which is not shared, then
sub-type some-type-of attribute-i, sub-type have attribute-j,
for each applicable attribute-i, attribute-j.

Diagrams representing each of these cases are shown in Figures
4.3.7 -4.3.10. The distinguishing descriptive attributes and their
supporting database attributes for the subtree under VEHICLEs are shown

in Figure 4.3.11.
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FIGURE 4.3.9 Some-type-of Interpretation (Part II)
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FIGURE 4.3.11 DDAs and Supporting Database Attributfe
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4.3.4 Database Entity Subsets — Database entity subsets have similar

types of descriptive information associated with them. This
descriptive information was generated automatically by McCoy’s systenm
along with the subset nodes. Each data-type associated with a subset

has the same function as its counter—part in the upper half of the

generalization hierarchy, but has a slightly different format.

Sub-sets are formed by McCoy’s system on the basis of three
sources of information: the knowledge base already formed by hand,
actual database values, and a set of world knowledge axioms. - The
axioms fall into three classes: very specific, specific, and general.
Very specific axioms dictate actual breakdowns that a database designer
would 1like to see in the knowledge base. They specify both a sub-type
name and a unique identifier (database attribute and value) of that
sub-type. For example, sub-types of the SHIP may be formed on the
basis of identifying characters in the HULL NO. All AIRCRAFT-CARRIERs,
in fact, are identified by the first two characters of the HULL NO
being CV. Specific axioms specify attributes which are important for
the particular database domain. For example, CLASS, FUEL TYPE, and
FLAG (which specifies country), are important for a database containing
information about military vehicles. Thus, a sub-type may be formed on

the basis of the value of a SHIP’s CLASS, such as KITTY-HAWK.



4.3.4.1 Based Database Attributes -

The uniquely identifying attribute on which the sub-type formation

was based is called the based database attribute (counterpart to the

supporting database attribute in the upper half of the hierarchy and to
Lee and Gerritsen’s partition attribute). They represent the defining
attribute and value for the sub-type in the database. For the
AIRCRAFT-CARRIER, the based database attribute is HULL NO paired with
an indication that the first two characters of the HULL NO must be CV.
Since some sub-types may be based on more than one value, a disjunction
may be used. Cruisers, for example, are identified by a HULL NO with
first two characters of either CG or CL. The based database attribute,
therefore, indicates the reason for the breakdown.

Definition 4.3.14

Based database attribute: Attribute—value pair of database

entity subset whose value uniquely identifies instance as
belonging to given sub-type.

4.3.4.2 DDAs For Database Entity Subsets -

McCoy’s system selects as DDAs those database attributes whose
collective value over the sub-type distinguishes that sub-type from
every other mutually exclusive sub-type of the parent. In some cases,
a single database attribute may be sufficient for forming a
distinction. For example, ENHANCE chose attribute LENGTH as the DDA
for SHIP sub-type AIRCRAFT-CARRIER since no other SHIP in the database
has a LENGTH as large as the AIRCRAFT CARRIER’s. The DDA value for a

sub-type may be either a constant or a range. If all
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Al RCRAFT- CARRI ER s have a LENGTH between 1039 and 1063, but all other
SH Ps have a LENGIH less than 1039, then the range is sufficient
distinction. |If an attribute has a constant value across a sub-type,
and no other sub-type has the same value for that attribute, then it is

sufficient distinction.

In some cases, no single attribute nmay be sufficient for
di stingui shing one sub-type fromanother. For exanple, an OCEAN- ESCORT
may hypothetically have either a snmaller LENGITH or a smaller BEAM than
every other SHP (i.e. - a DESTROYER may have a snmller LENGIH than
t he OCEAN- ESCORT, but have a larger BEAM while a FRIGATE nmmy have a
smal l er BEAM but a |arger LENCTH). In such cases, a set of attributes
and their values provide the distinguishing characteristics of a
sub-type. If nore than a single set of attributes distinguishes one
sub-type fromall others, MCoy's systemuses world know edge axions to
sel ect that set providing the npbst neaningful distinction (see
[ MOOOY 82] ) .

Definition 4.3.15

DDA (part 2): Database attribute-value pairs that distinguish

a database entity subset fromall others such that:

No nmutually exclusive sibling of entity has DDA-value
(DDA-nane sibling, parent) = DDA value (DDA-nane entity,
parent) OR No nutually exclusive sibling of entity has

DDA-val ue (DDA-nane sibling, parent) within the range of DDA
val ue (DDA-nane entity, parent).
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4.3.4.3 Constant Database Attributes -

A database entity subset inherits all the database attributes of
its ancestors, and, as mentioned earlier, has no additional attributes
of its own. The value of all of its database attributes is, however,
further constrained by its sub-typing. A database entity subset
contains a restricted range of values across all of its attributes. In
order to be able to describe these restrictions any attributes having
constant values are recorded. In addition, the ranges of database
attributes that appear as distinguishing descriptive attributes of
other database entity subsets are also recorded. This is ddne so that
comparisons can be made between these sub-types without an extensive

amount of inferencing.

A database entity subset also inherits all the relations of its
ancestors without having any additional relations of its own. Again,
the values of the relation attributes are recorded as these are
restricted in different ways across different database entity subsets.
The SHIP, for example, has the relation ON with GUNs, MISSILEs, and
TORPEDOEs . The DESTROYER, one database entity subset of SHIP, carries
2-8 GUNS, 2-40 MISSILES, and 8-99 TORPEDOES, while the PATROL SHIP

carries 1-4 GUNs, and 2-8 MISSILES and 6-12 TORPEDOES.

A portion of one breakdown of the SHIP is shown in Figure 4.3.12.
The descriptive information associated with two of the sub-classes is
shown. Note that the set of distinguishing descriptive attributes is

not the same for both sub-classes. ,While either LENGTH or DISPLACEMENT
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distinguish the AIRCRAFT-CARRIER from all other SHIPS, the OCEAN-ESCORT
has LENGTH in the same range as at least one other database éntity

subset of SHIP. DDAs for the OCEAN-ESCORT include DISPLACEMENT. Since
LENGTH 1is a distinguishing descriptive attribute of another class,

however, the values that the OCEAN-ESCORT’s LENGTH ranges over are

recorded as part of the constant values for its database attributes.

OCEAN-ESCORT

DDA AIRCRAFT
CARRIER

LENGTH=1039-1063 DISPLACEMENT=
DISPLACEMENT = DB-attrs 3400-4100
7800-80800 DB-attrs
Based-DBs Based-DBs
HULL NO = HULL NO =
(1 2 cv) (1 2 DE)
ENDURANCE _SPEED=30 LENGTH = 415-438
BEAM=252 REMARKS=0
REMARKS=0 FUEL_TYPE=BNKR
ECONOMIC SPEED=12 FLAG=BLBL
FUEL TYPE=BNKR MAST HEIGHT=85
FLAG=BLBL PROPULSION=STMTURGRD

PROPULSION=STMTURGRD
ENDURANCE _RANGE=4000

FIGURE 4.3.12 1Information for Database Entity Subsets
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4.3.5 Representation Summary -

The knowledge base used for the TEXT system consists of the

following data types:

l. Entity:
A class of instances which occur in the actual database. The
term entity includes generalizations and sub-types.

2. Relationms:
Database relations between entities in the  Thierarchy.
Includes both instances and generics.

3. Database attributes:
Either attributes for which values exist in the database or
generalizations of those attributes in the topic hierarchy.
These are associated with both entities and relations.

4. Distinguishing descriptive attributes (names and values):
Provide characteristic descriptive information on the
distinguishing features of a sub-type.

5. Based database attributes:

Uniquely identifying attribute-value pairs which indicate the
basis for a breakdown on database entity classes.

6. Supporting database attributes:

A subset of database attributes which indicate the basis for a

breakdown on database entity generalizations and support the
choice of a distinguishing descriptive attribute.

The knowledge base is implemented by maintaining a set of nodes
which correspond to entities. Each node has a name (entity name) and a
set of links which point to associated node information. Each link is
labeled by the data type of the associated information, with the
exception of links in the generalization hierarchy. These 1links are
either labeled as "is=a" 1links or '"type-of" links (the hierarchy is

double-threaded. "is-a" points to a superordinate of an entity and
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'type-of" points to a sub-type). A pictorial representation of a
ortion of the knowledge base used in TEXT (Figure 4.3.13) shows
>ntities as circles and relations as diamonds. Link names can be any
»f the following: 1is-a, type—of, DDA-name, DDA-value, db-attr, have,
some-type-of , based-db, <{role-name> (e.g. - carrier), or

nutual-exclusion.
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4.3.6 Portability -

A frequent question asked of designers of natural |anguage
dat abase systens regards how easy it is to transfer the systemto a new
dat abase. In the TEXT system the nodul es which nust be changed are
the knowl edge base and the dictionary (see Section 4.5). Ceating a
knowl edge base for a new dormain is not an easy task. Several steps
were taken, however, to sinplify the process. The first of these was
to use features that are used in many database nodels of database
systems and therefore, famliar to database managers. Secondly, steps
were taken to systematize the process of adding the new feature of
information wused in this nodel (distinguishing descriptive attributes
and their supporting database attributes). And finally, a system was

witten to automatically create sub-types of database entity cl asses.

Part of the know edge base must be formulated and typed in by
hand. This includes the generalization hierarchy (working from the set

of entities taken fromthe database schena upward), association of

dat abase attributes with the appropriate level in the hierarchy,
associ ation of database relations with the appropriate level in the
hi er ar chy, and t he creation of the distinguishing descriptive

attributes (both name and value) and their supporting dat abase
attributes. Creation of both the generalization hierarchy and the
di stinguishing descriptive attributes 1is subjective to a certain
extent. Names and val ues of distinguishing descriptive attributes for
dat abase entity classes and their generalizations should be devel_ oped

by first examining the different kinds of database attributes
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associated with nodes in the hierarchy. This information can be used
to guide the selection of the dimension across which sub-classes of an
entity vary. Choosing from a limited set of attribute names (standard
functional terms, or cases of higher level attribute names or values)
aids this process. Steps for specifying the supporting database
attributes were given in Section 4.3.3.2. Note that only database
attributes that support the distinguishing descriptive attribute are
chosen. Thus, although all vehicles have the database attribute
REMARKS, it does not indicate that its function is transportation and

it is therefore not used as a supporting database attribute.

Running McCoy’s system on a new database requires: 1) completion
of the hand-generated Thierarchy and associated information,
2) specification of a set of very specific axioms, if desired, and
3) specification of specific axioms. The very specific axioms are
tables of sub-type names and unique sub-type identifier value (this is
a value or partial field of a database attribute). They allow the user
to specify apriori breakdowns. This step can be omitted if the wuser
has no such breakdowns in mind. The specific axioms are a list of
attributes considered important for the particular domain. The system
attempts to form breakdowns based on the attributes specified. The
system also generates all associated information for each sub-type
specified in the breakdown. Both the very specific and specific axioms
can be altered and the system rerun until an acceptable sub-typing is

obtained.
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4.3.7 Conclusion -

The knowledge base used in the TEXT system includes features
standard to many database models. It draws primarily on work done by
Chen [CHEN 76] and the Smiths [SMITH and SMITH 76] in data modeling.
The reason for doing this was twofold: 1) the emphasis in this work
was on generation of language and not on knowledge representation, and
2) to see how far generation could be pushed when using a relatively
standard data model. Using a standard data model also makes the TEXT

system more practical for actual use in a database system.

Since extended inferencing is not practical in the generation
system, it was decided that a simple data model, such as the Chen
entity-relationship model does not contain sufficient information for
the task at hand. Such models represent only the types of values that
are stored in the database for a particular entity are represented.
Features such as the generalization hierarchy and the topic hierarchy
were adopted in order to encode additional knowledge about the database
concepts into the knowledge base. Distinguishing descriptive
attributes, which provide real-world characteristics about sub-class
distinctions, and sub=-typing of entities based on world-knowledge
axioms [MCCOY 82] were also added to the knowledge base for this

reasone.

Many issues in knowledge representation were not addressed by this
work and are 1left for future research. The content of the knowledge

base clearly limits the semantic power of any generation system. The
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formalism chosen for the representation also, although less clearly,
limts its expressive power. Al though formcan always be manipul ated
to produce the specific formnecessary for the task at hand, there are
situations where the manipulations required to do so are prohibitively
expensi ve. This kind of situation is illustrated by the use of a
system to automatically enhance the generalization hierarchy [MXOy 82]
before the genération system is used. Al'though the information
produced by the system could be deduced only when needed, the tine
required to do so nmmkes that option inpractical. Researchers in
artificial intelligence have been experinmenting with the effectiveness
of various formalisnms including KL-ONE [BRACHVAN 79], semantic networks
[HENDRI X 79], and first-order predicate cal cul us based formil.i snms (e.g.
- [SCHUBERT et. al. 79], [MXORE 81]). Further devel opnent of research
on issues of both content and formalismare extrenely inportant to work

done in natural |anguage generation.



1hAl oYolEM IMPLEMENLIALLUN rage 1/9

4.4 Selection Of Relevant Knowledge

The first step in answering a question directed to the TEXT system
is to partition off a subset of the knowledge base that contains
information relevant to the given question. This partitioning is done
on the basis of the input question alone. The resulting subset is

termed the relevant knowledge pool. As discussed in Chapter 3, the

relevant knowledge pool is used to provide a limit on what needs to be
considered when determining the content of the answer. It is similar
to what Grosz has termed "global focus" [GROSZ 77] since its contents

remain focused throughout the course of an answer.

Instead of developing a complex semantic reasoning engine, the
approach taken in TEXT was to section off as much knowledge as could be
considered relevant for the answer with the result that the system may
err on the side of including too much information in the subset. Not
all information in the subset need be included in the answer, however.
The schemas determine exactly what information will be included from
the relevant knowledge pool and in what order. Filling of the schema

may end with information still remaining in the knowledge pool.

In determining which knowledge is relevant, a naive, infrequent
user of the system is implicitly assumed. In situations where it is
unclear whether more detail would be needed for this standard user, a
choice was made not to include it. If a user-model were developed, the
relevant knowledge pool could be dynamically expanded only in those

specific situations where it 1is determined that more detail om a



concept is needed for a particular user (see Chapter 3.2.1).

4.4.1 Requests For Information And Definitions -

When responding to requests for information or for definitiomns, a
relatively simple technique 1s used to partition the knowledge base.
The area around the questioned object is sectioned off.  All 1links of
the questioned entity are preserved. These include 1links to its
database attributes, its DDA name and value, either its supporting
database attributes or its based database attributes, its relations,
its super-ordinates in the generalization hierarchy, and its
sub-classes in the hierarchy. The siblings of the questioned object
are included in the relevant knowledge pool with all links preserved in
case they are needed for analogies.* Descendents are also included with
all links preserved for the cases where an entity is defined (or
information available about it provided) in terms of its constituency.
The only links included for all other entities selected for the
relevant knowledge pool (these include the questioned object's parent
and all entities related through database relations) are those which
lead to pieces of knowledge already included. The parent, for example,
would be included with only it subset links (links to the questioned
object and its siblings). It should be noted that inheritance on

database attributes and relations 1is preserved for the questioned

*Currently, only numerical comparisons are performed between an entity
and its siblings. Tracking of discourse, however, would allow the
system to make analogies to siblings that have been recently discussed.
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Ne4.2 Conparisions -

For questions about the difference between tw entities, a
slightly nore conplicated technique is used. The kind of infornmation
that is included in the relevant know edge pool is dependent upon the
conceptual closeness of the two entities in question. For two entities
that are very simlar, it is conmon to provide nore detail when
di scussing their differences. Wen two objects are very different, a
di scussion of their differences could be endless and for this reason
the nost salient distinction between the two is provided. This is a
di scussion of their generic class menbership. Consider the questions
shown in (1) and (2) below. Conparing the attributes of the part-tine
and full-time students (as in (3) below) can reasonably be part of an
answer to question (1), but a conparison of the attributes of the raven
and witing desk yields a ludicrous answer to question (2) (see (4)
beiomo. Instead, an indication that ravens belong to the class of
ani mate objects, while witing desks are inanimate yields a better

answer .

1. Wiat is the difference between a part-tinme and a full-tine
student ?

2. Wiat is the difference between a raven and a witing desk?

3. Apart-time student takes 2 or 3 courses per senester while a
full-tinme student takes 3 or 4.

4. Awiting desk has 4 legs while a raven has only 2.
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4.4.2.1 Determining Closeness -

The TEXT system uses three categories in determining conceptual
closeness. Two entities are classified as very close in concept if
they are siblings in the generalization hierarchy. The ocean-escort
and the cruiser are two entities in the ONR database that fall into
this category since they are both sub-types of the SHIP. Two entities

are classified as very different in concept if their common ancestor

occurs at too high a level in the generalization hierarchy to provide
useful information. An entity occurs at too high a level if it and all
of its ancestors have no supporting database attributes for their DDAs.
In other words, the concept 1is so vague that it has no database
attributes that are common to all of its sub-entities. In the TEXT
system, only the root node of the hierarchy happens to meet this
description, although if the knowledge base was expanded to include
more concepts this would not be the case. The DESTROYER and the BOMB

are an example of two entities that are very different in concept since

the only ancestor they share is OBJECT, the root node in the hierarchy.

Any two entities that don’t fall into either of these

classifications are categorized as class difference. These are

entities that are not very close in concept but do have some
similarities. An example of this type of category is the WHISKY and
the KITTY HAWK. Although both are classes of water—-going vehicles, the

WHISKY is a submarine and the KITTY HAWK is a SHIP.



TEXT SYSTEM | MPLEMENTATI ON Page

Figure 4.4.2 below depicts the generalization hierarchy wh

illustrates the basis for these three types of classification.

OBJECT
WATER- VEHI CLE Al R- VEHI CLE VEAPON PRQIECTI LE

FREE- FALLI NG GUI DED

S P SUBI\/AR% Al RCRAFT  GUN / \

.VH SKY
OCEAN- CRU SER  DESTROYER
ESCORT
BOVB
KI TTY- HAWK

M SSILE  TORPEDO

FIGURE 4.4.2 The Generalization Hi erarchy
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4.4.2.2 Relevancy On The Basis Of Conceptual Closeness -

For entities that are very close in concept, all 1links of the
questioned objects are included in the relevant knowledge pool. As was
the case for requests for definitions or for information, this includes
the entity’s database attributes, DDAs, relations, and supporting or
based database attributes. The entities’ common parent and its links
are also included in the pool. No other entities (except those
dictated by the entities’ links) are included in the relevant knowledge
pool. The partition that is constructed in response to the question

"What is the difference between an ocean-escort and a cruiser is shown

in Figure 4.4.3



LA 4 et - A

 TRAVEL-MODE

DB=attrs DDA name DDA value
relations SURFACE
SHIP HAVE — DRAFT
HAVE
DISPLACEMENT

OCEAN-ESCORT @

DDA DDA
DéLACEMENT= IQGPULS ION=STMTURGRD
3400-4100 LENGTH= 510-673

DB-attrs DB-attrs
FUEL_TYPE=BNKR ,. REMARKS=0
16€—QUANTITY" QUANTITY—>4-9

AR G G <Grsd
QUANTITY QUANTITY
L/ \1

2-22 8-42

(R (SRS EReED

FIGURE 4.4.3 Relevant Knowledge Pool
for Category 'very close"



TEXT SYSTEM | MPLEMENTATI ON _ Page 187

In the case of entities which are very different in concept, only

the superordinate links in the hierarchy and the reasons for the splits
(DDAs) fromthe questioned objects to the nodes directly below the
comon ancestor are included. |In order to avoid presenting long chains
of superordinates when the comon ancestor is very far away in the
hierarchy, only the questioned objects, their parents, and the two
nodes along the respective chains which are directly below the conmmon
ancestor are included in the know edge pooli In addition, a search on
comon features of the questioned objects thenselves is nmade in case
there are any conmonalities in database attributes, relations, or DDAs
whi ch were not common to all entities under the conmon ancestor. In
practice, this .rarely bccurs for any two entities that are so
different. The relevant know edge pool that is construc;ed for the
question "Wat is the difference between a destroyer and a bomb?" is

shown in Figure 4.4.4.
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For entities that fall into the class difference categorization,

the two questioned objects, their common ancestor, and the two children
of the ancestor which are also ancestors of the questioned objects are
included in the relevant knowledge pool. All links of each of these
entities are included in the partition, with the exception of 1links
that lead to other entities (e.g. some subset links of the common
ancestor). No other entities are included. The relevant knowledge
pool that is constructed for the question "What is the difference

between the KITTY HAWK and the WHISKY?" is shown in Figure 4.4.5.
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4.4.3 Conclusions -

The TEXT system does not embody an exceptionally sophisticated
treatment of semantic questions of relevance, with the exception of the
treatment of comparisonse. It does, however, provide a powerful
computational and practical advantage for the generation process. By
partitioning the knowledge base into a subset of relevant knowledge,
the system need not scan the entire knowledge base when determining
what to include in the current answer. This means 1less  work
computationally for the system and it avoids the possibility of
including totally unrelated material by chance. Since all that is
included in the relevant knowledge pool is not necessarily included in
the answer, a simpler semantic procedure can be wused in constructing
the relevant knowledge pool. The contents of the actual answer are
further constrained by the schemas predicates and the focus

constraints.

The development of a user model would mean that the relevant
knowledge pool could be dynamically expanded or restricted if the user
was found to need more explanation of a particular concept. In the
current system, only concepts that are directly questioned are
explained in detail. It is assumed that the user will ask about other

concepts presented in the answer if he is unsure of their meaning.



4.5 The Dictionary

The dictionary stands as interface between the strategic and
tactical component. Input to the dictionary is in message formalism;
the dictionary takes a single proposition as input which consists of a
predicate and its instantiated arguments (see Chapter 2.6 for
discussion of message formalism). Dictionary output is the deep
structural representation for the English sentence to be generated,
specified in Kay’s [KAY 79] functional notation (see Section 4.6.1 for
details on the grammar formalism). The dictionary’s task, therefore,
involves: 1) the association of English words for tokens in the input
proposition, and 2) the selection of an deep structure based on the
predicate of the proposition. Note that the predicate of a proposition
corresponds to the verb of the generated sentence and the verb of the
sentence dictates its deep structure (e.g. - whether it takes 0, 1, or
2 objects, a complement, etc.). Once the verb has been selected, the
semantic arguments of the structure are filled in with the instantiated

arguments of the predicate.

The use of a dictionary for this éurpose was based on McDonald’s
design of the linguistic component [MCDONALD 80]. A separate component
is used rather than assuming that the message formalism is already in
the deep structure representation because there may be cases where the
choice of referents for the same message will vary depending upon the
situation in which the message is used. In other words, the use of
particular lexical items require decisions to be made about the best

possible choice given the circumstances (e.g. =-listener, previous



di scourse, etc.). Simlar decisions may need to be nade about the deep
structure, or verb, of the generated sentence. In the TEXT system
these decisions have been sinplified since no research was done on
referential choice. A though a data-type instance nay translate into a
different syntactic category depending upon the proposition it was used
in and its argunment position, the words used for each category renain
the same across every situation of use. Know edge about the user and
the previous discourse is not used (or available) to select different
lexical items. Use of a dictionary conponent, however, allows for

easier extension in this area if this information were nmade avail abl e.

4.5.1 Design -

The flow of control in the dictionary is initiated by an input
proposition. The entry for the proposition predicate is accessed
That entry selects the verb and calls dictionary entries for each of
the instantiated argunents of the predicate. Each of those entries
may, in turn, call other entries if needed. After entries for each
token in the proposition have been accessed, the conplete deep

structure is returned and the tactical conponent invoked

4,5.1.1 Entry Structure -

Each entry in the dictionary is actually a function. The function
name is the entry key. Since the nunber of argunments for an entry nay
vary fromone call to the next, the first step in every entry is- the

declaration and assignnent of the entry variables. Tests are then



performed on the entry variable values and an appropriate structure,
including lexical itens, returned. Note that, to fill in all lexica
items in the structure, another dictionary entry nay have to be

accessed.

A very sinple dictionary entry for the entity GUDED is shown
bel ow. It takes no argunents (therefore no setting and assignnment of
variables is nmade) since the translation for the entity is always the
same. Note that the lexical itens are not sinply returned as a string
each lexical itemis assigned to its syntactic category and thus, a
portion of the entire underlying structure of the sentence is returned.

[QUDED (lexpr (x)
(prog (nil)

(return '((adj === guided)
(n == projectile]

A slightly nore conplicated entry is shown below. The entry for
the distinguishing descriptive attribute (DDA) value SURFACE is shown.
It takes a single argunent, a marker from the <calling entry which
i ndicates what type of syntactic translation is called for.* The entry
tests the val ue of the marker to determ ne what kind of translation to
provi de. N1 is returned if the value can not be translated using the

given form

*The type of syntactic category required depends upon the argument's
function in the sentence. One function may call for a noun phrase and
anot her, an adjecti ve.
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[SURFACE
(lexpr (x)
(prog (marker)
(setq marker (arg 1))
(return
(cond ((equal marker ‘adj)
“((adj === surface)))
((equal marker ‘mod)
“((adj === surface-going)))
((equal marker ‘n) '
"((n === surface)))
((equal marker ’‘pp)
"((pp ((cat pp)

(prep === on)

(n === surface)

(article === def)))))
((equal marker ‘verb) nil))
(t nil]

A single calling function, entry-for, is used to access entries in
the dictionary. Entry—-for searches the dictionary, an associated list,
for its first argument. It then applies the function associated with
its first argument (the entry key) to its remaining arguments and
returns the result. This function calls entry-for to access other
entries in the dictionary when a variable in the translation exists.
Thus, the entry for the predicate attributive is a function which
selects the verb have (for certain uses of attributive) and calls other
entries using entry-for for each of the predicate’s arguments since

these arguments do not remain constant for each use of the attributive

predicate.



4.5.1.2 General Entries -

Entries common to all instances of a single data-type are used
wherever possible. These entries can be used when the same decisions
have to be made for each instance of a data-type. A single entry is
written, encoding these decisions, which calls another entry to fill in

the word, or words, that differ.

The data-type entity, for example, always translates as a noun
phrase. A certain number of decisions are common to the translation of
any entity: Does it have any modifiers? Should those modifiers be
translated as relative clauses or as adjectives?* Is this a case of a
list of entities, in which case conjunction is required, or is a single
entity being translated? Does this use of the entity require
indefinite or definite reference? Etce. Rather than repeat these
decisions wunder the entry for each entity, a single entity entry is
used which calls an entry for the particular entity being translated.
The separate entity entries, therefore, encode no decisions, and simply
return the lexical entry for the noun constituent of the entity (in
some cases, translation of an entity also calls for a modifier, as was

the case in the example given above).

General entries are also used for the translation of database

*In the TEXT system, a restrictive modifier (the modifier restricts the
class of items the entity refers to) calls for the use of a relative
clause. A non-restrictive modifier (the modifier describes all
instances of the class that the entity denotes) results in the
selection of an adjective.
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attri butes. Dat abase attributes often appear in a list since tw or
nore attributes are usually discussed at a tine. One test common to
all translations of database attributes, therefore, is on the necessity
of conjunction. Al translations of database attributes nust also test

whether an attribute is a topic or a leave in the topic hierarchy (see

Section 4.3) since a different structure will be wused for the two
cases. |If several, but not all, attributes under a topic (the topic is
terned duplicate attribute in this situation) are described, a
parenthetical is wused to list the sub-nodes after the topic. The

message fornmalism the dictionary output, and the eventual translation

for this case is shown bel ow.

Dictionary input for duplicate attribute:

(duplicate (FUEL (FUEL__CAPACITY FUEL__ TYPE)))

Dictionary output for duplicate attribute:

[ (n == FUEL)
(parenthetical ((conj === and)
(np ((n === FUEL__ CAPACITY)))
(np ((n == FUEL_TYPE]

~ BEventual translation:

The ship has DB attributes DI MENSIONS, FUEL (FUEL CAPACITY and
FUEL TYPE),

Currently in the TEXT system the knowl edge base token for each
database attribute is wused directly in the produced sentence, rather
than translating each attribute separately. Translation of a set of

dat abase attributes, therefore, only uses the general entry in the
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dictionary and separate entries for each attribute are not needed.
This shortcut was taken since the knowledge base tokens for attributes
are English-like (e.g. - SPEED INDICES, MAXIMUM SPEED, FUEL CAPACITY).
The extra time needed to add entries for each attribute in the topic
hierarchy to the dictionary would result in some added fluency in the
text but it should be noted that such fluency would result solely from

a hand-encoded effort.

Database attribute/value pairs are also translated using a general
entry in the dictionary. An example of the use of attribute/;alue
pairs within a sentence is shown below. Each attribute/value pair is
translated as "<$ttr> of <value>" (dictionary output for the given
translation is also shown) and inserted within a conjunction if more
than one pair is present. Database values are used as lexical items in
the sentence as were database attributes. Again, a slightly smoother
translation would result if dictionary entries provided translations
for all character values in the database (e.g. consider "FLAG of BLBL"
vs. "of US nationmality" since BLBL stands for the country "US"). This

would, however, be a large and tedious task.
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Dictionary input:

(attributive db AIRCRAFT-CARRIER (FLAG BLBL) ....)

Dictionary output:
[(n === FLAG)

(pp ((prep === of)
(n === BLBL))]

Eventual translation:

All aircraft carriers in the ONR database have FLAG of BLBL, ...

4.5.2 An Example -

Tracing the translation of a proposition through the dictionary
will clarify the process. Consider the following proposition, which
attributes the DDA (data-type indicated by def) TARGET-LOCATION =
UNDERWATER to the TORPEDOE (GUIDED is present in the proposition since
it is the TORPEDOE’s parent and the given attribute distinguishes the
TORPEDOE from all other children of GUIDED. It is not used in the

translation).
(attributive def TORPEDOE GUIDED TARGET~LOCATION SURFACE-AIR)

The translation process begins by accessing the entry under the
predicate attributive, passing the proposition as argument. The
attributive entry tests the data-type used to make the attribution and
accesses a second entry based on that type (In this case, the type is
distinguishing descriptive attribute. For a complete list of predicate

data types see Chapter 2.6). During this stage, a check is also made
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on whether the particular DBA can be translated as a verb.
TARGET- LOCATION has no verb translation (FUNCTION is-an exanple of a
DDA that can be translated as a verb)* The entry accessed is attr-def

and the discrimnation net used to get there is shown in Figure 4.5.1.

attr-db-abstract
attr-db- bel ow

db? attr-db

type

Attributive verb
transl ati on?

attr-def-verb
attr-def
FIGURE 4.5.1 Discrimnation net for Attributive entry

In the entry attr-def, the verb "have’ is selected for the
sent ence. The semantic cases of "have" are filled by argunents in the
proposition. Protagonist (prot) is filled by the entity TORPEDCE
(Since this is the itemto which information is being attributed) and
the goal is filled by the DDA nanme-value pair, TARGET-LOCATION =
UNDERWATER. The deep structure for the sentence having been
deternined, the translation for the sentence cases are accessed by
looking up the entries for the correspondi ng proposition arguments in
the dictionary. The FD constructed at this stage is shown below.
Lists in this FD headed by entry-for are slots that will be filled in
by the value returned after applying the function located in the

dictionary wunder the first argument of entry-for to the rensining



arguments.

[(verb ((v === have)) .
(prot (entry—-for entity TORPEDOE))
(goal (entry-for TARGET-LOCATION UNDERWATER ]

The value for the protagonist is obtained by applying the function
associated with entity in the dictionary to the argument TORPEDOE. As
discussed in Section 4.5.1.2, a general entry (entity) is wused for
translating all entities. In the entity entry, a test for conjunction
is made and fails since only one entity, the TORPEDOE, is passed. No
modifiers are passed and therefore no adjectives or relative clauses
are added to the result. These decisions having been made, the entry
for TORPEDOE is accessed and the lexical entry returned. The modified
FD, with the value for protagonist filled in, is shown below.

[(verb ((v === have)))
(prot ((n === TORPEDOE)))
(goal (entry-for TARGET-LOCATION UNDERWATER n)]

The entry under TARGET-LOCATION is accessed next with DDA value
UNDERWATER and marker n as arguments. Its translation depends upon a
variety of factors. The first is its function in the sentence. A DDA
can be used as a modifier of an entity or as an np itself. In this
case, the DDA functions as the goal of the sentence, an np (the reason
for passing marker n). Secondly, the DDA name can be translated
without the value or with it. In this case, the value is given and
therefore must be taken into account in the translation. Given these
decisions, the DDA name is translated as the head noun and the DDA

value as its modifier. The head. noun is selected in this entry, but
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since more than one value may be passed as argument (e.g. - the
MISSILE has TARGET-LOCATION = SURFACE-AIR), the entry for the
particular value passed is called to determine the type of modifier
(i.e. ad jective vs. prepositional phrase) as well as the lexical
items used. The modified FD is shown below and the choices that were

made to arrive at this FD are shown as a tree in Figure 4.5.2.

Since the DDA name is being used in goal position and has not been
previously mentioned, the indefinite determiner is selected. Although
focus information could be used to make this selection, no explicit
checking of focus is made here. Instead, use of indefinite is always
made for this particular construction, since it is assumed that this
proposition would not be generated if target location had already been
mentioned.

[(verb ((v === have)))

(prot ((n === torpedo)))

(goal ((entry-for UNDERWATER “adj ‘pp)))
(article === indef)

(n === location)
(adj === target) |
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restrictive rel ati ve-cl ause

function =
nodi fi er
adj ective

non-restrictive

TARGET-LOCATION

noe

value noun phrase

function =

np

val ue noun phrase with

val ue nodifier

FIGURE 4.5.2 Discrimnation net for entry TARGET- LOCATI ON

Al'l DDA value entries translate their value according to its
function in the sentence, as was the case for DDA nane entri es. In

this case, the second and third arguments indicate that the value is to

function as nodifier, and nore specifically, as an adjective if
possible (the preference since it would entail less text) and a
prepositional phrase if not. UNDERWATER translates as an adjective and

this result is added to the FD to produce the final dictionary output

shown below. The choices taken in the entry are shown in Figure 4.5.3.
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Dictionary Qutputs

[(verb ((v «« have)))
(prot ((n === torpedo)))

(goal ((adj === underwater)
(article === indef)
(n === l ocation)
(adj -==target))) 1

Eventual Transl ation:

The torpedo has an underwater target |ocation.

adj == underwater

adj ?
function =
nodi fi er

pp === under the water

UNDERWATER
e— - e .
no translation

function = pp

FIGURE 4.5.3 Discrimnation net for UNDERWATER entry

4*5-3 Creating The Dictionary -

Creating the dictionary is a tedious, tinme-consumng task since i
nmust be generated by hand. Furthernore, it acts as a bottleneck in th
generation process since a nessage in internal representation cannot b<
generated in English until the English translations for the tokens i
contains have been entered in the dictionary. The dictionary als<
limts the fluency of the generated text. |If the translations o:
know edge base tokens are not well thought out, the resulting text wil:

be awkward and unnatural. Thus, the larger the range of generated texi
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(i.e. - the more messages that can be constructed), the more time will
have to be invested in writing the dictionary. In order to use more
sophisticated lexical items in the generated text, more thought must be

invested in the creation process.

Planning the dictionary involves systematic analysis of each
data-type 1in the knowledge base and the message formalism.’ Tﬁe first
step involves determining the unmarked semantic structure corresponding
to each predicate used in the message formalism. For predicates that
can be instantiated by more than one type of data in the knowledge base
(see Chapter 2.6), a semantic structure must be determined for each
instantiation type. Following this stage, each data-type 1in the
knowledge base (see Chapter 4.3 for a description of the different
data-types used in the TEXT system) must be analyzed to determine:
1) its possible functions in the sentence (which will be multiple since
it may be used by different predicate translations in different ways),
2) what syntactic category should correspond to each of its functions,

and 3) what lexical items should be used within the categories.

A set of interactive functions were developed for the TEXT system
to aid in the creation of the dictionmary. Each data-type was analyzed
separately to determine the variety of sentential roles it could £ill
and then interactive functions were written to prompt for the
conditions for each role and the lexical items to be used in each case.
The functions use the responses given to construct the entry in proper
format. Automating the process in this way 1is particularly helpful

since the functions can scan the.knowledge base for each instance of



the data-type and prompt the dictionary designer for each translation.
This relieves the designer of the tedious task of scanning the

knowledge base by hand and ensures that a translation for each instance

will be included.

Interactive functions were written for the DDA names, DDA values,
the supporting database attributes, entities, relations and for the
predicates. Since database attributes and database attribute value
pairs do not require lexical translation, a single general entry could
be written to handle these cases. Each function prompts the user for
the following parts of the entry: 1) its parameters, 2) the setting of
its parameters, 3) conditions for translation (these may be omitted if
the conditions are the same for each instance of a data-type), and
4) the lexical translations for each condition. The user 1is prompted
for these values for each instance of the data-type in the knowledge

base.

The interactive functions used for creating the entries for DDA
name request translations for each sentential role the DDA could serve.
As mentioned earlier, these are non-restrictive modifier, restrictive
modifier, noun phrase with modifying DDA value, or noun phrase without
modifying DDA value. Since it is assumed that the desired sentential
role can be passed to the entry as argument (the predicate entry
assigns instantiated arguments of the predicate to semantic arguments
in the deep structure and therefore, can pass this information on when
the DDA name entry is called), the DDA name entry builder need only

prompt for translations and not conditions. The translations that are



needed are relative clause, adjective, and noun phrase* Note that any
of these may depend in part or in whole (e.g. - adjective) on the
translation of the value that is passed. In such cases, the designer
can enter the function entry-for and its argunents instead of a

syntactic category and lexical item

The function first notifies the user 6f the DDA nane currently
being worked on. Separate functions are then called for each of the
categories that the DDA nane can be translated as. Each of these
functions knows about the possible constituents of the respective
category and pronpts the user for lexical values for each of these.
The noun-phrase building function, for exanple, is aware that a noun
phrase can consist of a head, optional nodifiers, determiner, and
number . Compl ex constituents of the noun phrase, such as relative
clause and prepositional phrase, are built by their own functions which

pronpt the user for their constituents. Note that for any constituent,

the user can enter either a value or a function. If a function |Is
entered, it wll be evaluated at the tine the entry is accessed to
produce the constituent val ue. Functions can be wused either for

calling other entries in the dictionary or for testing the argunents of

an entry to deternine the appropriate val ue.

A predicate entry consists of tests on its type and calls to
separate entries which construct the deep structure for the sentence
whi ch corresponds to the particular predicate type. The entry is
constructed by prompting the user for the tests on type as well as the

entry-nane and its argunments which' are needed for each type. As
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discussed in Chapter 2.6, a predicate may be instantiated by more than
one data-type in the database. The attributive predicate, for example,
may be instantiated by attributing database attributes to an entity or
by describing an entity’s distinguishing descriptive attribute. Each
of these types translates into a different deep structure for the

sentence. A separate entry is written for each predicate type for

clarity.

In constructing the predicate type entry, the user is prompted for
the verb and the semantic cases of the sentence. The predicate type
determines the verb of the sentence and thus, a 1lexical wvalue is
usually entered for this constituent. The protagonist and goal of the
sentence are most often filled by the instantiated arguments of the
predicate and thus, a call to the entry for the appropriate predicate
argument is usually assigned to these slots in the deep structure. The
user is also prompted for a sentential adverb. Textual connectives are

associated with the underlying predicate of the sentence. Thus, the

predicate particular illustration uses the sentential adverb for
example while the inference predicate triggers the use of the
connective therefore. Currently in the TEXT system, if a sentential
adverb is associated with a predicate type in the translation, it is
always used in the sentence. Some more sophisticated uses of textual
connectives might involve testing focus 1information across sentence
boundaries. A connective would be required when a sudden shift in
focus was made and would not be used in other cases (see Chapter 3,

Section 3.3.2 for a discussion of this phenomena).
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4.5.4 Conclusions -

Hand-encoding of the dictionary requires a considerable amount of
time and effort. The dictionary designer, moreover, can encode as
complex (or as ad-hoc) translations as he likes. One of the problems
along these lines in the TEXT system implementation was the separation
of semantic and syntaétic information about the sentence structure.
Ideally, the dictionary should use only semantic terms in comstructing
the deep structure. Although Kay’s formalism allows for the input to
be specified in purely semantic form, the TEXT system grammar wasn’'t
developed fully enough to handle this. To accomodate this lack, the
dictionary had to specify some of the sentence structure in syntactic

form (i.e. - the use of adjective and noun in dictionary output).

Some steps for automating the creation of the dictionary were
taken in the TEXT system by writing interactive functions which prompt
the designer for lexical values. Additional work in this area neéds to
be done if generators are to be made portable. Research on reasoning
about referential choice is part of the process needed to increase the
sophistication of this component (e.g. - [APPELT 81], [COHEN 81P]).
If the dictionary has access to a user model and pragmatic infofmation
about lexical choice, the designer would have to do less work in

selecting appropriate lexical items for the translation.
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4,6 The Tactical Component

The tactical component takes as input an internal representation

of what’s to be said and uses a grammar to translate that

representation into English. In the TEXT system, input to the tactical
component 1is a deep structure representation of the message. The
tactical component determines the surface ordering of the constituents
and exactly which grammatical constructions are to be used. Since the
tactical component was not the main emphasis in this dissertation, it
does not include as complete a coverage of English grammar as might be
desired. Full use of pronominalization, ellipsis, conjunction, and
other sophisticated linguistic devices, for example, were not
implemented. The tactical component is needed, however, to illustrate
that the text planning devices used in the TEXT system are successful.
Some isolated uses of more sophisticated 1linguistic devices were,
therefore, implemented to show that the kind of iﬁformation provided by
the text planning components is sufficient for making decisions about
their wuse. The tactical component uses a functional grammar based on
Kay’s formalism [KAY 79]. It was selected because of the ability to
directly encode in the grammar tests on focus and theme for determining
which syntactic construction to use, information which the strategic

component supplies for this purpose.
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4.,6.1 The Grammar Formalism -

. the attribute value pair.

The basic unit of Kay’s jg%“'
Attributes specify categoriégi " functional, or semantic) and
values specify the legal fill%gsﬂy gﬁéé&‘éategories. Attributes are
symbols and denote categoriegésuch,a& ﬁouﬁ phrase, noun, protagonist,
goal, subject, etc. Values may;fbéAVeither symbols or sub—grammars,
which also consist of attribuﬁg :vaIUe pairs. These basic building

blocks are augmented by a discfétef%set of connecting devices which

allow for the representation of.éomyﬁggisyntactic structures.

A grammar is termed a functional description (FD). A single FD is

used to encode the entire sentence grammar and it contains smaller FDs
which describe the grammar of sentence constituents. For example, an
FD for a sentence grammar might cénsistvéf three attribute value pairs:
subject, verb, and object. FDs are represented diagrammatically by
square brackets. Figure 4.6.1 shows a sample sentence grammar. Note
that the sub-grammars are not specified and the grammar is not complete

as it stands.

SUBJ = [g%ﬁhgga@qgrammar]

s = VERB = [ ves mmar |

_O_BJEC'I;'”"?' = T object grammar ]

FIGURE 4.6.1 Sa ’ﬁtefGrammar



FDs may contain alternatives which specify that a particular

category may be formed in nore than one way« Another version of the
sentence gramar, shown in Figure 4.6.2, specifies that the object is
optional and that a sentence may therefore contain either two or three
constituents. Alternatives are represented by curly braces. Note the
use of the special synbol NONE, which indicates that this alternative

will only be taken if there is no object in the input and if taken no

obj ect occurs in the out put .

————

SUBJ [ subj ect grammar ]

S = VERB

[ verb gramar ]

OBJECT = NONE

OBJECT

[ object granmmar]

FI GURE 4,6.2 Sanple Sentence G ammar ||

Patterns are used within an FD to specify the surface order of the
constituents in the resulting string. A pattern is a list of attribute
nanes which specifies the left to right order of the «constituents.
Since the value of an attribute may be another FD, which nmay in turn
contain a pattern, the process of linearizing an FD using a pattern is
a recursive one. An entry in a pattern list can correspond to a single
word in the resulting string or to a string of words specified by

another pattern. Patterns may contain two special synbols in addi tion
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to attribute nanes. Dots (...) are wused to specify that 0 to n

constituents from other patterns may appear between two attributes and
pound-signs (#) specify that exactly one constituent from another
pattern nust occur between two attributes. These two synbols are used
in handling alternatives which encode different orderings of the sane

constituent.

For exanple, dots are often used to allow for the inclusion or
exclusion of optional constituents such as OBJECT in Figure 4,6.2
above. Consider Figure 4,6.3 belowwhich is a nodification of the
grammar shown in Figure 4.6.2 to contain tw patterns. Unification of
the "patterns will result in (SUBJ VERB OBJECT) if an object exists in

the input or the pattern (SUBJ VERB) if no object exists in the input.

SUBJ = [subject grammar |
S = VERB = [ verb grammar |

PATTERN = (SUBJ VERB ...)

EBJ ECT = NOND

——

PATTERN - (SUBJ VERB OBJECT)

OBJECT - [ object grammar]

FIGURE 4.6.3 Sample Sentence Grammar |11



Paths are used in Kay’s formalism to refer to the value of one

constituent from another constituent. A path is represented by angle
brackets (<>) and specifies a list of attributes. The sample path <al
a2 ... an-1 an> points to the value of attribute an in the value of
attribute an-1, and so forth. Up-arrow (") is a special symbol in a
path that can be used to point to the FD containing the current FD
(i.e. = upper-level FD). Paths can be used, among other things, for
number agreement, person agreement, and traces. In Figure 4.6.4 below,
the path is used to indicate that the number (NUMB) of the verb is

equivalent to the number of the sentence subject (<"SUBJ NUMB>).

SUBJ = |CAT = NP ]
NUMB = ANY
S = VERB = [CAT = VE
V = [CAT V]

UMB = <" SUBJ NUMB>|
0BJ = [CAT NP]

FIGURE 4.6.4 The Use of a Path

Description of some special symbols used in the grammar will be
helpful before describing how it is used. Attribute names include the

following symbols, as well as traditional category names :

1. cat (category): the value indicates the syntactic category of
the FD.

2. pattern: Its value is the list of elements determining the
surface order.

3. 1lex (lexical entry): Its value specifies a particular lexical
element or set of elements.

Two special symbols are used for values: any and none. Any is a



wild-card and indicates that the value of the attribute can be any
non-null value. None specifies that the attribute must not occur in
the output. A sample grammar can now be given for a noun phrase. The

grammar allows for an optional adjective and an optional prepositional

phrase:
CAT = NP
PATTERN = ( eee N ou. )
NP = [PATTERN = ¢ADJ ...)
ADJ = [CAT = ADJ
LEX = ANY

[PATTERN = (... PP) _

PP = |PATTERN = (PREP NP)
CAT = PP I
PREP = |CAT = PREﬂ

LEX =

]
NP = [CAT = NP]
—

FIGURE 4.6.5 Sample NP grammar

4.6.2 A Functional Grammar -

Kay’s grammar is termed "functional" because it assigns equal
status to terms which describe the functional roles elements play in a
sentence (e.g. - protagonist) and to terms which describe the
syntactic category an element belongs to (e.g. =— noun phrase). An FD
may describe legal strings of the 1language using both these

terminologies. In the TEXT system, Kay’s functional categories
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protagoni st (PROT), sonetimes called agent in case formalisns, and goal
(GOAL), sonetimes called object, were adopted. Beneficiary (BENEF) is
used for verbs which take an indirect object. A sentence granmar is
defined for passive and active sentences by stating that the subject of
the sentence is the protagonist if +the voice is active and the
sentential subject is the goal if the voice is passive. An exanple of
this sinple grammar for actives and passives is shown below in Figure
4.6.6. Note that verbs in this exanple do not take an indirect object.
This was done to sinplify the exanple. Sinplification was also
achieved by . assuming that a protagonist is obligatory. Each category
nmentioned in the FD (e.g. VERB, PP) nust be defined by a grammar

el sewhere.

PATTERN = (SUBJ VERB OBJ)
PROT « [CAT NP|
GOAL = [CAT NP]

VO CE = ACTI VE
SUBJ = <PROT>
VERB = [CAT VERB]
OBJ = <@AL>

VO CE = PASSI VE
SUBJ - <GOAL> —_
®BJ « [CAT =P -
PREP = [EX = BY |
G\ = PREJ
HP - O PROT>
VERB = [PATTERN = (vi V2)
VI = [CAT = VERB
LEX = BE
NSE = <T VERB IENS
V2 = [CAT = VERB
LEX - O VERB LEX>
TENSE = PASTP

e
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In this grammar, the value of voice is used as a test for
determning the val ues of subject and object. Use of this functional
notation sinplifies the input considerably. Assumng that the sentence
granmar above, the noun phrase grammar shown in Figure 4.6.5, and
unspecified verb and prepositional phrase grammars constitute the
system grammar, the input need only specify the values for protagonist
and goal and indicate whether the sentence is to be in active or
passive form Unification of the input with the sanple grammar woul d
result in* an identification of subject and object, the construction of
the prepositional by-object when needed, and indicate the surface order
of the constituents. The sanple input shown below in Figure 4.6.7
would result in the sentence "The old nman was bitten by the dog.™ when

unified with the sanple gramar.

= I
PROT » [ADJ) == of

VERB » fF=== BITE

| ILIENSE = PAST]
GOAL =(N === DOG
VO CE = PASSI VE

FIGURE 4*6.7 Sanple |nput

Kay's formalismalso allows for the specification of concepts such
as tSpi_c a"d  comment directly in the grammar. This feature is
particularly attractive since the assignnent of values to these
categories can be wused to deternmine the order of constituents wthin
the sentence. In such a case, the grammar would indicate that the

subject of the sentence is the topic. This scheme neans that the
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process which creates the input need not be cognizant of the difference
between syntactic concepts such as active and passive. Use of
topic—comment articulation within the grammar itself means that the
input can be specified in functional and semantic terms and that the
grammar can use these functional roles in determining the values of the
syntactic categories and their ordering within the sentence. Figure
4.6.8 shows how the input given in Figure 4.6.6 would have to be

changed to specify the topic.

U N
PROT = [ADJ === OLD
=== MAN
VERB = | V === BITE
TENSE = PAS
GOAL = [ N === DOG ]
TOPIC = <PROT>

FIGURE 4.6.8 Sample Input with Topic

This type of formalism is particularly appealing for the TEXT
system since the output of the strategic component contains focus
information and argument assignments for predicates, but embodies no
syntactic information. Focus information can be used in the same way
as topic/comment articulation to  select between syntactic
constructions. Currently, tests on focus information are made in the
dictionary and the sentence voice selected at that point; input to the
tactical component, therefore, 1looks 1like the sample input shown in
Figure 4.6.7. Steven Bossie will be working on incorporating these
tests into the grammar for his master’s thesis. Chapter 3.3.2

describes exactly how focus information is used in the TEXT system.



4.6.3 The Unifier -

A sentence is produced in Kay’s formalism by unifying the input,
which is specified in the same formalism as the grammar, with the
grammar. The input to the unifier is a deep structure representation
of what 1is to be generated. The output 1is a surface syntactic
representation of the sentence which is linearized using the patterns

it contains.

During the unification process, variables (values of any) are
replaced by values from the input and alternatives in the grammar are
eliminated. The process involves unifying the value of each attribute
in the grammar FD with the value of the attribute of the same name in
the input FD. If the grammar value is an alternative, all options
are unified and the first successful result taken. If either value is
a symbol, then unification succeeds when the two values are equal, when
one value is a wild card (221) and the other value is non-null, or when
either of the values is nil. If both values are FDs then the two FDs
are wunified. If an attribute occurring in the grammar does not occur
in the input, the attribute and its value are added to the result. In
all other cases, wunification results in failure. After the FD is
unified with the grammar, each constituent of the FD is wunified with
the appropriate sub-grammar. Unification is a fully recursive
non-deterministic process. For further <clarification on Kay’s
unification process, see [KAY 79]. Unification in the TEXTrsystem was
modeled after Kay’s design, but 1liberties were taken in solving

problems peculiar to the TEXT system.



TEXT SYSTEM | MPLEMENTATI ON Page 220

4.6.4 The TEXT SystemUnifier -

The unifier for the TEXT system was designed and partially
i mpl emented by Steven Bossie [BOSSIE 82]. Sonme of the special features
of the TEXT systemunifier which depart in éoncept from Kay's include
the ability to handl e unattached attributes in the input, the treatnment
of gapping, and the use and inplenentation of paths in the gramar. A
brief description of each of these features is given followed by an
exanple of the unification procedure* For nore details on the TEXT

systeminpl enentation of the unifier, see [BOSSIE 82].

The ability to handle unattached attributes in the input nmeans
that the input deep structure representation of the éentence can be
less well-defined than would otherwise be required. The | ooser
specificétion of exactly where constituents are attached neans |ess
work needs to be put into the dictionary (which is hand-encoded) where
the translation frommessage formalismto deep structure is made. This
feature is particularly useful for the description of noun phrases.
The fact that noun phrases can take any nunber of adjectives is
described recursively in the grammar. That portion of the noun phrase
following the determner is described by the rule: NNP -> ADJ NNP /

NOUN. In functional notation:
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CAT - NNP
|PATTERN = (ADUINNP)
ADJ = [CAT = Al

JLEX = ANYJ
N\P = &EF - [CAT NNP

PATTERN « (N)_
N = [CAT = NOONJ

ILEX=ANY]
ADJ = NONE =

A ——
B

FI GURE 4.6.9 Encoding Multiple Adjectives
If nore than one adjective is desired in the output, each
adjective need not be attached to its NN\P category in the input.
Instead, adjectives can sinply be listed as part of the containing noun
phr ase. During the process of unification, the nodes corresponding to

NNP are added to the structure.

Recursion on the category NNP stops when all adjectives in the
i nput have been used. Figure 4.6.10 shows sonme sanple input along wth
the output that would be generated by the unifier if the given input
were wunified with the grammar shown in Figure 4.6.9. Note that ==is

used in the input to abbreviate the attribute value pair LEX = <val ue>
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F e ——

ADJ === BIG
INPUT = ADJ === OLD

N === CAT

[ CAT = NNP ]
OUTPUT = PATTERN = (ADJ_NNP)
ADJ = [CAT = ADJ
LEX = BIG

—
NNP = | CAT = NNP
PATTERN = (ADJ_NNP)

ADJ = |[CAT = ADJ
EX = OLD

NNP = [CAT = NNP
PATTERN = (N)

N = |CAT = NOU
LEX = CAT

FIGURE 4.6.10 Input and Result of Unification

The implementation of gapping in the TEXT system departs from
Kay’s design (see [KAY 79]) for reasons of expediency. In the TEXT
system, the feature "(gap +)" (an attribute value pair) is added to the
FD of any constituent that corresponds to a gap in the final sentence.
Since a gap is a hole that would have been filled by some other
constituent in the sentence, a path is also added to the FD as the
value of the attribute. The constituent that the path points to is
used when resolving questions of number agreement. Although the
attribute denoting the constituent that is gapped appears ian the
pattern, the linearizer checks for the presence of the gap feature
before linearizing the value of any constituent in the pattern. If the

gap is present, nothing is added to the string.
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The use of paths, as specified by Kay, was found to Dbe
incompatible with the use of recursive structures (such as the NNP
above) and the 1loose specification of attributes. Kay wuses the
up-arrow (") to specify the FD in which the current FD is embedded. 1If
a path is used in the input to specify the value for a gap occurring in
a relative clause, it is unclear how many levels up (or down) in the
recursive structure built by the unifier, the NP occurs. For example,
in the sentence "The old man who walks by my house every day.", the gap
acting as subject of the relative clause 1is co-referential with the
noun phrase "the old man". The structure for the noun phrase could be
built by the unifier in several ways. The unifier may group the head
noun and relative clause under an nnp which 1is modified by an
adjective. Or, the unifier may group the adjective and the head noun
under an nnp which is modified by a relative clause. In one case three
up-arrows are required to refer to the head noun and in the other case,
only two. When designing the input, there is no way of knowing which
of these structures will be built, and therefore how many up-arrows to

include in the input.

To accommodate for this phenomena, a *up-arrow (*") is used, which
refers to the closest higher 1level FD which contains the attribute
following *up-arrow. *Up-arrow (multiple upward path) indicates that
the search is made upwards through the FD untilbthe desired attribute
is found. The same problem can occur when following a path downward
through an FD. For this reason, a breadth-first search through the FD

is done for the next attribute in a path. This means that if the next



attribute in the path occurs in the current level FD, processing of
paths will proceed as Kay suggests* If it is not in the current |[evel
FD, a search for the attribute is nade through the value of each

attritbute in the current |evel FD.

**6«5 Unifying A Sanple Input Wth A Sanple G anmar -

A subset of the grammar used for TEXT is shown in Figure 4.6*11.
Note that it consists of a list of alternatives where each alternative
is a different syntactic category. The lexicon is considered part of
the grammar. A sanple noun phrase input is shown in Figure 4.6.11.
Pre-processing adds the attributes Iﬂto the input to obtain 12, shown
in Figure 4.-6. 11 to replace the abbreviation "===". Unification
processing is <controlled by the gramar. Processi ng begins by

scheduling each alternative in the grammar for unification with the

i nput .

The first success halts the unification of following alternatives.
The first alternative in the sanple grammar is the NP FD. Each
attribute in the FD is unified with the input. The first attribute is
cat. Its value in the input is retrieved and is found to match the
grammar's value (np). The attribute and value are returned to the
input and the second_ attribute checked. Pattern has a null value in
the input and since nil and a given synbol are defined as success
(Section 4.6.3), the attribute and the value, "(+*+ nnp)' are added to

the input. An alternative is found next and each choice is schedul ed

for wunification . The first FD ([article - NONE]) fails since the
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symbol NONE only matches against nil or NONE and the value for article

in the input is [lex f_def]. The second alternative is then attempted.
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cat = np ]
I = article === def

n === man
I —

[cat = np
12 = article = [lex = def]
n = [lex = man]

pvm—

cat = np -
attern = (... nnp)

Jarticle = none]
pattern = (article ...)

article cat = article
lex = any

nnp = [cat = nnp]

"

-

Grammar
[ Cat = nnp -
pattern = (... n)

[cat = noun]

n =
[adj = NONE]
cat adj
ex = an
np = [cat = nnp]
attern = (adj nnp)

[
]

adj

W

—

[Ccat = adj

lex = old
Lifx = big

[cat = noun
ex = ca%S
é}ex = man
cat = article
ZIex = inde
lex = def

FIGURE 4.6.11 Input and Grammar



The value of pattern in the grammar '"(article ...)" 1is matched
against the value of pattern in the input "(... nnp)". Although the
two patterns can be unified in any of the following ways, the first
success is selected and used as the value for the input:

pattern = (article nnp)
(article ... nnp)

The result of unifying the value of article in the grammar with the
value of article in the input results in the value of lex in the
grammar ("any'") being replaced by the value of 1lex in the input

(lldefn) R

The final attribute in the NP FD is then matched against the
input. Again, nnp has a null value in the input and therefore, the
grammar’s attribute and value are added to the input. The FD that

results from this stage of unification is shown in Figure 4.6.12.

cat = np

pattern = (article nnp
n = [lex = man]

nnp = [cat nnp]

FIGURE 4.6.12 Intermediate FD

Processing proceeds at this point by unifying the value of every

constituent in the input FD’s pattern against the grammar.* If the FD

*Attributes name both constituents and features of the grammar (e.g.
is a constituent, but numb is a feature). See [BOSSIE 82] for
description of the use of constituents.

a
a
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had no pattern, unification would halt successfully with the FD shown
in Figure 4*6.11 wthout its pattern. The value of the first
constituent, article, is unified with the grammar and successfully
results in the same value (it matches against the fifth alternative in
the grammar and returns successfully since [lex = def] is one of the

al ternatives).

The value of the second attribute in the pattern is then wunified
with the grammar. Note that the second attribute in the pattern is nnp

and its value in the Input is [cat = nnp]. The first alternative in

the grammar fails since "cat » np" is in the granmar and "cat = nnp" is
in the input. The second alternative in the grammar succeeds. After
unifying the categories (EEEJ’ the first alternative of the nnp FD in
the grammar is nmatched against the input. Since there fs no EEL in the
i nput, the first atfribute value pair of the alternative (adj * none)
succeeds and is added to the value of the input. Pattern also succeeds
and is added. The val ue for n. is then searched for. Athough it is
not a nenber of this particular FD, it 1is an wunattached attribute,
since it is not a constituent of the FD it is contained in, and is
therefore available for use (see [BGSSIE 82] for a discussion of the
treatment of unattached attributes). Thus, the value of the attribute
Lj in the granmar is unified with the value of n_ in the input and

results in success. The value of nnp after this stage in the

uni fication process is shown in Figure 4.6.13
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cat = nnp ——W
pattern = (n)
nnp = adj = NONE
n = |cat = noun
lex = man
| _1

FIGURE 4.6.13 Unified nnp

The value of the attributes in this FD’s pattern are then unified
with the grammar (not described here). The result of the nnp
unification is then added to the resulting FD (unattached attributes
were removed when used) and the final FD is shown in Figure 4.6.14.
This FD is linearized to produce the string '"the man". For further

details on the unification process see [BOSSIE 82].

[cat = np -
pattern = (article nnp)
output = article = cat = article

lex = def

nnp = [pattern = (n)
adj = NONE

i n = [cat = nou

lex = ma;ﬂ
L —_

FIGURE 4.6.14 Final FD

4.6.,6 Grammar Implementation -

In this section, the capabilities of the TEXT system grammar are
described and example output from the system given which illustrates
the use of each syntactic construction. Sentence constructions include
the simple active, simple passive, and there—insertion. Sentences 1,2,
and 3 are sentences generated by the TEXT system which use these thrge

constructions:
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1. The torpedo has an underwater target location. (active)
2. Torpedoes are carried by water-going vehicles. (passive)

3. There are two types of entities in the ONR database:
destructive devices and vehicles. (there-insertion)

Verbs in the sentence grammar either take no object or a direct
object (the grammar was implemented to handle indirect objects as well,
but no use was made of this type of verb in the TEXT system.). Output
from the TEXT system showing the use of verbs with no object and a
single object are given in sentences 1 and 2 below (the portion of the
sentence 1illustrating the example is underlined). Modifiers of a verb
phrase can include adverbs and prepositional phrases. The use of verb
complements was also implemented. Sample output for these
constructions are shown in sentenéés 3-5, with the relevant portion

underlined.

l. An aircraft travels by flying. (no object)

2. The entity has DB attributes REMARKS. (direct object)

3. A submarine is a water-going vehicle that travels underwater.
(adverb)

4. A ship is a water-going vehicle that travels on the surface.
(verb prepositional phrase)

5. A submarine is classified as a whisky if its CLASS is WHISKY.
(verb complement)
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A sentence may take a sentential -adverb, as. in sentence 1 below
The use of “for exanpl e! is triggered by the predicate
particular-illustration and is sel ect ed in t he di ctionary.
Amplification is another predicate which can trigger the use of a
sentential adverb (e.g. - also). A sentence nay be followed by a
sub-list as in sentence 2 below, which exenplifies what was stated in
the sentence. The use of a sub-list is triggered by the constituency
predi cate. Wien the sublist is selected, a colon is attached to the

precedi ng part of the sentence.

1. Mne warfare ships, for exanple, have a displacenent of 320
and a LENGTH of 144« (sentential adverb)

2. There are 2 types of guided projectiles in the ONR database:
torpedoes and missiles. (sentence sublist)

Noun phrases are perhaps the nost conplex syntactic category in
the grammar. Adj ectives, relative clauses, and prepositional phrases
are all nodifiers of a noun that can appear any nunber of tines wthin
a single noun phrase and were therefore inplenmented recursively.

Rel ative clauses are fairly conplex since they nake use of paths and

the gap feature. Exanpl es of these three constructions are shown in
sentences 1-3 bel ow A noun phrase also has several opti onal
constituents which can appear only once, if at all. These include

determiners, parentheticals, and the use of sub-lists. The input need
only specify whether a determner is definite or indefinite and the
appropriate lexical item wll be selected. A default definite

determiner is assumed if none is spécified in the input.
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l. The torpedo and the missile are self-propelled guided
projectiles. (adjectives)

2. All aircraft carriers in the ONR database have REMARKS of O,
FUEL TYPE of BNKR, .... (prepositional phrases on nouns)

3. The vehicle has DB attributes that provide information on
SPEED INDICES and TRAVEL MEANS. (relative clause)

Parentheticals are used to provide further specification of a noun
phrase for two reasons: providing examples and specifying members of a
class. Examples are used when a noun phrase specification may not be
sufficient for a user to understand. In most cases a single example is
presented because the complete set is too large to list.
Parentheticals are also wused to list the database attributes that an
entity has under a single topic in the topic hierarchy. A noun phrase
is wused foé the topic and the séecific attributes are parenthesized.
The use of parentheticals for examples is shown in Sentence 1 below
where only two of the sub-types of the aircraft are mentioned.
Sentence 2 shows the use of a parenthetical to list the attributes of

FUEL indices which the aircraft possesses.

l. Aircraft are categorized by PROPULSION (for example, jet) and
FLAG (for example, US aircraft).

2. Other DB attributes of the aircraft include FUEL
(FUEL_CAPACITY and FUEL _TYPE) and FLAG.

Noun phrase sub-lists are used to specify elements of a category.
The category is described using a generic description, but only some

members of the generic class actually participate in the relation.
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These are specified by uéing a list construction. In the noun phrase
"Jane’s friends, John, Sue, and Mary,", '"Jane’s friends" constitutes
the generic description while the list "John, Sue and Mary'" specify the
relevant elements. Sentence 1 below shows an example of noun phrase

sublist construction from the TEXT system output:

l. Its surface-going capabilities are provided by the DB
attributes DISPLACEMENT and DRAFT. (noun sublist)

The tactical component is currently capable of using conjunction
around sentences, noun phrases, and prepositional phrases. Conjunction
is represented in the grammar through the use of recursive structures.
Each category that allows for conjunction must be modified to coantain
an alternative which tests for the presence of a conjoining term. Its
presence triggers the construction of two categories, np-list and np
for a noun phrase,-separated by the conjoining term. Np-list recurses
on itself wuntil no more nps are found in the input. The alternative
added to the noun phrase FD and the additional syntactic category added
to the grammar in order to produce sentences with conjunction around

noun phrases are shown below in FIGURE 4.6.15
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Alternative added to the NP FD

CONJ - ANY
NP = | PATTERN = (NPLI ST CONJ NP)
NP = [CAT NP

NPLI ST = [CAT NPLI ST]

Addi tional category (NPLIST) added to the granmmar

FEAT = NPLI ST
"[NP - NONE]

PATTERN = (NPLI ST NP)
NPLI ST = [CAT NPLI ST]

NP = [CAT NP

PUNCTUATION = AFTER = ","

| - ——d

FIGURE 4.6.15 Conjunction Additions

It should be noted that the lexical value of the conjoining term

nmust be specified by the input. "And" and "or" are the two nbst conmon
types of lexical conjunction, but at the sentence |level other types of
conjunction may be necessary (e.g. "but", "although", etc.). Al though
the TEXT strategic component currently does not nake any selection of
these types of conjunction, the granmar could produce these types of
sentences if they were specified. The use of a sublist within an NP or
a sentence calls for the standard use of conjunction. Some exanples of

this have already been seen. Two additional exanples are provided in

Sentences 1 and 2 below, the first using and and the second using or.
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1. All aircraft carriers in the ONR database have REMARKS of O,
FUEL TYPE of BNKR, FLAG of BLBL, BEAM of 252, ENDURANCE RANGE
of 4000, ECONOMIC SPEED of 12, ENDURANCE SPEED of 30, and
PROPULSION of STMTURGRD. (conjunction around nps using and)

surface. (conjunction around pps using or)

Future work on conjunction in the tactical component should
include a more general treatment of conjunction. Currently, a test for
conjunction must be added to each syntactic category for whiéh it 1is
needed. Although the test is fairly simple, a more general method
would be to let the presence of the conjoining term trigger the use of

conjunction around whatever category was present in the FD of the

input.

The tactical component is also capable of producing possessives.
A possessive 1is a constituent of the noun phrase in the TEXT grammar
and is itself a noun phrase (although a limited one in the TEXT grammar
since the full range of modifiers on possessives were not accouunted
for). Possessives affect the immediately succeeding noun phrase since
it can no longer take a determiner. Sentence 1 below contains a noun

phrase with possessive.

1. The missile’s target location is indicated by the DB attribute
DESCRIPTION ... (possessive)




Punctuation is also handled within the grammar. Sentence final
periods are the only exception to this rule. If a particular syntactic
construction requires the use of punctuation (i.e. - commas for lists,
colons for sub-lists following sentences, parentheses for
parentheticals), a punctuation feature is added to the constituent
specifying the type of punctuation to be used and whether it should
occur before or after the constituent. The punctuation element is
concatenated to the appropriate word (the last word of the constituent
if "after" is specified; the last word of the preceding constituent if
"before" is specified) during the process of linearization. In Figure

5.4.14, the use of a comma was specified by the punctuation feature.

4.6.7 Morphology And Linearizaiton -

Morphological suffixes to words are added during the linearization
process. A list of attributes specifying the linear order of the
constituents is obtained from an FD by retrieving its pattern. The
value of the first attribute of the list is then accessed. If the
value is an FD, its pattern is accessed. If it is a lexical entry, the
morphological routines are called, the lexical entry processed, and the

resulting word added to the sentence string.

, Certain word categories, such as adjectives and adverbs, need no
morphological processing. Nouns, on the other hand require processing.
They must be pluralized if they contain the feature '"NUMB = PLUR".
This requires adding "s'" or "es" to the root noun provided in the inpqt

("es is added if the noun ends in "s'"). For nouns taking an irregular
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plural, the plural is provided explicitly under the word's entry in the

| exi con.

Verbs are conjugated as dictated by the features "TENSE'" and
"NUMB" in the verb FD. Present tense triggers the concatenation of "s"
for third person singular only, to the root verb. Past tense triggers

the concatenation of "ed" for all persons. Because of the database

application, a default tense of "present", person of "third", and
nunmber of "singular" is assumed if any of these features are m ssing.
The conjugations for irregular verbs, such as "be" and "have", are

provided explicitly in the lexicon under their entries.

4.6.8 D sadvant ages -

The maj or di sadvantages of the functional grammar and unifier are
i mpl ementation issues. Since the wunifier is non-determnistic, the
production of a single sentence form the given deep structure is
incredibly tinme-consum ng. The unifier is, at best, ten times slower
than the strategic conponent. A representative processor tine for the
unifier to produce an answer 43845 CPU seconds, while the strategic
conponent uses 3290 CPU seconds. Average elapsed tine for the tactical
conponent is approximately 15 to 20 nminutes, while the strategic

conmponent is about 2 mnutes. Code for the tactical conponent,

furthernore, was conpiled while the strategic conponent code was not.



Some improvements in the design of the TEXT tactical component
unifier, however, could result in significant speed-ups. Using the
syntactic category provided in the input* to directly retrieve the
appropriate alternative from the grammar, rather than testing each
alternative individually as 1is currently done, would be one such
improvement. The same approach could be used when unifying a lexical

entry against the lexicon.

A second problem with the unifier also results from the fact that
it is mnon-deterministic. Debugging the grammar during its design
stages is made more difficult by the fact that an error doesn’t show up
until far away from the place wheré it first caused the problem. This
situation is common to many non—deterministic processes and could be
improved through the incorporation of testing diagnostics in the

unifier.

4.6.9 Advantages -

Use of Kay’s formalism in the TEXT tactical ccmponent was
successful on two accounts. The first, mentioned earlier, is that the
grammar allows for equal treatment of functional and syntactic
categories. This means that the input to the tactical component can be
formulated by a process having little information about syntax. The

protagonist and goal of the predicate are easily specified by the

*The syntactic category of only the top-level FD needs to be provided
in the input (cat = s). The syntactic category of each of the
sentence’s constituents is deduced during the process of unification.
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dictionary, but the tactical conponent determnes which of these
function as surface subject and object and that their syntactic
category is noun-phrase. It should be noted that the TEXT system
grammar was not developed fully enough to allow for conplete semantic
specification by the input. For exanple, a nodifier of a noun must be
specified by adj, a synfactic classification. Further sinplification
of input specification was achieved by Bossie by allowing for the

presence of unattached constituents.

Augnenting the grammar also turned out to be a fairly easy task in
Kay's formalism VWen a new type of syntactic category is needed
another alternative can be added to the grammar specifying the
structure. Only the alternatives which encode the syntactic categories
of which the new category is a constituent, need to be nodified. Al
other alternatives remain unchanged. The grammar is based on a clearly

nodul ar design as a result of the use of alternatives.

Future incorporation of the use of focus information into the
grammar is another favorable aspect of the granmmar. Although not
currently inplenented in the TEXT tactical conponent, the grammar
al | ows for easy incorporation of tests on focus to select an

appropriate syntactic construction

The advantages cited in this section far out wei gh the
di sadvantages described in the previous section, which could, in fact

be taken care of through an increased inplenentation effort.
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4.7 Practical Considerations

Al though the TEXT systemwas inplemented to test the generation
principles developed in this dissertation, it addresses a real need in
natural |anguage database systens. It is just this fact that raises the
guestion of how practical the system is for use in a real-world
application. Faster response time is obviously one problemthat must be
sol ved bef ore the TEXT system can be considered practical
Practicality, however, involves nore than just questions of speed. In
this section, the following tw questions are discussed: 15 Does the
system appropriately address the needs of the wuser for the questions
covered? and 2) Does the systemcover all the questions that a user

m ght want to ask about database structure?

4.7.1 User Needs -

By providing a facility that can respond to questions the user has
been shown to have about database structure [MALHOTRA 75], the TEXT
system clearly addresses the needs of the user in ways that previous
systems did not attenpt. By providing a natural |anguage response that
describes concepts as they are viewed by the database systemand at the
sane time incorporating real-world know edge about the concepts that the
user may be famliar with into the response, the system provides a
conprehensible text for the naive and casual user of the database

system  Sonme questions that need to be addressed before the system can
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generated.

Currently the system may repeat information that it has just
provided in a previous response. If the user is constantly presented
with information he has already seen, he will become bored and
frustrated with the system. Although the problem of when to omit
information because of its presence in previous discourse and when to
repeét it, is not a simple question (i.e. it may be affected by how
much time has passed since the information was first presented), it 1is
an issue that must be addressed before the system can be called truly
practical (some issues involved in this problem are discussed in detail

in Chapter 5).

One of the main issues that this dissertation addresses 1is the
generation of multi-sentential text, a problem that was only
superficially addressed by previous research in natural language
generation. Now that ;he generation of longer text is feasible, a
serious examination of when length is needed must be done. Shorter
answers do not suffice in situations where the user’s question does not
clearly delimit the conditions for determining an appropriate answer.
For example, when providing definitions, there may be more than one
piece of information which can be used to identify a term, while in
answering a question 1like '"Who is the president of the programming

division?", a name alone will suffice. Consistently 1long and wordy

answers, however, may tax a user’s patience.
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In order to nmake deci sions about how nmuch information is sufficient

for answering a particular user, an explicit nodel of the user's beliefs

is necessary. |In cases where a user is clearly wunfanmliar wth the
termse involved, a nore detailed explanation is necessary. If nore
detail is not provided, the wuser wll be wunhappy with the system

performance when he can not understand the response. Wen it is clear
that the wuser understands the concepts involved, longer text s
unnecessary and cunbersone. An exanple of this situation was discussed
in Chapter 2, where the definition of a hobie cat was given. If the
user was ascertained to be wunfamiliar with the world of sailing, a
detail ed explanation of catamarans was provided. If the wuser was
know edgeabl e about sailing, however, the hobie-cat could be sinply

identified as a brand of catanaran.

4.7.2 Question Coverage -

The TEXT system addresses three classes of questions that were
di scovered by Mal hotra during experinentation with user interaction with
natural |anguage database systens. These three question types were
questions that Malhotra found wusers frequently asked to faniliarize
thenmsel ves with the database before asking questions about the data
itself. O her classes of questions which Malhotra identified in his
experi mentation were not covered in this system because the typica
knowl edge base used in natural |anguage database systens does not encode
the kind of infornmation needed to answer such questions. These include

questions about the systenis capabilities, such as "Can the system
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handle ellipsis?", questions about system processes such as '"How is
manufacturer’s cost determined?", and questions involving
counterfactuals, such as "If John Brown were promoted to systems
analyst, what would his salary be?". Mays [MAYS 82] is currently
working on a knowledge representation that would provide the information
necessary to handle questions about time and processes. Discovery of
other classes of questions that should be handled and the knowledge
needed to answer those questions requires more experimentation with

users of natural language database systems.

4.7.3 Conclusions -

The TEXT system was developed in part to increase the practicality
of natural language database systems by allowing users to ask questions
to familiarize themselves with the database system. The system as it
stands, however, is not ready to be used in a real life situation. 1In
order to make the system fully practical for everyday use, it must be
augmented so that it can avoid repetition of information within a single
session, so that it can provide shorter or longer answers depending on
the wuser’s needs, and so that it can answer other classes of questions
as well as requests for definitions, requests about available
information, and questions about the differences between entities. In
providing the ability to answer questions of these types, the TEXT
system has opened up possibilities for areas of future research which

are needed to create a truly practical system.



5.0 DI SCOURSE HI STORY

Tracking the discourse history involves remenbering what has been
generated in a single session with a user and using that information
when generating additional responses. The discourse history can be
used sinply to avoid repetition within a single session or it can be
used to provide anal ogies that contrast previous answers. Although the
mai nt enance of a discourse history record was not inplenented in the
TEXT system an analysis of the effects such a history could have on
succeedi ng questioﬁs as well as the information that needs to be
recorded in order to achieve those effects was made. In the follow ng
sections some exanples from each class of questions that the system
handl es are examined to show how they woul d be affected by the various

ki nds of discourse history records that could be maintained

51 \What Needs To Be Recorded?

Varying quantities of information could be naintained in a
di scourse history record. The system could sinply note that a
particul ar question was asked and an answer provided, in which case a
list of question types and their arguments would be nmaintained. On the
other hand, the system could note both the question asked, the
structure used in the response, and the particular information
provi ded. in such cases, the question, its argunments, and the fully

instantiated schema nmust be recorded. 1In the follow ng sections, it is
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shown, through example, that by simply maintaining a 1list of the
questions asked in the session the capabilities of the system can be
substantially improved by avoiding repetition. In some cases, access
to the exact information that was provided earlier can be used to
create a text that contrasts or parallels the earlier ones. The
differences between the effects that can be achieved with each type of
history record are described below. It should be noted that the
discourse history could also be extended to include the actual words
and syntactic structure used in the response. The affect of this type
of information on the generation of responses won’t be considered here

as it falls under the jurisdiction of the tactical component.

5.2 Questions About The Difference Between Entities

Questions about the difference between entities are greatly
affected by the previous discourse. If one of the entities in question
was recently defined, then information about that entity does not have
to be presented in the current answer. Consider the question "What is
the difference between a destroyer and a bomb?". The answer currently
provided by the system, whi;h does not take the previous discourse into
account, is shown below in (1). If the question "What is a bomb?" had
been recently answered as shown in (2), then the question about the
difference between entities would be more appropriately answered as
shown 1in (3). (Note that this is a hypothetical answer, not one
generated by the system.) In order to answer the question this way, the

system only needs to know that it recently provided the definition of a



bomb. Since only generic class information is provided about the bomb
for this question, the system can assume that information would have
been provided in the definition and can thereby avoid repetition.
Knowing which structure was used for the previous response does not

improve the current response since its structure is not affected.

1) What is the difference between a destroyer and a bomb?

A destroyer is a surface ship with a DRAFT between 15 and
222. A ship 1is a vehicle. A bomb is a free falling
projectile that has a surface target location. A free falling
projectile 1is a lethal destructive device. The bomb and the
destroyer, therefore, are very different kinds of entities.

(2) What is a bomb?

A bomb is a free falling projectile that has a surface
target location. The bomb’s target capabilities are provided
by the DB attribute  LETHAL RADIUS_& UNITS. Other DB
attributes of the bomb include NAME and WEIGHT & UNITS. The
MK-84, for example, has a LETHAL RADIUS of 200 FT and a WEIGHT
of 2000 LBS.

(3) What is the difference between a bomb and a destroyer?

A destroyer is a surface ship with a DRAFT between 15 and

222. A ship is a vehicle. Since the bomb is a destructive

device, it is a very different kind of entity than the
destroyer.

In responding to questions about entities that are very similar,
the previous discourse information can be even more useful. Consider
the question "What is the difference between an ocean-escort and a
cruiser?". The answer currently produced by the TEXT system is shown
below in (4). If the answer shown in (5) had been recently generated

in response to the question "What is' an ocean-escort?", then the answer
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shown in (6) would be a more appropriate response to the question about

the difference between the two entities.

(4) What is the difference between an ocean—escort and a
cruiser?

The cruiser and the ocean escort are surface ships. The
ship’s surface-going capabilities are provided by the DB
attributes DISPLACEMENT and DRAFT. The ship has DB attributes
MAXIMUM SPEED, PROPULSION, FUEL (FUEL_CAPACITY and FUEL_TYPE),
DIMENSIONS, SPEED_DEPENDENT RANGE and OFFICIAL NAME. Ocean
escorts have a DISPLACEMENT between 3400 and 4100. All ocean
escorts in the ONR database have REMARKS of 0, FUEL TYPE of
BNKR, FLAG of BLBL, MAST HEIGHT of 85 and PROPULSION of
STMTURGRD. Ocean escorts ca?}y between 2 and 22 torpedoes, 16
missiles, and between 1 and 2 guns. A ship is classified as
an ocean escort if the characters 1 through 2 of its HULL NO
are DE. Cruisers have a PROPULSION of STMTURGRD and a LENGTH
between 510 and 673, All cruisers in the ONR database have
REMARKS of O and FUEL TYPE of BNKR. Cruisers carry between 8
and 42 torpedoes, between 4 and 98 missiles, and between 1 and
4 guns. A ship is classified as a cruiser if the characters 1
through 2 of its HULL NO are CL or the characters 1 through 2
of its HULL NO are CG. The ocean escort, therefore, has a
smaller LENGTH and a smaller DISPLACEMENT than the cruiser.

(5) What is an ocean~escort?

An ocean escort is a surface ship with a DISPLACEMENT
between 3400 and 4100, A ship is classified as an ocean
escort if the characters 1 through 2 of its HULL NO are DE.
All ocean escorts in the ONR database have REMARKS of O,
FUEL TYPE of BNKR, FLAG of BLBL, MAST HEIGHT of 85 and
PROPULSION of STMTURGRD.

(6) What is the difference between an ocean-escort and a
cruiser?

A cruiser is a surface ship with PROPULSION of STMTURGRD
and a LENGTH between 510 and 673. A ship is classified as a
cruiser if the characters 1 through 2 of its HULL NO are CL or
the characters 1 through 2 of its HULL NO —are CG. All
cruisers in the ONR database have REMARKS of 0, DISPLACEMENT
between 4600 and 5200, and FUEL TYPE of BNKR. The cruiser,
therefore has a larger DISPLACEMENT and a larger LENGTH than
the ocean escort.



DISCOURSE HISTORY Page 248

In order to provide a response like that shown in (6), the system
would have to have access to a fully instantiated schema of the
previous question. It could use that previous message to provide
directly contrasting information about the cruiser. In other words, in
places where the previous answer provided characteristic features of
the ocean-escort, the new answer would provide characteristic features
of the cruiser. The value of attributes whose values were provided for
the ocean-escort would also be provided for the cruiser. In this case,
the predicates selected for the previous answer would be the predicates
which would be 1instantiated for the current answer. The new answer

could be followed by an inference made about the two entities.

If the system knew that the previous question had been answered,
but didn‘t have access to the instantiated schema, it could eliminate
repetition about the ocean escort, but it could not necessarily select
appropriate information about the cruiser when constrasting it against
the ocean escort. Note that this is the case since the two entities
are very similar and therefore have many common features which can be
contrasted. This was not the case for the destoyer and the bomb.
Thus, an improvement over the current state of the system could be
achieved by recording the question only, but no guarantee that the most
appropriate information for comparision would be selected could be

made.



The question '"What is the difference between an ocean escort and a
cruiser?" will also be affected if discussion of ships occurred in the
previous discourse. If a request for available information or for a
definition of the ship occurred recently*, then there is no need to
provide much detail on the common features of the ocean escort and the
cruiser, since they will have been provided in the previous answer
about ships. In such a case, the twd objects in question need only be
identified as ships, before discussing their differences. The modified

answer is shown in (7).

(7) What is the difference between an ocean-escort and a
cruiser?

The cruiser and the ocean escort are surface ships.
Ocean escorts have a DISPLACEMENT between 3400 and 4100. All
ocean escorts in the ONR database have REMARKS of 0, FUEL TYPE
of BNKR, FLAG of BLBL, MAST HEIGHT of 85 and PROPULSION of
STMTURGRD. Ocean escorts carry between 2 and 22 torpedoes, 16
missiles, and between 1 and 2 guns. A ship is classified as
an ocean escort if the characters 1 through 2 of its HULL NO
are DE. Cruisers have a PROPULSION of STMTURGRD and a LENGTH
between 510 and 673. All cruisers in the ONR database have
REMARKS of O and FUEL _TYPE of BNKR. Cruisers carry between 8
and 42 torpedoes, between 4 and 98 missiles, and between 1 and
4 guns. A ship is classified as a cruiser if the characters 1
through 2 of its HULL NO are CL or the characters l through 2
of its HULL NO are CG. The ocean escort, therefore, has a
smaller LENGTH and a smaller DISPLACEMENT than the cruiser.

For qﬁestions such as "What is the difference between the whisky
and the kitty hawk?" which involves entities which are neither very

close nor very dissimilar in concept, fewer facts have to be eliminated

*The system must also be able to discriminate between those questions
which occurred so 1long ago in the previous discourse that they would
not affect the current answer and those that should.



from the answer which is currently generated by the system (shown in
(8)). If a request for the definition of the whisky occurred recently
in the session, the two entities in question still have to be
identified as water-going vehicles and the classes of water—going
vehicles discussed, but explicit facts about the whisky should be
omitted from the answer. Again, if the system only had a record of the
question asked, the best it could do would be to omit information about
the whisky without changing anything else in the original answer, an
improvement, nonetheless, over the original answer. The hypothetical

answer that would be generated in such a case, is shown in (9).

The instantiated schema for the‘definition of the whisky could
potentially be used to provide a description about the kitty hawk that
parallels the earlier answer, as was done for the question about the
ocean escort and the cruiser. Since the type of information that is
available for one entity like these is not necessarily available‘ for
the other (e.g. ships have no information on OPERAIING_DEPTH, while
submarines do), the answer will not always be improved by having access
to the fully instatntiated schema. In the rare case where the same
type of information happens to be available, however, an improvement

can be achieved.

8) What is the difference between a whisky and a kitty hawk?

The whisky and the kitty hawk are water—-going vehicles.
The water-going vehicle’s water—going capabilities are
provided by the DB attributes under WATER GOING OPERATION (for
example, DRAFT). The water-going vehicle has DB attributes
FUEL( FUEL CAPACITY and FUEL TYPE) and OFFICIAL NAME. Its
transportfﬁg capabilities are provided by the DB attributes
under TRAVEL MEANS( for example, FUSE TYPE). There are 2



types of water-going vehicles in the ONR dat abase: subnarines
and shi ps. A kitty hawk is a surface ship wth a
OFFI CI ALJJAME of KITTY HAWK, a HULLINO of CV-63, a IRCS of
BL13, a FUEL_CAPACITY of 7060, a ECONOM CIRANGE of 10000, a
DRAFT of 36 and a MASTJfIEIGHT of 195. A whisky is an
underwat er subnmarine with a PROPULSI ONJTYPE of DIESEL and a
FLAG of RDOR A ship is classified as a kitty hawk if its
CLASS is KITTY HAWK. A submarine is classified as a whisky if
its CLASS is WHI SKY. The whisky and the kitty hawk,
therefore, are 2 different kinds of entities.

9) What is a whisky?

A whisky is an under wat er submarine with a
PROPULSI ONJTYPE of DI ESEL and a FLAG of RDOR. A submarine is
classified as a whisky if its CLASS is WH SKY. Al  whi ski es
in the ONR database have REMARKS of 0, FUEL CAPACI TY of 200,
FUELJTYPE of DIESEL, IRCS of 0, MAXI MUM OPERATI NGJ3EPTH of
700, NORVAL OPERATI NG DEPTH of 100 and MAXI MUM SUBMERGED SPEED
of 15. ~

10) What is the difference between a whisky and a kitty hawk?

The whi sky and the kitty hawk are water-going vehicles.
The  water-going vehicle's wat er-going capabilities are
provided by the DB attributes under WATER GO NG _OPERATI ON (for
exanpl e, DRAFT). The water-going vehicle has DB attributes
FUEL( FUEL_CAPACITY and FUELJTYPE) and OFFICIALIJNAME." Its
transporting capabilities are provided by the DB attributes
under TRAVELJffi ANS( for exanple, FUSEJTYPE). There are 2
types of water-going vehicles in the ONR dat abase: subnarines
and ships. AKkitty hawk is a surface ship. A whisky is an
underwat er subnari ne. Al kitty hawks in the ONR dat abase
have a OFFI Cl ALJNAME of KITTY HAWK, a HULLJI O of CV-63, a IRCS
of BL13, a FUEL_CAPACITY of 7060, a ECONOM C_RANGE of 10000, a
DRAFT of 36 and a MAST HEI GHT of 195. A ship is classified as
a kitty hawk if its CLASS is KITTY HAWK. The whisky and the
kitty hawk, therefore, are 2 different kinds of entities.

The previous discourse could also be used to establish a context

igainst which a request for the differences between objects could nore

i ppropriately be eval uated.

>f

differences is nore relevant ' to the wuser. For exanpl e,

Context can be used to determ ne whi ch_ set

in



responding to the question "Wat is the difference between British
Airways and TWA?™* it is nore appropriate to include the difference in
cost when the user has indicated he wants to travel from the US to
London while it is nore appropriate to note the difference in
i ntermedi ate stops when the user has previously noted he wants to fly
to Bangl adesh. In such a case, the previous context indicates what the
user's goals are and therefore what set of differences is relevant for

the response.

5.3 Requests For Definitions

A response to a request for a definition requires less explicit
nmodi fications on the basis of the preceding discourse. Analogies can
be nade, however, to a simlar object recently discussed in the user
sessi on. Simlarity can be determined on the basis of the
generalization hierarchy. If the entity curréntly bei ng questioned is
a sibling in the hierarchy of an entity recently discussed, then
differences and sinilarities between the entities can be discussed
This would require use of the one-sided contrastive schenma described in
Chapter 2. Reference to the earlier discussed entity is nade first,
detailed discussion of the entity in question follows, parallelling
information presented earlier, and finally, a direct conparison between

the two entities made.

*Exanmple is due to Peter Buneman.
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Consi der the question '"Wat is an aircraft-carrier? If the
question "Wat is a destroyer?! had been answered recently as shown in
(10), the response to the request for the definition of an aircraft
carrier would be affected. The answer currently generated by the TEXT
systemis shown in (11). If the answer were contrasted against the
definition of the destroyer, it mght hypothetically look like that

shown in (12).

10) Wiat is a destroyer?

A destroyer is a surface ship with a DRAFT between 15 and
222. A ship is classified as a destroyer if the characters 1
through 2 of its HULLINO are DD. Al destroyers in the ONR
dat abase have REMARKS of 0 and FUELJTYPE of BNKR

11) Wat is an aircraft carrier?

An aircraft carrier is a surface ship with a D SPLACEMENT
between 78000 and - 80800 and a LENGIH between 1039 and 1063.
Aircraft carriers have a greater LENGTH than all other ships
and a greater DI SPLACEMENT than nost other ships. Mne
war f are ships, for exanple, have a DI SPLACEMENT of 320 and a
LENGTH of 144. Al aircraft carriers in the ONR dat abase have
REMARKS of 0, FUELJTYPE of BNKR, FLAG of BLBL, BEAM of 252,
ENDURANCEJRANGE of 4000, ECONOM C SPEED of 12, ENDURANCEJSPEED
of 30 and PROPULSI ON of STMIURGRD. A ship is classified as an
aircraft carrier if the characters 1 through 2 of its HLL N
are CV.

12) What is an aircraft carrier?

An aircraft carrier, like a destroyer, is a surface ship.
It has a DI SPLACEMENT between 78000 and 80800 and a LENGTH
between 1039 and 1063. A ship is classified as an aircraft
carrier if the characters 1 through 2 of. its HLLIfIO are CV.
Al aircraft carriers in the ONR database have REMARKS of 0,
FUELJTYPE of BNKR, DRAFT between 36 and 37, FLAG of BLBL, BEAM
of 252, ENDURANCE JRANGE of 4000, ECONOM C SPEED of 12,
ENDURANCEJSPEED of 30 and PRCPULSION of  STMIURGRD. An
aircraft carrier has a |larger DRAFT and a l|larger DI SPLACEMENT
than the destroyer. It has a greater LENGTH than all other
shi ps. '



5.4 Requests For Information

Responses to requests for information are affected if a question
was recently asked about an ancestor of the entity in question. In
such cases, all information available about the ancestor is also
available for the entity, but it doesn’t need to be repeated.
Additional information which is particular only to the entity currently
in question and restrictions on general information provided for the
entity’s ancestor can be discussed. Since the content of the reponse
is affected and not the structure, a record that the question about the
ancestor had been asked is sufficient for modifying the response. All
information inherited from the ancestor, which is not further
restricted for the entity, can be omitted from the response. In this
case, therefore, having access to the instantiated schema for the
previous response does not provide any advantage over having access to
the question alone. An example of this situation is shown in (13) -
(15) below. The response to the question '"What do you know about
aircraft?" is shown as it is currently generated by the TEXT system in
(13). If the answer to the question "What do you know about vehicles?"
(shown in (14)) was generated previously, the answer could be modified

as shown in (15).

13) What do you know about aircraft?

The aircraft has DB attributes that provide information
on FLIGHT RADIUS, CEILING, FUEL and ROLE. Other DB attributes
of the =~ aircraft include CRUISE SPEED, MAXIMUM SPEED,
PROPULSION and NAME. An aircraft’s ROLE includes
PRIMARY ROLE, DESCRIPTION and REMARKS, its  FLIGHT RADIUS
includeE'CRUISE_RADIUS and COMBAT RADIUS, its CEILING includes
COMBAT CEILING and MAXIMUM CEILING and its FUEL includes
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REFUEL CAPABILITY, FUEL CAPACITY and FUEL TYPE. Aircraft are
categorized by PROPULSION (for example, jet) and FLAG (for
example, US aircraft). Aircraft are carried by ships. An
aircraft travels by flying.

14) What do you know about vehicles?

The vehicle has DB attributes that provide information on
SPEED_INDICES and TRAVEL MEANS. There are 2 types of vehicles
in the ONR database: aircraft and water-going vehicles. The
water-going vehicle has DB attributes that provide informatiom
on TRAVEL MEANS and WATER GOING OPERATION. The aircraft has
DB  attributes that provide information on TRAVEL MEANS,
FLIGHT RADIUS, CEILING and ROLE. Other DB attributes of the
vehicle include FUEL (FUEL_pAPACITY and FUEL_IYPE) and FLAG.

15) What do you know about aircraft?

An aircraft’s ROLE includes PRIMARY ROLE, DESCRIPTION and
REMARKS, its FLIGHT RADIUS includes CRUISE RADIUS and
COMBAT RADIUS, its CEILING includes COMBAT CEILING and
MAXIMUM CEILING and its FUEL includes REFUEL CAPABILITY,
FUEL CAPACITY and FUEL TYPE. Other DB attributes of the
aircraft include CRUISE SPEED, MAXIMUM SPEED, PROPULSION and

- NAME. Aircraft are categorized by PROPULSION (for example,

jet) and FLAG (for example, US aircraft). Aircraft are
carried by ships. An aircraft travels by flying.

5.5 Conclusions

Some ways in which the responses the system curreantly generated
might be affected by the previous discourse were demonstrated in this
chapter. By simply maintaining a list of the questions already asked
in the session, the system could achieve a significant improvement in
the responses provided in various contexts. This list would allow the

system to avoid unnecessary repetition in generated responses.
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In some cases, additional improvement in the responses provided
could be achieved if a record were maintained of the instantiated
schemas that were generated. It was shown that, although repetition
could be avoided by consulting the 1list of questions asked, no
guarantee can be made that appropriate comparative information could be
provided if the instantiated schemas were not available. This is
particularly important for questions about the difference between
entities. Although maintaining a record of questions asked would
significantly improve the system’s responses in view of the previous
discourse, a record of instantiated schemas would allow for more
sophisticated responses in certain cases, which would parallel previous
énswers. These would be especially appropriate in cases where

comparisons are required.



6.0 RELATED RESEARCH | N NATURAL LANGUAGE GENERATI ON

Interest in the generation of natural |anguage is beginning to
grow as nore systens are devel oped which require the capability for
sophi sticated conmmunication with their users* This chapter provides an
overview  of t he devel opnent of research in natural |anguage
generation.* The earliest generaiion systens relied on the wuse of
stored text and tenplates to comunicate with the user. Wile these
t echni ques are useful for situations in which a very limted range of
generation is required (see, for exanple, Section 6.3), it is a fairly
ad- hoc technique and cannot be extended in any significant way. These
systens are only discussed here in relation to their use in database
systenms. Later research in natural |anguage generation can be divided
into the following areas of research: tactical conponents, planning
and generation, know edge needed for generation, and text generation.
Research in each of these areas is overviewed in the follow ng
sections. The use of generation in natural |anguage database systens

is also briefly discussed.

*Qher areas of research fromwhich this work draws are overviewed in
chapters relevant to that area. For exanple, linguistic research on
di scourse structure is discussed in Chapter 2.
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6.1 Tactical Components (early Systems)

Some of the earliest work done in generation which used a grammar
of English was by Simmons and Slocum [SIMMONS and SLOCUM 72]. Their
grammar was encoded in a formalism similar to an ATN [WOODS 70] and was
used to generate English sentences from semantic networks. Their
system generated single sentences, whose content had already been
specified in the semantic network formalism, and not texts. While
their system produces different sentences for the same semantic net,
they did little work on the reasons for using one of those sentences as

opposed to any of the others.

Goldman [GOLDMAN 75] developed a system (MARGIE) which generates
English from conceptual dependency networks. Goldman also used an ATN
formalism to handle syntactic procedures, but he concentrated his
research effort on developing a process to select particular words and
idioms for a sentence. Goldman’s generator can operate in any of three
modes: question—answer, inference, or paraphrase. In paraphrase mode,
Goldman’s generator can output all possible ways it knows of Ffor
expressing a particular conceptual dependency net. Like Simmons and
Slocum’s system, however, each sentence is generated in 1isolation of
the others and 1little work was done on reasons for generating one

paraphrase over another.

Davey’s generation system [DAVEY 79] was an early system that was
capable of more sophisticated output than some of the others. His

system was implemented within the context of a tic-tac-toe game and
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provided a running commentary of the game. The capabilities of his
system span, in some sense, both the strategic and tactical component.
Although what needs to be said is given by the moves made by game
participants, Davey’s system maps those moves into concepts similar to
the predicates used by the TEXT system (e.g. ''counter-attack'", '"foiled
threat'", etc.) and uses those concepts, though limited to the
tic-tac~-toe context, to select connectives such as "however'" and "but".
His 'grammar is based on a functional systemic grammar derived from
Hudson [HUDSON 71]. An important aspect of Davey’s program is the
capability for omitting details from the text which .an "audience model"

revealed was not necessary to provide.

6.2 Tactical Components (later Works)

More recently, McDonald ([MCDONALD 80]) has done a considerable
amount of work in natural language generation. McDonald’s generator
(called MUMBLE), given a '"message'", translates that message into
English. His system can also be classified as a tactical component
since it does none of the initial planning of the content or
organization of the message. He describes the generation process as
consisting of an "expert", which knows about the domain, the "speaker',
which decides what to say about the domain, and the "linguistic
component", which decides what words and syntactic structures to use.

McDonald’s work addresses problems in the linguistic component.
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McDonald’s system departs significantly from earlier work because
of 1its broad coverage of English syntax and because of the decision
making process it uses to arrive at the lexical and syntactic choices
made. The 1linguistic component consists of three major modules: the
dictionary, the grammar, and the controller. The input message 1is
expanded as an annotated tree which will eventually represent the
complete surface structure of the sentence. Initially, however, it
represents the structure dictated by the selected verb of the sentence
and may contain untranslated message tokens. The controller makes a
depth-first traversal of the tree, consulting the dictionary when
message tokens are discovered which uses a discrimination net to select
a structure and lexical items for the tokens. The grammar is also
invoked during the traversal of the tree to make decisions about
surface syntactic structure. Both the dictionary and the grammar take
into account decisions already made in the tree traversal, the previous

discourse, and knowledge about the audience to make their decisioms.

The main differences between McDonald’s system and other systems
include 1) the modeling of spoken, and not written, English. This
motivated the wuse of an 1indelible 1left-to-right decision-making
procedure that increases the program’s efficiency, 2) production is
driven by the message to be produced and not by the grammar, again
increasing efficiency, and 3) the linguistic structure of text already
produced is represented and can be used as the basis of later decisions

about syntactic or lexical choices.



Mat hi esson [ MATH ESSON 81] is working on the developrment of a
systemic grammar [HALLIDAY 76] for generation as part of the PENVAN
project at ISl [MAM\N and MOORE 80]. This research group is concerned
with the development of a linguistically justifiable granmar since this
conmponent places an ultimate limtation on the kind of English that can
be produced. They are particularly interested in the system c granmar,
whi ch nmodels a systemof choices, as a viable alternative, and are
investigating the kinds of denands such a grammar woul d nake of a

know edge representation or text planning system

NenN  Ceneration In Database Systens

CGeneration of natural |anguage in database systens has been used
for providing responses to questions asked and for paraphrasi ng users
guestions as a means of verification. These generation systens have
been primarily concerned with problens that arise in the tactica
conponent since the content of the response is wusually deternmned by
the database system to which the natural |anguage front end is
interfaced and the content of the paraphrase is determined by the

user's question.

Par aphrasi ng systens have relied on fairly sinplistic generation
techniques such as canned text and the use of tenplates. The PLANES
system [WALTZ 78] selected a tenplate in order to paraphrase a fornmal
query and filled in the slots wth argunents fromthe query. The
Rendezvous system [OQCDD 78] al so used tenplates, although it allowed

for the conbination of various ‘patterns to construct a single



paraphrase. An exception to this type of generation can be found in
the CO-OP paraphraser [MCKEOWN 79] which used a transformational
grammar to generate paraphrases and a distinction between given and new
information in the wuser’s question to generate a paraphrase that

differed syntactically from the user’s.

Response generation in database systems has also been handled
through the wuse of fairly simple techniques. Very often, information
has béen presented in tabular form. In some cases the user’s question
is inverted to produce a sentence which can be used to introduce the
information retrieved from the database. An exception to this is
Grishman’s system [GRISHMAN 79] which used an ATN formalism to generate
the response and addressed the problem of unambiguously presenting

answers containing conjunction or quantifiers.

6.4 Planning And Generation

Cohen [COHEN 78] was interested in the interaction  between
planning and generation. He addressed the problem of planning speech
acts in response to a user’s question. Part of the problem involved
determining which speech act (e.g. inform, request, etc.) was most
appropriate for the response. The implemented system, OSCAR, was
capable of selecting speech acts, specifying the agents involved, and
the propositional content of the act, but it did not produce actual
English output. It should be noted that Cohen did not address problems
resulting when a speech act (e.g. inform) requires the presentation of

a quantity of material and how this’might be achieved. These problems



are, however, addressed by the TEXT system. In recent work, Cohen
[COHEN 81P] proposes the use of the planning formalism for deciding

upon appropriate referential descriptionms.

Appelt [APPELT 81] extended Cohen’s ideas by examining the
interaction between planning and generation at all stages of the
generation process. He showed that the planning formalism could be
used not only for planning speech acts, but for determining the
syntactic structure and lexical items of the text as well. Appelt was
particularly interested in the use of language to satisfy multiple
goals (fo£ example, the ability to inform, request, and flatter
simultaneously). He hypothesized that planning for speech 1is no
different than the kind of planning that is done for physical actions
and that, in fact, communication often requires the use of physical
actions as well (e.g. pointing). He claims, therefore, that a
speaker’s behavior is controlled by a goal satisfaction process,
whereby a speaker may construct a plan for satisfying one or more goals
from available actions and these plans may involve interactions between

physical and linguistic actioms.

Appelt’s program, KAMP, is a hierarchical planner. At the highest
level, illocutionary acts, such as inform or request, are decided upon.
At the next level, the surface speech act, an abstract representation
of ‘what’s to be said, 1is determined. The next stage, concept
activation, involves selection of explicit descriptions. At the lowest
level, the utterance act is specified and this requires determining.the

actual words and syntactic structures to be used in the generated text.
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Al't hough KAMP sonetimes found it necessary to genérate two or three
sentences at a time in order to satisfy nmultiple goals, it did not
enbody the kind of planning necessary to deal with the generation of

mul ti-sentential text in general

One of the nmjor departures of Appelt's work is its refutation of
the "conduit netaphor!’. While other generation systens have assuned a
separati on between the processes of deciding what to say and how to say
it, Appelt's work is based on the hypothesis that decisions nade in the
| onest |evel of the |anguage generation process can influence decisions
about what to say. This was inplemented in the KAMP system t hrough the
use of a backtracki ng nmechani smwhich can retract decisions across all

| evel s of the planner.

It should be noted that although research for the TEXT system has
focused on the problens of deciding what to say and how to organize it
ef fectively, the approaches taken towards these problens would not be
affected by the use of a control strategy that allows for backtracking
across the boundaries of the strategic and tactical comnponent. In
order to allow for such a control strategy, a mnor change would be
needed in the TEXT system flow of control. Instead of waiting until
the text message is conpletely constructed before invoking the tactical
conponent, the tactical conponent would be invoked for each proposition
as it is added to the nessage. The use of backtracking in the ATN

mechani sm  which controls the construction of the nmessage, could then
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the tactical conponent*

6.5 Knowl edge Needed For Generation

Q her approaches to research in | anguage generation have
enphasi zed t he kind of know edge needed in order to generate
appropriate descriptions. Swartout [SWARTOUT 81] examined this problem
in the context of a nedical consultation system He showed that
al t hough know edge nay be conveniently represented in one way in order
to efficiently arrive at a nmedical diagnosis, that representation may
not allow for the generation of understandable explanations about
reasoning the systemuses to arrive at its diagnhosis. He developed a
representation appropriate for explaining the expert system s reasoning
which was wused for the generation of explanations. H's min concern,
however, was wth the know edge representation and not wth the

generati on processes.

6.6 Text Ceneration

Early research done in text generation includes research by Meehan
[MEEHAN 77] on story generation. Meehan's system was capable of
produci ng sinple short stories about persons neking plans to achieve
goals and their frustrations in achieving those goals. Meehan was nost
concerned with the planning aspects of the program although his system
could produce nmulti-sentence descriptions of the characters and their

actions.



Mann and Moore [MANN and MOORE 81] were more interested in the
problems that arise in the generation of multi-sentential strings.

They developed a system called Knowledge Delivery System (KDS) which

could produce a paragraph providing instructions about what to do in
case of a fire alarm. Their system relies on hill-climbing techniques
to produce optimal text and does'not use knowledge about discourse
structure. Another drawback to their system is the fact that it

operates in the very limited domain of the fire—alarm system.

More recently, researchers have begun to look at some of the
strategies needed to provide explanations. Stevens and Steinberg
[STEVENS and STEINBERG 81] have made an analysis of texts used by the
Navy for instruction about propulsion plants. They identify 9 types of
explanations that were used which include such strategies as describing
the flow of information through the process, describing the process
components, etc. Although not part of a generation system, this is
exactly the type of information needed to extend the capabilities of
the TEXT system to other generation tasks. Forbus [FORBUS 81], in
fact, has proposed a system that would use qualitative simulation of

processes to provide explanations of this sort.

Jensen [JENSEN 81] proposes the development of a system capable of
generating standard business letters. She is particularly interested
in the generation of coherent text and suggests using predicates such
as CAUSE, EFFECT, etc. to aid in the selection of appropriate textual
connectives. She assumes, however, that the content of the letters and

the assignment of predicates to propositions has already been
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det er m ned.



7.0 SUMMARY AND CONCLUSIONS

This research has shown how principles of discourse structure,
discourse coherency, and relevancy criterion can be used for the task
of generating natural language text. It 1is important that each of
these areas be taken into consideration since the generation of text
and not simply the generation of single sentences was studied. In this

section, the ways in which these principles were developed and

incorporated into the text generation method are reviewed. Some
limitations of the generation method are then discussed and finally,

some possibilities for future research are presented.

7.1 Discourse Structure

A central thesis of this research is based on the observation that
descriptions of the same information may vary from one telling to the
next. This indicates that information need not be described in the
same way in which it is stored. For the generation process, this means
that production of text does not simply trace the knowledge
representation. Instead, standard principles for communication are
used to organize a text. These rhetorical techniques are used to guide
the generation process in the TEXT system. Since different rhetorical
techniques are associated with different discourse purposes, it was
shown that different descriptions can be produced depending upon the

discourse situation. By incorporating commonly used techniques for
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communication into its answers, the system is able to more effectively

convey information.

7.2 Relevancy Criterion

It was pointed out that when speaking, people are able to ignore
large bodies of knowledge and focus on information that is relevant to
the current discourse purpose. By constraining focus of attention to
relevant information, a generation system is able to more efficiently
determine what should be said next. By computing such constraints
early in the generation process, the system doesn’t need to consider
everything it knows about when deciding what to include in the text.
This partitioning of the knowledge base to a subset of relevant
information was shown to be the equivalent of global focus since its
contents remain focussed throughout the course of an answer. Some

techniques for determining relevancy were also presented.

7.3 Discourse Coherency

It was shown that each utterance further constrains the
possibilities for what can be said next. Thus, as the discourse is
constructed it can be used to narrow down the set of choices for what
information is selected. These constraints were implemented through
the use of a mechanism which tracks immediate focus. Although
immediate focus has been used effectively for the interpretation of
discourse, extensions were needed if it was to be used for generationf

These  extensions required the ' specification of reasons for
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discriminating between the legal focus moves a speaker can maké at any
given point. One major result of this research, therefore, is an
ordering on these 1legal focus moves. Use of immediate focus
constraints in the generation process means that the system will choose
to say next that which most closely ties in with the previous discourse

and in this way discourse coherency is ensured.

7.4 Generality Of Generation Principles

Although the generation principles developed here were used for
the tasks of providing definitions, describing information, and
comparing entities, these principles are applicable in all generation
tasks. That is, in any situation where generation is required, the
best results can be achieved if the system 1is capable of reasoning
about the communicative strategies most appropriate for the generation
task. Responding to the classes of questions handled here is not
unique in requiring consideration of communicative techniques. In
fact, the analysis of texts (Chapter 2) shows that the use of various

techniques occurs across a wide spectrum of text types.

Moreover, any generation system which does not adopt tﬁis approach
is forced into describing information in exactly the same way every
time a description is required, regardless of the situation for which
the description is required. In such a case, special care is required

when designing the knowledge base to ensure that information is
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The use of focusing, as described in this work, is clearly
applicable to all types of generation. The preferences devel oped for’

shifting and naintai ni ng focﬁs are in no way dependent upon the type of

generation required or the donain. The wuse of focusing provides
conmput ati onal constraints on the generation process that are useful in
all domains. Furthernore, any nulti-sentential text that is produced

must be coherent and focusing is one way of ensuring that.

Al though the TEXT system was designed to generate answers to
guestions about database structure (a feature lacking in nost natural
| anguage dat abase systemnms), the same techniques and principles can be
used in other application areas where generation of |anguage is needed
Conmput er assisted instruction systenms provide a good exanple of where
generation of language could be enhanced by taking into account the
best techniques for presenting information. The generation of
explanations in expert systens is another area where communicative

techni ques could be used to inmprove the quality of text output.

7.5 Linitations O™ The lnplenented System

One lintation of the TEXT system is the lack of specific
information about the particular users of the system This information
could be wused to tailor responses for di fferent i ndi vi dual s
Currently, the system assumes a static casual and naive user and its
responses are geared for that type of person. Inclusion of a

user-nodel would allow for inprovenent in the quality of text produced.



Another limitation of the TEXT system is the lack of an
inferencing capability. This means that the TEXT system is only

capable of talking about information which is explicitly encoded in the
knowledge base.* The inclusion of an inferencing capability would allow
the system to generate additional information from what is known which

might be appropriate in different situations.

Despite these 1limitations, a significant dimprovement in the

quality of computer generated multi-sentential text was achieved by the
TEXT system through the use of text structuring techniques and an
account of focusing. By limiting the scope of the project, this
research could focus on issues concerning the content and organization
of the generated text. These two issues are complex ones that have not
been appropriately handled by previous work in natural language
generation. Thus, by developing a computational solution to these two
questions, this work constitutes a major contribution to the field of

natural language generation.

7.6 Future Directions

Although the TEXT system embodies a thorough treatment of
principles of discourse structure, coherency, and relevancy, other uses
and development of these principles are possible. In this section,

possibilities for future research in each of these three areas is

*A few exceptions to this rule exist. For example, the system is
capable of making numerical comparisons between entities.



considered.

7.6.1 Discourse Structure -

Examination of the recursive nature of the schemas and the
hierarchical text structure that would result from recursion is one
possibility for future work. This would require determining when a
single sentence 1is sufficient for explanation and in what situations
more detail is required. Thus, an examination of when recursion is
necessary as well as an examination of how recursion is achieved are
needed. Decisions about the necessity for detail rest in part on an
assessment of the user’s knowledge and therefore, the development of a
user model for generation would be required. Although the machinery
for recursion has been implemented as part of the text system, schemas
for each predicate, which would be used to dictate how detail can be

provided, must be developed.

Segmentation of the discourse is another possibility for future
research. Segmentation involves decisions about where sentence and
paragraph boundaries should occur. The delineation of paragraphs
within a text corresponds in part to the amount of information
presented about a given topic (a.text of single sentence paragraphs,
for example, would not be appropriate) and in part on semantic
boundaries. Paragraphing, therefore, seems to be closely related to
the recursive use of schemas. Where a predicate has been expanded as a
schema, a sufficient amount of related information is presented to

warrant the use of a paragraph. The tompare and contrast schema, which



entails the use of other schemas, illustrates how this use of
paragraphing would work. In exanple 3.1 bel ow, a paragraph is formed

in each place where a different schema has been invoked.

Identification Schema

The cruiser and the ocean escort are surface ships. The
ship's surface-going capabilities are provided by the DB
attributes DI SPLACEMENT and DRAFT. The ship has DB attributes
MAXI MUMJSPEED, PROPULSI ON, FUEL (FUEL_CAPACI TY and FUELJTYPE),
DI MENSI ONS, SPEEDJDEPENDENTJt ANGE and OFFI Cl AL_NAME.

Attributive Schemn

Ccean escorts have a DI SPLACEMENT between 3400 and 4100.
Al ocean escorts in the ONR database have REMARKS of O,
FUELJTYPE of BNKR, FLAG of BLBL, MASTJHEIGHT of 85 and
PROPULSI ON  of STMIURGRD. (Qcean escorts carry between 2 and 22
torpedoes, 16 missiles, and between 1 and 2 guns. A ship is
classified as an ocean escort if the characters 1 through 2 of
its HULLJJO are DE.

Attributive Schema
Cruisers have a PROPULSION of STMIURGRD and a LENGTH

between 510 and 673. Al  cruisers in the ONR database have
REMARKS of 0 and FUELJTYPE of BNKR, Cruisers carry between 8
and 42 torpedoes, between 4 and 98 missiles, and between 1 and 4
guns. A ship is classified as a cruiser if the characters 1
through 2 of its HULL_NO are CL or the characters 1 through 2 of
its HULLJJO are CG

Return to Conpare and Contrast Schema

The ocean escort, therefore, has a smaller LENGITH and a
snmal | er DI SPLACEMENT than the cruiser.

O her research on discourse structure coul d i nvol ve t he
devel opnent of different strategies or structures for use in describing
other kinds of know edge. Descriptions of processes, cause and

effects, and tenporal or spatial relations mght require the use of
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di fferent comuni cative techniques as well as different conbinations of
t hese techniques. This type of research is particularly inmportant in

t he devel opnent of interaction wth dynamc databases. While the

questions handled by the TEXT system are appropriate for static
dat abases, additional question-answering capabilities are necessary for
dynanmic natural |anguage database systens that encode know edge about
changes that can occur. Answering these types of questions requires

the ability to describe processes, cause and effects, and tenpora

sequences.

7.6.2 Relevancy -

In the TEXT systemas currently inplenented, global focus renains
unchanged throughout the course of an answer. For |onger sequences of
text, global focus may shift. This is also related to the use of
scherma recursion (see Chapter 3). Were nore detail is required, focus
shifts to the details presented. The inplenentation of shifting focus

woul d require capabilities for expansion and stacking of focus.

Mor e sophisticated techniques for determ ning relevancy could al so
be exam ned. Any conplex analysis of relevancy nust take into account
the particular user and thus, a user nodel would be required. O her
techniques for determining relevancy mght rely on a theoretica

account of saliency (e.g. [MDONALD 82]).
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7.6.3 Coherency -

An open question for the use of focusing concerns the mnature of
the structures for maintaining and shifting focus. More complex
structures may be needed for some situations. For example, a speaker
may introduce an item into conversation, but specify that he will
continue to talk about it at a later point. It ié unclear whether the
use of a simple stack is sufficient for modeling these types of
explicitly orchestrated expectations (see [REICHMAN 81] for a
discussion of speaker expectations). Another case where different
structures may be necessary is illustrated by Joshi and Weinstein
[JOSHI WEINSTEIN 81] who point out that certain syntactic structures
are used to turn off past foci as candidates for future foci. They
also show that shifts in focus to items that are functionally dependent

on past foci may have a similar effect.

As mentioned in Chapter 3, no account of the use of foci
implicitly associated with focus was made since this requires the use
of general world knowledge and an inferencing capability. How and when
focusing on items associated with previous foci fits in with the scheme

developed here remains a topic for future research.

7.6.4 User Model -

The addition of a user model to the generation system is another
direction for future research. It was shown that a user model is

needed for extensions in both the use of discourse structure and
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relevancy for generation. A user model is necessary for the use of
full schema recursion, both for determining when more detail is
necessary and for expanding the relevant knowledge pool to include that
detail. A user model could also be used in determining which
information to include in the relevant knowledge pool initially. In
order to incorporate information about the users into the generation
system, research on exactly what information about the users can be
determined from the discourse and on how that information can be

deduced needs to be done.

7.7 Conclusion

The TEXT system successfully incorporates generation principles
into a method for generatiné coherent, effecti§e English text of
paragraph length. This thesis has 1illustrated that knowledge about
discourse structure can be used to guide the generation process and
that focus constraints can be used to ensure discourse coherency. It
was shown, furthermore, that an interaction between these structural
and semantic processes is required for the production of text. By
addréssing issues such as these in the generation of multi-sentential
text, this work has opened up a number of possible avenues for future

research.



8.0 APPENDI X A -- | NTRCDUCTI ON TO WORKI NG

The paragraphs fromthe first topic group in the Introduction to
Working [TERKEL 72] are reproduced bel ow.

| NTRCDUCTI ON
Thi s book, being about- work, is, by its very nature, about
violence — to the spirit as well as to the body. It is about ulcers
as well as accidents, about shouting matches as well as fistfights,
about nervous breakdowns as well as kicking the dog around. It is,

above all (or beneath all), about daily humliations. To survive the

day is triunmph enough for the wal ki ng wounded anong the great many of
us.

The scars, psychic as well as physical, brought hone to the supper
table and the TV set, may have touched, malignantly, the soul of our
society. More or |ess. ("Mre or less," that nost anbiguous of
phrases, pervades many of the conversations that conprise this book
reflecting, perhaps, an anbiguity of attitude toward The Job
Sonething nore than Orwellian acceptance, sonething less than Luddite
sabotage. Oten the two inpulses are fused in the sanme person.)

It is about a search, too, for daily neaning as well as daily
bread, for recognition as well as cash, for astonishnment rather than
torpor; in short, for a sort of life rather than a Mnday through

Friday sort of dying. Perhaps imortality, too, is part of the quest.
To be renenbered was the wi sh, spoken and unspoken, of the heroes and
her oi nes of this book.

There are, of course, the happy fewwho find a savor in their
daily job: the Indiana stonemason, who |ooks upon his work and sees
that it is good; the Chicago piano tuner, who seeks and finds the
sound that delights; the bookbi nder who saves a piece of history; the

Brooklyn fireman, who saves a piece of Ilife ... But don't these
satisfactions, like Jude's hunger for know edge tell us nore about the
person than about his task? Perhaps. Nonetheless, there is a conmon
attribute here: a meaning to their work well over and beyond the

reward of the paycheck

For the many, there is a hardly concealed discontent. The
blue-collar blues is no nore bitterly sung than the white-collar npan.
"I''ma nmachine," says the spot-wel der. "I'm caged," says the bank
teller, and echoes the hotel clerk. “'m a mule," says the
steel worker. "A nonkey can do what | do," says the receptionist. "I'm
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1an a farm implement," says the migrant worker. "I’m an object,"

1e high-fashion model. Blue collar and white call upon the
cal phrase: "I’m a robot." "There is nothing to talk about," the
accountant despairingly enunciates. It was some time ago that
lenry sang "A man ain’t nothin’ but a man." The hard, unromantic
3: he died with his hammer in his hand, while the machine pumped
netheless, he found immortality. He is remembered.



9.0 APPENDI X B —SAMPLE QUTPUT OF THE TEXT SYSTEM

$ lisp

Franz Lisp, Opus 34

-> 64400 bytes read into 2c00 to 66fff
loading init.lsp

* changed def

I . (I oad- TEXT)

kb access files dskined

initial files of system dskined
TEXT strategi c conponent | oaded
Di ctionary | oaded

[fasl [kathy.tact] newu. 0]

[fasl [kathy.tact]ucon. 0]

Uni fier functions |oaded

G ammar | oaded

[fasl [kathyetact]!linear. o]

Li neari zer | oaded

Unifier ready to use

TEXT tactical conponent | oaded

fgl |oaded system ready to use
ni |
2. (TEXT)

Wl cone to TEXT
A systemwhi ch answers questions about
dat abase structure '

TEXT allows you to familiarize yourself with a database
bef ore aski ng questions of the database itself.

You nmay ask questions of the follow ng type about the database
structure:

1. Wiat do you know about <e>?
2. Wiat is a <e>?
3. Wiat is the difference between <el > and <e2>?

by using the corresponding functions:
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1. (information <e>)
2. (definition <e>)
3. (differense <el)> <e2>)

where <e> represents an entity-class in the database.

As each answer is constructed, you have the option of seeing

various intermediary information printed.

Would you like to see tracing information? (y/n) n
Would you like to see the potential focus list? (y/n) n
Would you like to see the focus-stack? (y/n) n

To exit from TEXT, type EXIT.

To execute regular LISP functions type x <lisp function>.

You may begin asking questions.

# (information)

Schema selected: constituency
proposition selected:

(attributive db OBJECT (name REMARKS))

focus: OBJECT

proposition selected:

(constituency OBJECT (VEHICLE DESTRUCTIVE-DEVICE))

focus: OBJECT

proposition selected:
(attributive db  VEHICLE (based—-dbs
(SOME-TYPE-OF SPEED INDICES)))

focus: VEHICLE

proposition selected:

(attributive  db  DESTRUCTIVE-DEVICE
LETHAL INDICES)))

focus: DESTRUCTIVE-DEVICE

(SOME-TYPE-OF

(based—-dbs

TRAVEL_MEANS)

(SOME-TYPE=-OF



Message through dictionary. Entering tactical component

Processor time used: 977 seconds
Time used for garbage collection: 500 seconds

All entities have DB attributes REMARKS. There are 2 types of
entities in the ONR database: destructive devices and vehicles. The
vehicle has DB attributes that provide information on SPEED INDICES and
TRAVEL MEANS. The destructive device has DB attributes that provide
information on LETHAL INDICESs.

Processor time used: 17314 seconds
Time used for garbage collection: 8819 seconds

#(information ECHO-II-SUBMARINE)
Schema selected: attributive

proposition selected:

(attributive def ECHO-II-SUBMARINE ((FLAG) (PROPULSION TYPE)) (((FLAG
(RDRD))) ((PROPULSION TYPE (NUCL)))))

focus: ECHO-II-SUBMARINE

proposition selected:

(amplification db ECHO-II-SUBMARINE (((FLAG) (PROPULSION TYPE)) ((FLAG
(RDRD))) ((PROPULSION TYPE (NUCL )))))) (MAXIMUM SUBMERGED SPEED 20)
(NORMAL OPERATING DEPTH 100) (MAXIMUM OPERATING DEPTH 700) (IRCS 0)
(FUEL_TYPE NUCL) (REMARKS 0))

focus: (((FLAG) (PROPULSION_IYPE)) (((FLAG (RDRD))) ((PROPULSION_IYPE
(NUCL ))))

proposition selected:

(classification ECHO-II-SUBMARINE O sub-classes)

focus: ECHO-II-SUBMARINE

proposition selected:

(analogy rels ECHO-II-SUBMARINE ON (GUN 0) (MISSILE (16 99)) (TORPEDO
(16))) '
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ocus: ECHO-II-SUBMARINE

roposition selected:
explanation based-db ECHO-II-SUBMARINE (((FLAG) (PROPULSION_IYPE))
((FLAG (RDRD))) ((PROPULSION TYPE (NUCL))))) (CLASS ECHO II))

ocus: ECHO-II-SUBMARINE

essage through dictionary. Entering tactical component

Echo IIs have a PROPULSION TYPE of NUCL and a FLAG of RDRD. All
cho IIs in the ONR database have REMARKS of 0, FUEL _TYPE of NUCL, IRCS
f 0, MAXIMUM OPERATING DEPTH of 700 and NORMAL ¢ OPERATING DEPTH of 100.
here are no sub-classes of echo II in the ONR database. Echo IIs
arry 16 torpedoes, between 16 and 99 missiles and O guns. A submarine
s classified as an echo II if its CLASS is ECHO II.

(definition GUIDED)
chema selected: constituency

roposition selected:

identification GUIDED PROJECTILE (restrictive TRAVEL-MEANS
ELF-PROPELLED) (non-restrictive ROLE PROJECTED-OBJECT))
ocus: GUIDED

roposition selected:

constituency GUIDED (MISSILE TORPEDOE))

ocus: GUIDED

roposition selected:

attributive def MISSILE GUIDED TARGET-LOCATION SURFACE-AIR)
ocus: MISSILE

roposition selected:

attributive def TORPEDOE GUIDED TARGET-LOCATION UNDERWATER)

ocus: TORPEDOE



proposition sel ected:
(evi dence based-db M SSILE (TARGET- LOCATI ON SURFACE- AIR) (| NDI CATED- BY
DESCRI PTI ON) (HAVE ALTI TUDE))

focus: M SSILE

proposition sel ected:
(evi dence based-db TORPEDOE ( TARGET- LOCATI ON UNDERWATER)  ( SOVE- TYPE- OF
DEPTH) )

focus: TORPEDCE

proposition sel ected:
(attributive db GUDED (nane NAME) (Topi cs HORZJt ANGE_& UNI'TS
TI MEJTQICARGET_&JINITS))

focus: db-attribute

Message through dictionary. Entering tactical conmponent

Processor time used: 758 seconds
Time used for garbage collection: 0 seconds

A guided projectile is a projectile that is self-propelled. There
are 2 types of guided projectiles in the ONR databse: torpodoes and
m ssiles.- The missile has a target location in the air or on the
earth's surface. The torpedo has an underwater target |ocation. The
mssile's target location is indicated by the DB attribute DESCRIPTION
and the missile's flight capabilities are provided by the DB attribute
ALTI TUDE. The torpedo's underwater capabilities are provided by the DB
attributes wunder DEPTH (for exanple, MAXI MUMI3PERATI NGJ) EPTH). The
guided projectile has DB attributes TIMETOTARGET & JINITS,
HORZ_RANGE & UNI'TS and NAME. o

Processor time used: 26229 seconds
Time used for garbage collection: 11531 seconds

/1 (definition SHIP)
Schenma sel ect ed: identification

proposition sel ected: o
(identification SH P WATER-VEHI CLE (restrictive TRAVEL-MODE SURFACE)
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(non-restrictive TRAVEL- MEDI UM WATER) (non-restrictive FUNCTI ON
TRANSPORTATI ON) )

focus: SH P

proposition sel ected:

(evidence based-db SH P (TRAVEL-MODE SURFACE) (HAVE DRAFT) (HAVE
DI SPLACEMENT) )

focus: (TRAVEL- MODE SURFACE)

proposition sel ected:

(attributive db SH P (name OFFICl AL JNAVME) (topics SPEED DEPENDENT RANGE
DI MENSI ONS) (duplicates (FUEL  FUELJFYPE  FUEL_CAPACITY)) Tattrs
PROPULSI ON MAXI MUM_SPEED) ) :

focus: db-attribute

proposition sel ected:

(particular-illustration SHI P ((name OFFI Cl ALIJNAME) (topics
SPEEDJ DEPENDENT _RANGE DI MENSI ONS) (duplicates  (FUEL  FUELJTYPE
FUEL_CAPACI TY)) (attrs PROPULSION MAXI MUM SPEED))  ( OFFI G ALINAVE
DOWNES) ( ENDURANCEJRANGE 2200) ( ECONOM CJt ANGE 4200) (LENGTH 438) (BEAM
46) (DRAFT 25) (FUELJTYPE BNKR) (FUEL_CAPACITY 810)  (PROPULSI ON
STMIURGRD) ( MAXI MUM _SPEED 29)) '

focus: ((name OFFI Cl ALJNAME) (topics SPEEDJ) EPENDENT RANGE DI MENSI ONS)

(duplicates (FUEL FUEL_TYPE FUEL_CAPACITY))  (attrs  PROPULSION
MAXI MUM_SPEED) )

Message through dictionary. Entering tactical conponent

Processor tine used: 3184 seconds
Time used for garbage collection: 858 seconds

A ship is a water-going vehicle that travels on the surface. Its
sur f ace- goi ng capabilities are provi ded by the DB attributes
DI SPLACEMENT and DRAFT. Oher DB attributes of the ship include
MAXI MUMJ SPEED, PROPULSI ON, FUEL  (FUEL_CAPACITY and FUELJTYPE),

DI MENSI ONS, SPEED DEPENDENT RANGE and OFFI CI AL NAME. The DOWNES, for
exanpl e, has MAXI HUM SPEED-~of 29, PROPULSI ON 3f STMIURGRD, FUEL of 810
(FUEL_CAPACI TY) and BNKR (FUELJTYPE), DIMENSIONS of 25 (DRAFT), 46
(BEAM), and 438 (LENGTH  and SPEED DEPENDENT_RANGE  of 4200
(ECONOM C RANGE) and 2200 ( ENDURANCE_RANGE) .



Processor time used: 31150 seconds
Time used for garbage collection: 11050 seconds

#(definition AIRCRAFT-CARRIER)
Schema selected: identification

proposition selected:

(identification  AIRCRAFT-CARRIER SHIP (restrictive ( (LENGTH)
(DISPLACEMENT)) ( LENGTH (1039 1063))) ((DISPLACEMENT (78000
80800))))) (non-restrictive TRAVEL-MODE SURFACE))

focus: AIRCRAFT-CARRIER

proposition selected:

(analogy ranges AIRCRAFT-CARRIER (((LENGTH (1039 1063))) ((DISPLACEMENT
(78000 80800)))) (larger-than-all LENGTH (1039 1063)) (larger—than-most
DISPLACEMENT (78000 80800)))

focus: (((LENGTH (1039 1063))) ((DISPLACEMENT (78000 80800))))

proposition selected:
(particular-illustration MINE-WARFARE-SHIP (((LENGTH (1039 1063)))
((DISPLACEMENT (78000 80800)))) (LENGTH (144)) (DISPLACEMENT (320)))

focus: (((LENGTH (1039 1063))) ((DISPLACEMENT (78000 80800))))

proposition selected:
(amplification db  AIRCRAFT-CARRIER (((LENGTH (1039 1063)))
( (DISPLACEMENT (78000 80800)))) (PROPULSION STMTURGRD )

(ENDURANCE SPEED 30) (ECO NOMIC SPEED 12) (ENDURANCE RANGE 4000) (BEAM
252) (FLAG BLBL

) (FUEL_TYPE BNKR ) (REMARKS 0 ))

focus: (((LENGTH (1039 1063))) ((DISPLACEMENT (78000 80800))))

proposition selected:

(evidence based-db  AIRCRAFT-CARRIER ( ((LENGTH) (DISPLACEMENT))
(((LENGTH (1039 1063))) ((DISPLACEMENT (78000 80800))))) (HULL_NO (1 2
Ccv)))

focus: (((LENGTH) (DISPLACEMENT)) (((LENGTH (1039 1063))).
( (DISPLACEMENT (78000 80800)))))
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Message through dictionary. Entering tactical component

Processor time used: 3290 seconds
Time used for garbage collection: 0 seconds

An aircraft carrier is a surface ship with a DISPLACEMENT between
78000 and 80800 and a LENGTH between 1039 and 1063. Aircraft carriers
have a greater LENGTH than all other ships and a greater DISPLACEMENT
than most other ships. Mine warfare ships, for example, have a
DISPLACEMENT of 320 and a LENGTH of 144. All aircraft carriers in the
ONR database have REMARKS of 0, FUEL TYPE of BNKR, FLAG of BLBL, BEAM
of 252, ENDURANCE RANGE  of 4000, ECONOMIC SPEED  of 12 and
ENDURANCE SPEED of 30. A ship is classified as an aircraft carrier if
the characters 1 through 2 of its HULL NO are CV.

Processor time used: 43845 seconds
Time used for garbage collection: 18256 seconds

#(differense OCEAN-ESCORT CRUISER)
Schema selected: c&c—-attributive

proposition selected:
(identification  (OCEAN-ESCORT CRUISER) SHIP (non-restrictive
TRAVEL-MODE SURFACE ))

focus: (OCEAN-ESCORT CRUISER)

proposition selected:
(evidence based-db SHIP (TRAVEL-MODE SURFACE) (HAVE DRAFT) (HAVE
DISPLACEMENT) )

focus: (TRAVEL-MODE SURFACE)

proposition selected:
(attributive db SHIP (name OFFICIAL NAME) (topics SPEED_ DEPENDENT RANGE

DIMENSIONS) (duplicates (FUEL FUEL_TYPE FUEL CAPACITY)) (attrs
PROPULSION MAXIMUM_SPEED) )

focus: SHIP
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(attributive def OCEAN-ESCORT SHIP ((DISPLACEMENT)) (((DISPLACEMENT
(3400 4100)) )))

focus: OCEAN-ESCORT

proposition selected:

(amplification db OCEAN~-ESCORT (((DISPLACEMENT)) (((DISPLACEMENT (3400
4100))))) (PROPULSION STMTURGRD ) (MAST HEIGHT 85) (FLAG BLBL )
(FUEL_TYPE BNKR ) (REMARKS 0 ))

focus: (((DISPLACEMENT)) (((DISPLACEMENT (3400 4100)))))

proposition selected:

(analogy rels OCEAN-ESCORT ON (GUN (1 2)) (MISSILE (16)) (TORPEDOE (2
22)))

focus: OCEAN-ESCORT

proposition selected:
(explanation based-db OCEAN-ESCORT (((DISPLACEMENT)) (((DISPLACEMENT
(3400 4100) )))) (HULL NO (1 2 DE)))

focus: OCEAN-ESCORT

proposition selected:
{(attributive def CRUISER SHIP ((LENGTH PROPULSION)) (((LENGTH (510
673)) (PROPUL SION (STMTURGRD )))))

focus: CRUISER

proposition selected:
(amplification db CRUISER (((LENGTH PROPULSION)) (((LENGTH (510 673))
(PROPULSION (STMTURGRD ))))) (FUEL _TYPE BNKR ) (REMARKS 0 ))

focus: (((LENGTH PROPULSION)) (((LENGTH (510 673)) (PROPULSION
(STMTURGRD

2))))

proposition selected:
(analogy rels CRUISER ON (GUN (1 4)) (MISSILE (4 98)) (TORPEDOE (8
42)))

focus: CRUISER
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proposition sel ected:
(expl anation based-db CRU SER (((LENGTH PROPULSION)) (((LENGTH (510

673)) (PRCPU LSION (STMIURGRD ))))) (HUL NO (1 2 CA) (1 2 CO (1 2
c)))

focus: CRU SER

proposition sel ected:
(i nference OCEAN- ESCORT CRU SER (HULLJfO (1 2 DE) (1 2 CA)) (smaller
DI SPLACEMENT) (smaller LENGTH) (PROPULSION (STMIURGRD ) (STMIURGRD )))

focus: (OCEAN ESCORT CRU SER)
Message through dictionary. Entering tactical comnponent

Processor tine used: 5949 seconds
Tinme used for garbage collection: 0 seconds

The cruiser and the ocean escort are surface ships. The ship's
surface- goi ng capabilities are provided by the DB attributes
DI SPLACEMENT and DRAFT. The ship has DB attributes MAXI MUMISPEED,
PROPULSI ON, FUEL ( FUEL_CAPACI TY  and FUELJTYPE) , DI MENSI ONS,
SPEEDJ} EPENDENT_RANGE and OFFI Cl ALJNAME. Ccean escorts have a
DI SPLACEMENT between 3400 and 4100. Al  ocean escorts in the ONR
dat abase have REMARKS of 0, FUELJTYPE of BNKR ~ FLAG of BLBL and
MASTJ1EI GHT of 85. (Ccean escorts carry between 2 and 22 torpedoes, 16
mssiles and between 1 and 2 guns. A ship is classified as an ocean
escort if the characters 1 through 2 of its HULL_NO are DE, Cuisers
have a PROPULSI ON of STMIURGRD and a LENGTH between 510 and 673. Al
cruisers in the ONR database have REMARKSs of 0. Cruisers carry
between 8 and 42 torpedoes, between 4 and 98 nissiles and between 1 and
4 guns. A ship is classified as a cruiser if the characters 1 through
2 of its HULLJJO are CL or the characters 1 through 2 of its HULLJIO
are GG The ocean escort, therefore, has a smaller LENGTH and a
smal | er DI SPLACEMENT than the cruiser.

Processor tine used: 80671 seconds

Time used for garbage collection: 32890 seconds
[/ (definition WH SKY- SUBMARI NE)

Schema sel ect ed: identification



proposition selected:

(identification  WH SKY- SUBVARI NE SUBMARI NE (restrictive ((FLAG
(PROPULSI ONJTYPE ))  (((FLAG (RDOR ))) ((PROPULSIONJTYPE (DIESEL )))))
(non-restrictive TRAVEL- MODE UNDERWATER))

focus: WH SKY- SUBMARI NE

proposition sel ected:
(evi dence based-db WH SKY- SUBMARI NE (((FLAG (PROPULSIONJTYPE)) (((FLAG
(RDCR ))) ((PROPULSIONOTYPE (DIESEL )))) ) (CLASS WH SKY ))

focus: (((FLAG  (PROPULSI ONJTYPE)) (((FLAG  (RDOR  ))) (
(PROPULSI ON TYPE (DIESEL )))))

proposition sel ected:

(attributive db  WHI SKY- SUBMARI NE ( MAXI MUMD SUBMERGEDJ3PEED - 15)
(NORVAL_OPERATI NG__ DEPTH 100) ( MAXI MUMJDPERATI NGIDEPTH 700) (IRCS 0 ) (
FUELJTYPE DI ESEL ) (FU*EL_CAPAQTY 200) (REMARKS 0 ))

focus: db-attribute

Message through dictionarye Entering tactical conponent

Processor time used: 1631 seconds
Time used for garbage collection: 0 seconds

A whisky is an underwater submarine with a PROPULSIONJTYPE of
DIESEL and a FLAG of RDOR A submarine is classified as a whisky if
its CLASS is WHI SKY. Al whiskies in the ONR database have REMARKS of
0, FUELJCAPACI TY  of 200, FUELJTYPE  of DI ESEL, IRCS of O,
MAXI MUMI3PERATI NGJDEPTH of 700, NORMALJ3PERATI N&JDEPTH of 100 and
MAXI MUM_SUBMERGED_SPEED of  15.

Processor tine used: 23357 seconds
Ti me used for garbage collection: 8108 seconds

/1 (differense M SSI LE TORPEDCE)
Schema sel ect ed: c&c-attributive

proposition sel ected: '
(identification (MSSILE TORPEDOE) GU DED (non-restrictive TRAVEL- MEANS
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SELF-PROPELLED) )

focus: (MISSILE TORPEDOE)

proposition selected:

(evidence based-db GUIDED (TRAVEL-MEANS SELF-PROPELLED) (HAVE FUSE_TYPE
(EXCEPTION MISSILE)) (SOME-TYPE-OF SPEED_ INDICES (EXCEPTION TORPEDOE)))

focus; (TRAVEL-MEANS SELF-PROPELLED)

proposition selected:
(attributive db GUIDED (name NAME ) (topics HORZ RANGE & UNITS
TIME_TO_TARGET & UNITS))

focus: GUIDED

proposition selected:
(attributive def MISSILE GUIDED TARGET-LOCATION SURFACE-AIR)

focus: MISSILE

proposition selected:
(amplification evidence based-db MISSILE (TARGET-LOCATION SURfACE-AIR)
(INDICATED-BY DESCRIPTION) (HAVE ALTITUDE))

focus: (TARGET-LOCATION SURFACE-AIR)

proposition selected:
(attributive db  MISSILE (name) (topics TIME_TO_TARGET & UNITS
LETHAL RADIUS & UNITS ALTITUDE) (attrs SPEED PROBABILITY OF KILL))

focus: db

proposition selected:

(analogy rels MISSILE ON AIR-VEHICLE WATER-VEHICLE)

focus: MISSILE

proposition selected:

(attributive def TORPEDOE GUIDED TARGET-LOCATION UNDERWATER)

focus: TORPEDOE
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(amplification evidence based-db TORPEDOE (TARGET-LOCATION UNDERWATER)
(SOME-TYPE-OF DEPTH))

focus: (TAREGET-LOCATION UNDERWATER)

proposition selected:
(attributive db  TORPEDOE (name Y(topics TIME TO TARGET & UNITS
HORZ RANGE & UNITS ACCURACY & UNITS) (attrs MAXIMUM | DEPTH FUSE TYPE))

focus: db-attribute

proposition selected:
(analogy rels TORPEDOE ON WATER-VEHICLE)

focus: TORPEDOE

proposition selected:

(inference MISSILE TORPEDOE (same TRAVEL-MEANS) (different
TARGET-LOCATION) ((MISSILE (INDICATED-BY DESCRIPTION) (HAVE ALTITUDE)]
(TORPEDOE (SOME-TYPE-OF DEPTH))))

focus: (MISSILE TORPEDOE)

Message through dictionary. Entering tactical component

Processor time used: 4163 seconds
Time used for garbage collection: 441 seconds

The torpedo and the missile are self-propelled guided projectiles.
The guided projectile’s propulsion capabilities are provided by the DI
attributes under SPEED INDICES (for example, MAXIMUM SPEED)  anc
FUSE_TYPE. The guided projectile has DB attributes
TIME TO_TARGET & UNITS, HORZ_& UNITS and NAME. The missile has &
target Tlocation in the air or on the earth’s surface. The missile’s
target location is indicated by the DB attribute DESCRIPTION and its
flight capabilities are provided by the DB attribute ALTITUDE. Other
DB attributes of the missile include PROBABILITY OF KILL, SPEED,
ALTITUDE, LETHAL RADIUS & UNITS and TIME_TO TARGET_p:ﬁNTTS. Missiles
are carried by water-going “vehicles and aircraft. The torpedo has ar
underwater target location. Its underwater capabilities are providec
by the DB attributes under DEPTH (for example,
MAXIMUM OPERATING DEPTH). Other DB attributes of the torpedo include

TIICT TYUDD MAVTMITM NEDTIT ARPTIDAAY © TINNTTC TNAD7 DANCE ¢ TINTTC -



database by the torpedo’s attribute DEPTH and the missile’s attributes
ALTITUDE and DESCRIPTION.

Processor time used: 44786 seconds
Time used for garbage collection: 15608 seconds

(differense DESTROYER BOMB)

Schema selected: c&c-identification

proposition selected:

(identification DESTROYER SHIP (restrictive ((DRAFT)) (((DRAFT (15
222))))) (non-restrictive TRAVEL-MODE SURFACE))

focus: DESTROYER

proposition selected:
(identification SHIP VEHICLE (non-restrictive FUNCTION TRANSPORTATION))

focus: SHIP

proposition selected:
(identification BOMB FREE-FALLING (restrictlve TARGET-LOCATION SURFACE)
(non-restrictive TRAVEL-MEANS GRAVITY~PULL))

focus: BOMB

proposition selected:

(identification  FREE-FALLING DESTRUCTIVE-DEVICE (non-restrictive
FUNCTION LETHAL-KILL))

focus: FREE-FALLING
proposition selected:
(inference DESTROYER BOMB very-different-entities)

focus: (DESTROYER BOMB)

Message through dictionary. Entering tactical component

Processor time used: 1916 seconds
Time used for garbage collection: 497 seconds
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A destroyer is a surface ship with a DRAFT between 15 and 222,
ship is a vehicle® A bonb is a free falling projectile that has
surface target |ocation. A free falling projectile is a lett"
destructive device* The bonb and the destroyer, therefore, are ve
different kinds of entitiese

Processor tine used: 18672 seconds
Time used for garbage collection: 8901 seconds
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