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Abstract

T Some unsolved problems about vision are discussed in relation to the
goal of wunderstanding the space of possible mechanisms with the
power of human vision. The following issues are addressed: What are
the functions of vision? What needs to be represented? How should
it be represented? What is a good global architecture for a human-
Like wvisual system? How should the visual sub-system relate to the
rest of an intelligent system? It is argued that there is much we do
not understand about the representation of visible structures, the
functions of a visual system and its relation to the rest of the
human mind. Some tentative positive suggestions are made, but more
questions are posed than answers.

A.1. Introduction

The human visual system is the most powerful information-processing system
known. It very rapidly processes a continuous stream of information, from
millions of receptors. It copes with an enormous variety of formats, and
many kinds and degrees of image degradation. It improves itself over time,
and it can be used for purposes as varied as sight-reading music, diagnosing
diseases, peeling a banana and enjoying a ballet. Explaining how it all
works is a mammoth task, and no sane person should claim to be able to see
the way ahead. But having been asked, I shall try to peer into the mists.

Assuming that a criterion for understanding is the ability to design a
working model, there are many things we still don't understand, despite the
progress of the last few years, mostly concerned with 'low Llevel' process-
ing. (See HANSEN and RISEMAN [12], BRADY [6], MARR [25], recent Artificial
Intelligence conference proceedings, e.g. IJCAI 1981, and this volume. A lot
of this research was originally inspired by the work of HORN, e.g. [22], who
showed that more information about scenes could be extracted from images in
data-driven fashion than was previously thought possible. Some of the work
is very technical, and I cannot claim to have understood it all.)

I take it that our aim is to understand not just human vision but general
principles relevant to the design of visual systems, especially those which
approximate the power of the human visual system. Science is not just the
study of what is, but also of what is and is not possible and why. (See my
L30]) chapters 1 and 2.) This aim may not be important for special-purpose
applications of image processing, but in the long term, the design of flexi-
ble and robust robots will require a deep understanding of general princi-
ples, idincluding the geometry and physics of scenes and image formation, and
also computational principles concerned with how best to represent informa-
tion, how to cope with ambiguity and degraded information, how to combine
multiple sources of information for a single task, how to maximise speed or
trade space and time, how to improve the system's abilities over time, etc.
In the short run, for commercial reasons, most research and development
funding is Llikely to be directed to special-purpose systems which are
heavily model-driven, and cannot cope with arbitrary scenes, unlike human



beings and many other animals, which are not restricted to seeing known
sorts of objects.

There is a great discrepancy between the kinds of tasks that can be per-
formed by existing computer models and the experienced richness and multiple
uses of human vision. This is not merely a quantitative difference which
might easily be overcome by the use of better hardware. There are too many
limitations in our theoretical understanding for technological advances to
make much immediate difference. Given computers many times faster and bigger
than now, and much better TV cameras, we still would not know how to design
the visual system for a robot which could bath the baby or clear away the
dinner things, lLet alone enjoy a ballet.

A.2. The main problems

The Lliterature cited includes descriptions of both achievements and detailed
unsolved problems, especially problems of interpreting local image features
in terms of scene features or fragments. This is an area in which much more
progress has been made, and will be made, than used to be thought possible.
However, there are some equally important problems not receiving so much
attention:

(1) What are the functions of a visual system?
(2) What needs to be represented, and how?

(3) What sort of global architecture can enable a system to perform those
functions?

In an attempt to elucidate the nature of these problems I shall show that
common assumptions about the functions of vision are too restrictive, and
that representations used in current models are not adequate, even for such
apparently simple things as straight lines. I shall offer some speculations
about the architecture required by a human-like visual system and the way in
which it should relate to the rest of the information processing mechanism.
In particular, it should not be restricted to producing descriptions of the
geometry and motion of the environment and it should have several subsystems
which are themselves linked not only to each other but also to other mental
mechanisms.

A.3. Methodological note

Being a philosopher and a programmer, my approach to an attempt to under-
stand the space of possible computational systems is primarily top down:
attempting to derive structure from functions and constraints. Analysis of
function involves studying the purposes for which vision can be used and the
circumstances in which it can achieve those purposes. Such things as
required reaction times, error rates, type of degradation in various cir-
cumstances (e.g. occluded objects, poor Lighting, mist, blizzards, Lloss of
one eye, rapid motion, etc.) can be thought of as more detailed specifica-
tions of function. (Strangely, few text books on vision seem to discuss the
functions of vision -- e.g. the relation between vision and action. HOCHBERG
[20] mentions action on the last page!)

Although it is very important to understand human vision we can fruit-
fully aim for a higher level of generality, based only on assumptions common
to natural and artificial systems: assumptions concerning the nature of the
environment, the nature of the tasks of a visual sub-system of an intelli-
gent system, and the need for rapid decisions relative to the available pro-
cessing speed. We need to understand the space of possible visual systems
and how they relate to the functions.



But for the crucial speed constraint, "a visual system mght systenati-
cally generate all possible 3-D scenes from all possible viewoints, project
themonto a representation of a retina, and conpare wth actual retina
stimul ation. (Mving imges would require representation of changing
scenes.) Subject to a suitable finite quantisation of the search space and
«tolerant’ matching, the selection of the best match could be done after an
exhaustive search. The fact that problens and theories are formulated in
such a way as (rightly) to rule out consideration of such absurd strategies
shows that separating the theory of the domain from the design of algorithns
and nechanisms may not always be as easy, or as useful, as MARR suggests
(e.g. [253). See also section C 8 below.)

£ele A functions of vision

A full survey of the functions of vision is not p053|b|e here, but it obvi-
ously provides information about the environment, which can be used for
searching for things, controlling and monitoring actions, finding one's way,
formng plans, reacting to opportunities and dangers, naking predictions,
under st andi ng mechani sms, testing theories, interpreting conmmunications
making pictures, building databases for future use, and even inproving
visual abilities. Vision can also trigger desires (e.g. sexual), enotions or
reflex actions.

How can all this be done? It is often assumed that animals, and robots,
need a visual subsystem whose function is to take in retinal stinulation and
produce descriptions of (possibly changing) three-dimensional objects, their
properties and relationships, thus: '
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| shall challenge the assunption that such a limted interface is conpatible
with the common uses of vision. | shall try to indicate the need for visual
mechani sns to communicate nore than just the geonetry and motion of 3-D
scenes.

¥ i £ there only one kind oi_ output?

Information from lower levels is often useful, for instance when 2-D infor-
mation, not 3-D information, is needed. Putting a finger on the edge of a
table (usually) requires information about the three-dinmensional |ocation of
the edge. However, being able to run one's eye along the edge (e.g. |ooking
for defects in the workmanship) requires only a two-dinensional representa-
tion of the location of the edge within the visual field. You can run your
eye along a horizontal wire looking for kinks even if you cannot judge the
distance of the wire. Simlarly, noving a paint brush smoothly along an
edge may require only the 2-D representation for monitoring the notion (once.
it has started) and providing adjustments if the hand is going too far up or
down, in situations where the depth information cones from a non-visua
source, such as touch, or is not needed because the geometry of the arm con-
strains the motion. Using disparity in a 2-D image to control novement nay
be far easier than wusing the 3-D disparity, for instance where there is
insufficient time, or depth information, to conpute the 3-D disparity. 2-D
disparity wll be specially useful when the only corrections to position of
the arm are essentially 2-dinmensional, e.g. nerely raising or |owering



2-D image structure is useful for deciding which way to move to see more
of a partially hidden object. In some cases local information near an
occluding edge (especially when there's motion) suffices to determine the
best direction, whereas in others more global computation is required. Com-
pare the problems of how to move to see more of A or more of B in the fig-
ures. Absolute depth information is not needed.
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2-D image structure could also be used by higher levels in: planning a
route across a room, finding space for a new package on a cluttered floor,
anticipating a trajectory, working out what someone is looking at, keeping
to the centre of a path, sighting with a gun, moving out of sight of an
enemy. A 2-D image map may help to constrain searching, both by providing
rapid access to information about nearness, collinearity, inclusion etc, and
by constraining proposals for solutions. How exactly such maps can be used
remains a research problem. FUNT [11] deals with some simple cases. (See ch
7 of [30] for a discussion of pros and cons of ‘'analogical' and ‘applica-
tive' representations.)

Some of these tasks merely extract information from the image representa-
tion, whereas others require an ability to manipulate the representation, as
in FUNT's program which computes collision points of arbitrarily shaped
objects by sliding and rotating images. This could use the mechanism MARR
([241,0251) postulates in claiming that 'place tokens' representing struc-
tures inferred by higher level processes can be added to the primal sketch).
An empirical question is what sorts of manipulation people can do. In the
following figure it 1is much easier to see where A will first touch B on
approaching it than to see where A' will first touch B':

GIDNEED

In a computer it is simple to define array manipulations which will find
both tasks equally easy. Is the human brain a poor array processor? Or is
there some important generally useful design feature of the human visual
system which is responsible for its Llimitations in this case? For many tasks
array manipulations are not general enough, e.g. detecting the kind of
approximate symmetry exhibited in many Living organisms.

Different tasks require access to different Llayers of interpretation,
j.e. the results of different sub-modules of the visual system. For some of
the tasks 3-D structure could be used. For others, e.g. drawing a realistic
picture, it 1is essential to use image relationships. Much more detailed
information about the original image is needed for a realistic oil-painting
than for a sketchy Line-drawing. The latter, and the guidance examples could



use relatively high Level intermediate results of visual processing: two-
dimensional yet quite abstract.

B.3. Not the retinal image.

The 2=D structure accessed from outside the visual system should not neces-
sarily be a representation of the retinal image. That will constantly change
as different parts of a scene are fixated while a problem is being solved.
Something Lless transient is needed, such as a representation of the avail-
able 'optic array' at a viewpoint (DRAPER [9)), possibly built up over a
period of time from different samples. Or it might be a map of what BARROW
and TENNENBAUM [3] call 'intrinsic scene features' - closely related to what
MARR called the two and a half D sketch. Several such representations are
needed, dealing with different levels of abstraction, all with array-lLike
qualities and some sort of registration to enable information at different
levels to be combined easily when appropriate (compare BALLARD [11).

The fact that (especially with the aid of relative motion), we can easily
perceive two scenes superimposed in a television screen, or one seen through
a window and another reflected in it, suggests that different retinal flow
elements may be separated into different arrays, and then two (or more?)
sets of scene interpretations built on them 4in parallel. This may be
related to the ability to see through mist or muddy water. Stereoscopic
vision reverses the process, merging two arrays. (Recent experiments sug-
gests that locations of different sorts of features even of the same object
might be stored in different maps in human vision, requiring some time for
inter-map relations to be computed. TREISMAN [341)

B.4. Is only geometry represented?

Vision does not produce only geometric information. Consider a view of a
busy workshop. At any moment there will be complex changing retinal images,
representing 3-D structures composed of walls, floor, furniture, machines,
tools, materials with changing shapes, and human bodies in a variety of
changing postures. Among the relationships we can see are many which are not
purely geometrical. For instance, seeing a trestle as supporting a table
involves seeing it as applying an upward force and as preventing downward
motion. This interpretation can play an important role in assessing the
consequences of moving the trestle, or predicting the effects of placing a
very large object on the table. We can see many other relationships which
are not purely geometrical, though they involve geometrical components (a
fact which is relevant to their being seen as opposed to merely inferred or
believed). Examples include: holding, pushing, pulling, cutting, turning,
moulding, using, controlling, approaching, avoiding, lLooking at, catching,
and so on. MARR [25] argues that this is not visual perception because the
ability can be selectively impaired by brain damage. I'LL try to show that
he may have missed something.

This is not merely a semantic quibble. The claim is that the kinds of
representations which are used for geometric structures can also be used for
non-geometric information which maps usefully onto geometric structure, and
that the same processes can operate on them. In diagrams, we often find it
useful, or even essential, to combine representations of non-geometrical
properties or relationships with the representation of geometrical struc-
ture. Fields of force, Lines of possible movement, causal relationships, can
all be wusefully represented this way, for problems in which spatial rela-
tionships are important. For similar reasons an intelligent system can bene-
fit from integrating geometrical and non-geometrical information in combined
representations.



There are many different detailed ways this can be done. For instance, in
a conputer it could be done by storing a variety of different sorts of
information in 2-D arrays in registration wth an array storing information
about the structure of the current field of view. Alternatively a single
array could have lists of pointers to different types of descriptions.
Switching attention between classes of tasks or subtasks would be facili-
tated by having different /maps® (array-like structures) storing different
sorts of information, but with a mechanism for rapid access of corresponding
locations in different maps, so that relations 1like contiguity and col-
linearity may be detected readily even anong entries in different stores.

So non-geometrical concepts may generate geonetrical problems, and it
would be useful to design a visual systemto include interpretations in
terms of such non-geonetrical concepts in order to facilitate practica
probl em sol ving.

fo L™ SeeAN9 wind jjn matter

Even nental states of other agents may usefully be represented in registra-
tion wth spatial information. An animal may find it as inportant to see
what another aninmal is looking at or aimng to pick up, as to see whether it
is big, or comng closer. The conputation of relations between another's
field of view and objects he mght react to can benefit from an integrated
»anal ogi cal ' representation. Problens about the intersection of objects, or
trajectories, wth another's view field my make use of simlar representa-
tions to those wused for detecting overlap of two physical objects, or for
controlling the notion of the hand, mentioned above.

Wien a Necker cube draw'n? "flips', you see different sets of geometrica
relations. But many visua anbhguities go beyond geonetry. The vase/face
figure includes both geonetrical anmpiguities concerning relative depth and
al so abstract aMﬂ%nHesongmmng what 'goes with® what. But when you
| ook at the duck-rabbit picture, the flips feel just as visual, though the
change is not geometrical. Instead you see different functional conponents
(eyes, ears, etc% and even nore inportantly the direction_the animl j£
facing changes. Abstract functional descriptions ITKe ~Tront '~ and "Dack— are
TTvorved. The duck or rabbit is seen as looking in one direction or another
Here "front™, "back", "l ooking" are Mot just arbitrary labels, but inpl
links to elaborate systens of concepts relating to the representation o
something as an agent, capable of noving, of taking in information, of mak-
|ng deci sions etcT rFor instance "front" 1ndicates potential forms of nmotion
and also the direction from which information is obtained about the environ-
ment. The attribution of 3-D slope and relative depth to parts of the
Necker cube involves going beyond what is given. So does interpretation of
natural images in terms of surface orientation or curvature, convexity of
edges, occlusion, etc. Gven the need to he able to interpret 2-D structures
interms of these quite different structures, why stop at napping onto
geometrical structures? We shall see that it can be useful for a visual sys-
temto map arbitrary inage features onto arbitrary structures and processes,
including direct triggering of actions.




B.6. Not only descriptions A o

Vision need not be restricted to the product1on of descriptions, whether of
geometrical or non-geometrical, structures and processes. It may, for exam-
ple, involve the direct invocation of action. In situations of potential
danger or opportunities it would be useful for a disturbance in a peripheral
part of the visual field to trigger an eye-movement to re-direct attention.
A tendency to react quickly to a global pattern of optical flow produced by
a large object moving rapidly towards the viewer would be very useful. A
fencer or boxer who does not have time for processes of planning and decid-
ing can also benefit from direct coupling between scene fragment detectors
and the 1invocation of actions. Where speed of response is crucial, visual
feature detectors should be able directly to trigger stored action routines
without the mediation of a decision maker examining a description of what
has been detected. (This seems to be the only way some animal visual systems
work). The triggering could make use of general-purpose associative mechan-
isms which seem to be needed for other purposes. Visual learning wotuld then
include the creation of new detectors (TREISMAN and GELADE [34] refers to a
process of 'unitisation') and the creation of new links between such detec-
tors and other parts of the system. Some of the links might provide new
feed-back loops for fine control of actions. Some of the reflex responses
may turn out to be misguided because the central decision making system is
- not given time to take context into account.

This use of special-purpose processors to provide 'direct coupling' could
also provide the basis for many more abstract visual skills, such as fluent
reading (including sight-reading music). It may also be very relevant to the
fact that visual experiences can be rich in aesthetic or emotional content.
It is argued in SLOMAN and CROUCHER [33] that in an intelligent system in a
complex and partly unpredictable world, it 1is necessary for perceptual
processes to be able to activate dormant motives, motive generators, and
thereby generate processes which may be emotional. How to integrate the
interrupt function of vision with its use in more relaxed planning and moni-
toring of actions is an important research issue.

B.7. What makes it VISION?

To sum up so far, instead of an output interface for only one type of result
of visual processing, there is a need for different sorts of communication
between visual sub-processes and other sub-systems. Sometimes descriptions
of three or four dimensional structures may be useful, sometimes only two-
dimensional. And sometimes the descriptions needed are not purely geometri-
cal, but 1include extra layers of interpretation, involving notions such as
force, causation, prevention, function, or even the mental states of agents.

The suggestion that vision involves much more than the production of
descriptions of three-dimensional structures, at Lleast in the higher
animals, conforms with the common-sense view that we can see a person Llook-
ing happy, sad, puzzled etc. Seeing into the mind of another, seeing an
object as supporting another, seeing a box as a three dimensional structure
with dnvisible far sides, may all therefore use the same powerful represen-
tations and inference mechanism as seeing a line as straight or curved, see-
ing one shape as containing another etc.

Is there then no difference between vision and other forms of cognition,
for instance reasoning about what is seen? A tentative answer is that the
difference has to do with whether the representations constructed are
closely related to 'analogical' representations of a field of view. This is
a different boundary from the one postulated by MARR, between processes
which are essentially data-driven and use only very general information
about the physics and geometry of the image-forming processes, and processes
which may be guided by prior knowledge, and which make inferences about



non-geometric properties and relations.

Research issues arisi'ng out of this discussion tInclude the follow ng.
Wat range of tasks can vision be used for? Is there a useful taxonony of
such functions? Wat range of pre-3-D structures is useful and how are they
useful ? Wat sorts of non-geonetrical information can usefully be extracted
from imges and enbedded in visual representations? Wat sorts of operations
on these representati‘ons can play a useful role in reasoning, planning, non-
itoring actions, etc.?

B.£. Problenms for £ neural net tnplementation

| Tow should the addressing be done in a neural net? It is relatively easy to
use arrays on a conventional conputer, with [ocations represented nuneri-
cally and nei ghbourhood relations represented by sinply |ncrenEnt|ng or
decrementing co-ordinates. This enables any subroutine to ecraw® along the
array examning its conponents, using the number series as an analogical

representation of a line, followng Descartes. On a nulti-processor (e.g.

neural net) representation, where location is represented by location in the
network, problems of access may be totally different. WIl each nodul e
accessing the array have to have physical links to all elements of the
array? If so how wll it represent those l'inks and thelr propertles and
relations? Moreover, there is a risk of a 'conbinatorial P|OSIOn of con-

nections. Wuld it be useful to have a single emanager® process through
which all others communicate with the array, wusing synbolic addresses? |
suspect that even these questions are probably based on too limted a view
of possible forms of conputation. There is a need for further investigation
of possible nodels CI15J.

Assuming that a tenporary nemory is needed in which information about the
optic array can be accumulated, how should a neural net cope wth changing
scenes? E.g. |f you smnvel slowmy round to the right does the stored struc-
ture really ‘'scroll! gradually to the left as new information is added at
the right edge? This would happen automatically if the whole thing were con-
~stantly being re-conputed from retinal stinulation —but we need sonething
nmore stable, built up from many fixations. Scrolling an array-like represen-
tation in a conputer can be done easily wthout massive copying, merely by
altering a table of pointers to the colums, provided that all access goes
via synbolic addresses. \Wen the representation is enbodied in a network of
active processors, sinmultaneous transmssion across network links could
achieve a simlar effect, but the problems of how other sub-systens continue
to be able to access information are considerable. Do neurones use synbolic
addresses: using these rather than physical links mght solve the problem
Some recent work explores the possibility that alternative mappings from one
structure to another mght be represented explicitly by different active
eunits® which would nutually inhibit one another. (See’ H NTON [17,18,193,
BALLARD C1D) This seenms to require an enornous explosion of physical connec-
tions, to acconmmdate all possible translations, rotations, etc

£¢1 Problems oi representation: what and how?

Even 1T there were sone perfect mechanism which analysed retinal stinulation
and constructed a detailed representati'on of all visible surface fragments,
their orientatiCon, curvature, texture, colour, depth, etc. this would not
solve the problens of vision. This unarticulated database would itself have
to be analysed and interpreted before it could be used for the main purposes
of wvision. And right now we don't know very nuch about what such an
interpretation process would be like. In particular, what structures should
be represented for different purposes, and how should they be represented?
H NTON C163 denonstrates that different representations of so sinple a
structure as a cube can profoundly influence the tasks that can be per-
formed. W know little about the ways of representing (for instance) a face




to facilitate recognition from différeﬁf'angléé or with different facial
expressions, or to facilitate interpretation of subtle mood changes, or
lip-reading.

I am not talking about the problems of detecting structures, (in the
world or in images) but about how to represent them in a useful way.

Even if we consider only two~dimensional geometric structures, such as
the visible outlines of objects and the visible textures and markings on
surfaces, we find a richness and variety that defeats existing representa-
tional schemes. Representations must not merely be mathematically adequate:
they must also be epistemologically and heuristically adequate -~ 1i.e.
including all the information required for a variety of tasks and facilitat-
ing computation in a reasonable time [23].

A representational scheme has two main components, the representation of
primitives and the representation of composition. For instance, in many sys-
tems for representing images, primitives are local quantitative measures
(e.g. of intensity gradients, or optical flow), and composition is merely
the embedding of such measures in a two-dimensional array. Often a hierarch-
ical mode of composition is more useful, e.g. using a relation "part of' to
define a tree structure as used by linguists and extended by MINSKY [27al to
vision (elaborated, for example, by MARR and NISHIHARA [26]). However, a
hierarchichal tree structure is often not general enough to capture perceiv-
able relationships in a useful way. For instance, the choice of a top-level
node may be arbitrary, and computing relations between the ‘'tips' of the
tree (e.g. computing relations between a person's finger and the tip of his
nose from a hierarchical body representation) may be difficult and time con-
suming. Yet we often see such relationships apparently effortlessly (hence
Letters to the press complaining about drivers who pick their noses whilst
waiting at traffic lights). Moreover, many objects do not have a tree-like
topology, for instance a wire-frame cube. So, instead, a network 1is often
used, with Llinks representing a variety of relationships, e.g. '"above",
“"touches", "supports", "same-size', '"three feet away from", etc. (See WINS-
TON [39], MINSKY [27]1). This allows both global relations between major com-
ponents, and useful dinformation about arbitrary sub-components to be
represented in a quickly accessible form. The network may still be hierarch-
ical in the sense that its nodes may themselves be networks, possibly with
cross—=links to other sub-nets. One problem with such networks is their sen-
sitivity to change. Relatively simple movements may drastically change the
structure of the net. Sometimes parts of an object are not represented in
terms of their mutual relationships, but in terms of their relationship to a
frame of reference selected for the whole object. This can facilitate recog-
nition of rigid objects using a generalised 'Hough transform' and co-
operative networks of processors (BALLARD [1], HINTON [19]). It reduces the
problem of representing changed states, since each part merely changes its
relation to the frame of reference. However, relational networks seem to be
more suited to non-rigid objects which preserve their topology rather than
their metrical properties, like a snake or a sweater. (The Hough transform
uses what BARLOW [2] calls 'non-topographical' representations, i.e. mapping
objects into abstract spaces other than physical space.)

£.2. On perceiving a line

Despite the richness and complexity of such representational schemes, many
percepts do not seem to be captured adequately by them. For instance, a cir-
cle might be represented approximately as made of a number of straight or
curved Line segments, or by parameters for an equation. But neither
representation does justice to the richness of the structure we perceive,
which has the visible potential for decomposition in indefinitely many ways,
into semi-circles or smaller arcs, or myriad points, etc. The decomposition




perceived may change as the surrounding figure changes or as the task
changes. Yet, there is also a unchanging percept: we see a persistent con-
tinuous structure. (Phenomenal continuity is an interesting topic requiring
further analysis. We certainly do not see what quantum physicists tell us is
really there.) ’

This perception of continuity through change can also occur when an
object changes its shape. If a circle is gradually deformed, by adding dents
and bumps, the mathematical representation in terms of its equation suddenly
becomes grossly inadequate, but we can see a continuous change. We can see
the identity of a continuously changing object. A 'chain' encoding in terms
of Llength and orientation of many small segments may be less sensitive to
change, but will not capture much of the global structure that is perceived.
It also fails to capture the perception of the space surrounding the Lline
which is also seen as continuous. For instance it makes it hard to discover
the closeness of two diametrically opposite points after the circle has been
squashed to a dumbbell shape.

The line may gradually be deformed into a very dirregular shape with many
changes of curvature, sharp corners, lLines crossing, etc. The algebraically
representable mathematical properties will change drastically and discon-
tinuously, and so will any network representing the more obvious decomposi-
tion based on discontinuities and inflection points. Yet we easily see the
continuing identity. We don't have to switch into totally different modes of
perception as the figure changes (though there may be sudden recognition of
a new shape or relationship, emerging from the basic perception of the lay-
out of the Line in space). We need some account both of the relatively
unchanging perception of the line in a surface as well as the awareness of
higher level patterns and relationships which come and go.

£.3. The special case trap

Many computer programs make use of representations of straight Llines, cir-
cles, and other mathematically tractable shapes. One obvious moral is that
even when we can represent certain special cases in a computer model, we may
have totally failed to explain how they are actually represented in human or
animal vision. Living systems may deal with the simple cases using resources
which are sufficiently powerful to cope with far more complex cases. Seeing
a straight line is probably just a special case of seeing an arbitrary
curve. How to represent arbitrary curves in a general purpose visual system
remains an unsolved problem.

Similarly, theorems about perception of smooth surfaces may tell us Lit-
tle about a system which can see a porcupine and treats smooth surfaces as a
special case. Many existing programs represent static configurations of
blocks, but cannot cope with moving scenes. Perhaps a human-Like system
needs to treat such static scenes as special cases of scenes with arbitrary
patterns of motion? This would imply that much work so far is of Limited
value, insofar as it employs representations which could not cope with
motion. Of course, this does not prove that the simple models are totally
irrelevant: continuous non-rigid motion may perhaps be seen in terms of
locally rigid motion, which in turn may be represented in terms of a



successi'on of stati'c structures/ just as arbftrary curves may be approxi-
mated by |ocal straight [ines. However, it needs to be shown that such a
representation is useful for tasks like unfolding a garment in order to put
it on, or trying to catch a rabbit which has escaFe fromits hutch. It may
be possible for a visual systemto use many special nodul es which deal only
with special cases, when they are applicable. I|f so, our account of the glo-
bal organisation of a visual system needs to allow for this.

£«f£e Criteria for £ satisfactory representation

Fow can we tell  "wen we Hhave found @& satisfactory 'general purpose
representation for lines in 2-D or 3-D space? Any answer will ultimately
have to be justified in relation to the tasks for which it is used. But our
own experience ?rov[des an initial guide. The representation should not
change in a totally discontinuous fashion as the shape of the line changes,
for we sometimes need to see the continuity through change. W also need to
be able to examne the neighbourhood of the Line, for instance |looking for
bl em shes near the edge of a table, so we need to be able to represent the
| ocations in the space surrounding the line as well as the locations on the
line: the 'enptiness' of other [ocations may be significant for many tasks.
The representation should allow arbitrary locations on the line to become
the focus of attention, e.g. watching an ant crawing along the Iine.

The representation should not change totally .discontinuously if the [line
gradually thickens, to become sone sort of elongated blob, with an interior
and boundary. The representation should allow the potential for nan% dif-
ferent ways of articulating an arbitrary curve, and the spaces it bounds,
depending on current tasks. It should be useable for representing forms of
motion. Potential for change should be representable even when there is no
actual change -- for instance seeing the.FQSSIbI|Ity of rotation of a [lever
about a pivot. Perpeﬁt|on of the possibility is not just an abstract infer-
ence: we can see which parts wll nmove in which directions. [NOTE 13

£e£e J5H 'ective* Imulti-processor representation?

The discussion so far su%gests that it would be useful to represent arbi-
trary structures both by projecting them onto 'anal ogical! representations
in registration with a representation of the optic array, and also by nore
abstract symbolic networks of relationships, sonme of them object-centred

some scene-centred. There is also a need for a large nunber of independent

processors all sinultaneously attenpting to analyse these structures in a
variety of different ways and offering their results to other sub-systens.
As a perceived structure changes, so wll the Fattern of activitY of all the
processors accessing the arrays. At lower levels the changes will be approx-
Imtely as continuous as the geometrical changes. At higher levels, new
processes may suddenly become active, or die away, as shapes and relation-
ships are recognised or disappear. Hence the inpression of both continuity
and discontinuity through change.

Here we have a representation not in terms of sone static database or
network of descriptions, but in terns of a Pattern of processing in a large
nunber of different sorts of processors, including for instance sone report-
ing on the "enptiness™ around a perceived line. "It is not going to be easy
to build working models.



L.6. The horrors of the real world

For Limited purposes, such as recognition or guiding a simple automatic
assembly system, some simple cases, e.g. rigid, plane-sided objects, with
simple forms of motion (e.g. rectilinear or circular) can be represented
using conventional mathematical techniques.

But when it comes to the peeling of a banana, the movements of a dancer,
the ever changing visible patterns on the surface of a swiftly flowing
river, we have to look for new ideas. Even for static scenes, conventional
Al representations tend to make explicit only singularities in space --
edges, vertices, surfaces of objects == and not the visible continuum (or
apparent continuum) of Llocations 1in which they are embedded, a problem
already mentioned in connection with the simpler 2-D case.

The use of integrative array-lLike analogical representations described
above may not be feasible for three and four dimensional structures, owing
to prohibitive storage and connectivity requirements. (This is not obvious:
it depends both on brain capacity and on what needs to be represented.)
Perhaps the desired integration, for some purposes, can be achieved by pro-
jecting three and four dimensional representations into 'place tokens' [24]
in one or more changing two-dimensional analogical representations in regis-
tration with the optic array. Some arrays might represent surface structure
more closely than retinal structure, for instance, if a square table top
seen from the side is represented by a square array, not a trapezium. Array
representations would help to solve some problems about detecting relatjon-
ships between arbitrary components of a scene but would still Leave the
necessity for articulation, and a description in terms of recognised objects
their properties and relationships, in a manner which is independent of the
current viewpoint.

C.7. What sort of "construction-kit" would help?

We have suggested a two-tier representation of spatial structures, using
both projection into a family of array-like structures and networks
representing structural and functional relationships between parts. There
seems to be a very large "vocabulary" of recognisable visual forms which can
be combined in many ways. The attempt to reduce them all to a very small set
of ‘'primitives' such as generalised cylinders MARR [26] does not do justice
to the variety of structures we can see. We seem to need a vocabulary of
many sorts of scene-fragments including: surface patches -- concave and con-
vex, corners of various sorts, surface edges, lamina edges, tangent edges
(relative to a viewpoint), furrows, dents, bumps, ridges, rods, cones,
spheroids, laminas, strings, holes, tubes, rims, gaps between objects, etc.
Besides such shape fragments, there may be a lLarge vocabulary of process
fragments - folding, twisting, moving together, coming apart, entering,
flowing, splashing, etc. [NOTE 1]. Compare the "Naive Physics Project" of
HAYES [13]. Larger structures might then be represented in terms of a net-
work of relationships between these '"primitives". (Christopher Longuet-
Higgins, in a discussion, suggested the analogy of a construction kit.) Do
we also need primitives for entities with fuzzy boundaries and indefinite
shapes like wisps of smoke or a bushy head of hair?

Primitives are not enough: we also need to represent their composition
into Llarger wholes, and once again there are gaps in existing techniques.
How is the relation between a winding furrow in a field and the field itself
represented? Conventional network representations allow a relatively small
number of 'attachment® points to be represented. But we see the furrow
embedded along its whole length. Is this adequately catered for by combin-
ing a conventional network-like description with a projection back into a
shared array-like representation? Even for a block structure like an arch,
the conventional network representation (e.g. [39]) of one block as '"above"




or "supported by" another does not adequately represent the perceived |ine
of contact, which can be seen as a continuum of possibilities for inserting
a wedge to separate the blocks. How is a happy expression represented as
enbedded in a face?

At a lower level the primtives thenselves would need a reﬁresentation
which permtted them to be recognised and their relationships characterised
in detall. If this were based in part on analogical representations both of
the image forns and of the 3-D structures, then this mght provide a means
for linking percepts together by enbedding them in a Jarger map-like
representation, e.g. linking 3-D edPe descriptions to 2-D imge features
detected by edﬁe-inage recognisers. Could sonme generalisation of this help
to explain the perception of a conposite object as a continuous whole,
unlike the relational network re?resentation? (I am not saying that the
representation is continuous, like a drawn naP, only that it may be suffi-
ciently dense to represent continuity, especially if the resolution can be
changed as required.) At a very general level both fornms of representation
are equivalent to collections of propositions: the network is equivalent to
propositions about object parts and their relationships, the mp is
equival ent to propositions about locations and their occupants. But they
have different heuristic power. '

C&. Wy the systemw |l be messy

The use of a large nunber of different wvisual primtives for describing
scenes is from a mthematical point of view redundant: for instance the
geonetrical structure of any scene made of objects wth non-fuzzy boundaries
can be represented with as much precision as required in terms of suitabl
smal| plane surface fragments. But that representation will not be usefu
for mny tasks, such as recognition of a non-rigid object. The use of a
| arge nunber of mathematically inessential primtives is analogous to the
use of a BECKER S 'phrasal l'exicon® C43, instead of a non-redundant grammar
in a Language understanding system It is also analogous to a
mat hematician's Iearnin% mny lenmmas and rules which are redundant in the
sense that they can all be derived froma nore basic set of axioms. The use
of the redundant system can constrain searching in such a way as to save
consi derabl e amounts of time, since searching for the right derivation from
a non-redundant set of general axioms can founder on the conbinatoria
expl osion of possible inference steps. Imgine trying to find a derivation
of the theorem that there is no largest prine nunper from Peano's axioms.

The process of conFiIing the strictly redundant rules would to a consid-
erable extent be influenced by experience of dealing with successively nore
conpl ex cases, and storing the results for future use. In that case the
total system at any one time, instead of having a neat mathematically ana-
| ysabl e node of operation, mght be a large and messy collection of rules.
The rules could even be partly inconsistent, if mstakes have been made and
not all the rules have been thoroughly tested. The theory of how such a sys-
temworks could not satisfy a craV|n% for mathematical elegance and clarity.
In MARR's terms this is a 'Type 1' theory explaining MhK no 'Type 1' theor

can account for fluent visual processing. (I believe this is a very genera

poi nt, which applies to nanY forms of intelligence, including |anguage
understanding and problem sol ving.)

£.£. further problens.

There are many open research issues associated with the discussion so far
Wiich sorts of representation primtives and nmodes of conposition are usefu
for seeing different sorts of environnents and for performng different
tasﬁs? |"ve mde sone tentative proposals above, but they need further
study.




Ethologists may be able to provide some clues as to which animals make
use of which primitives. This may help in the design of less ambitious com-
puter models and help us understand our evolutionary history.

A visual system which is not allowed to take millions of years of trial
and error before it becomes useful as a result of ‘self-organising
processes' needs some primitives to be built in from the start, as the phi-
losopher Immanuel Kant argued a long time ago. What needs to be built in
depends in part on how much time is available for the system to develop
before it has to be relied on in matters of Life and death. We still don't
know what would need to be built in to a general purpose robot, nor how it
could synthesise new primitives and new modes of composition.

Investigation of these issues needs to be guided by a number of
constraints. The representations must be useable for the purposes of human,
animal, or robot vision, such as controlling actions, making plans, making
predictions, forming generalisations, etc. They need not be effective for
all possible goals, such as recognising the number of stars visible on a
clear night, or matching two arbitrarily complex network structures. Is
there some general way of characterising the boundary between feasible and
over-ambitious goals?

The representations must be useful for coping with known sorts of
environment, but they need not be applicable to all physically possible
environments. In particular, it may be the case that the design of a visual
system as powerful as ours must use assumptions about what I've called the
‘cognitive friendliness' of the environment [32]. (More on this below.)

The representations must be processable in a reasonable time. This may
prove to be a very powerful constraint on theories of animal vision, given
the slow speeds of neuronal processing.
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The representations must be capable at least in part, of being developed
through some sort of learning. This allows adaptation to new environments
with different properties.

They must be capable of representing partial information, for dinstance
when objects are partially obscured, the Light is bad, vision is blurred,
etc., or when lLower-level processing is incomplete but decisions have to be
taken. (Partial information is not to be confused with uncertainty.)

More specific constraints need to be considered in relation to specific
tasks. When the task is recognition, the representation should be insensi-
tive to non-rigid deformations of the object, changes of view-point, etc.
When the task is manipulation of a fragile object, the reverse, great sensi-
tivity, is required. (Compare [26)).

D.1. The architecture of a visual system

The space of possible computational architectures is enormous, and only a
tiny corner has been explored so far. It is hard to make sensible choices
from a dimly visible range of options. Far more work is needed, on the pro-
perties of different forms of computation, especially multi-processor compu-
tations and their relations to the functions of vision. I shall try to show
how design issues can usefully be related to different forms of 'cognitive
friendliness' which may be present or absent in the environment.

Architectures, like representational schemes, may be discussed in terms
of primitives and modes of composition, at different levels. Given basic
Limitations in processor speed, low-level visual processing needs a highly
parallel organisation, in order to deal with massive amounts of information



fast enough for decision-meking in a rapidly changing environment. This s
the biological solution, and, for the lower |evels, may be the only physi-
cally possible solution given constraints on size and portability of the
system O course, mere parallelismachieves nothing. Quite specific algo-
rithms related to the physics and geometry of scenes and image production
are rgquired. There is plenty of work being done on this, and I'Il say no
more about it.

One of the main differences between different conputational architectures
concerns the waK in which local anbiguity is handled. Sone early progranms
used sinPIe searching for consistent conbinations of interpretations, but
were defeated by the conbinatorial explosion e.g. C8D, as well as a rather
limted grasp of scene or image structures. Speed is crucial to an animl or
robot in an environment like ours and rules out systems based on conbina-
torial searching. Co-operative models, such as 'Wltz filtering® 36D and
relaxation use a parallel organisation to speed up the search enornously,
when local features, together wth their remining interpretations, can
reduce the anbiguity of their neighbours, in a feedback process. However
Valtz filtering i's subject to what HINTON CUD called the *gangrene' prob-
lem elimnating local hypotheses which violate constraints can ultimtely
cause everything to be elimnated, in cases where the only good interpreta-
tion includes some local violations. Relaxation methods get round this, but
it is not easy to apply themto networks of nodules which need to be able to
create new hypotheses on the basis of partial results of other nodul es.
(MARR 25D argues that co-operative methods are too slow, if inplenmented in
human neurones - | don't know whether this argunment is sound. |t depends on
how neurones encode information.)

New forms of co-operative conputation based on massive parallelism (BAL-
LARD [ID, HNTON C18,19D) seemto be potentially very inportant for visua
processing. BALLARD calls them 'unit/value' conputers, "HINTON 'nosaic' com
puters. They replace combinatorial search in tine with nmassive sPatiaI con-
nectivity, and an open question is whether the conbinatorial explosion can
be controlled for realistic problems by a suitable choice of representa-
tions. The conbinatorial possibilities are not so great at the lower |[ev-
els, so perhaps they are restricted to the detection of relatively sinple
relatively local, inmage features.

It is not so clear whether higher levels need a parallel organisation
and to what extent the processes are essentially serial and unable to bene-
fit from parallelism Qur discussion of functions and representations sug-
gests that it would be useful to have a nunber of sub-processes dealin? with

ifferent aspects of analysis and interpretation. | shall show that allow ng
different processes to be relatively independent, so that they can operate
in parallel, makes it possible to take advantage of certain forms of cogni-
tive frrendliness of the environment, in order to conpensate for unfriendli-
ness in other dinensions.

My discussion bears a superficial resenblance to claims which used to be
made about the need for 'heterarchic' control. The heterarchy/hierarchy dis-
tinction played an inportant role in the early 1970's in relation to the
problens of designing systems to run on a single essentially sequential pro-
cessor. (See WNSTON' C37D, SHRAI C2$D, BRADY C5D.) In that context,
«heterarchy’ was hard to drst|nPU|sh from "anarchy'. The restriction to a
serial processor generated problems of control ~which no [longer seem
relevant. If many nodules can operate in parallel we need not argue about
how they transfer control to one another, and there is no worry that one of
the nodules may assune control and never relinquish it. Instead the inpor-
tant questions are: what information flows where, and when, and how it s
represented and processed. W attnpted to address such questions in the



POPEYE project [31,323.

J>.£. The relevance af the environnent Jo architecture

Gted work by HORN, “MARR, BARROW and TENNEBAUM and others, has shown how
prior assunptioons about the general nature of the environment can reduce
search spaces by providing local disanbiguation: for instance assuming that
surfaces are rigid, or continuous, and have clear boundaries, or that
illumination is diffuse. These are exanples of 'cognitive friendliness® of
the environment. Another exanple is the assunption that there is adequate
short wavelength illumnation and a clear atnosphere. The availability of
space to nmove, so that parallax and optical flow can be used for disambigua-
tion is another. The relative infrequency of confusing coincidences, such as
edges appearing collinear or parallel in an imge when they are not in the
scene is another (often described as the “"general viewpoint® assunption).
The reliability of certain cues for directly triggering predatory or evasive
action (section B.6.) is another form of cognitive friendliness, in an
environment which may be unfriendly in other respects. An oft-noted form of
friendliness is limted independent variation of object features, inplying
that the space of possible scenes is only sparsely instantiated in the
actual world, so that scenes and therefore imges have redundant structures

which can be useful for disanbiguation. (E g. BARLOW C2D)e¢ (The assunptions
of rigidity and contan|ty of objects are special cases of this.) The

ephrasal 1exicon! strategy sketched above in C.8. presupposes this sort of
friendliness - limted variation inplies re-usability of the results of com
put ations.

Some of the general assunptions can be 'hard wired* into sone of the pro-
cessing nmodul es, such as edge detectors, detectors of shape from shading or
shape from optical flow. Mre specific assunptions, e.g. concerning which
object features tend to co-occur in a particular geographical region, would
be learnt and represented symbolically, like know edge of comon plant
forms.

But the degree of friendliness can vary. Inplicit or epr|C|t assunptlons
about constraints can prove wong, and if HINTONs 'gangrene® is to be
avoi ded the organisation used needs to allow for local violations, if that
provides a good global interpretation of an image, e.g. in per cei vi ng
canouf | aged objects, or comng across a new sort of plant.

A common form of tenporary unfriendliness involves poor viewng condi-
tions (bad |ight, mst, snow storms, intervening shrubbery, damaged Ienses
etc) which can undermine the performance of nodules which work well in good
conditions. A traditional way of dealing with this is to allow inconplete or
unreliable data to be conbined with previously stored information to gen-
erate interpretations. This inplicitly assumes that not all fornms of cogni-
tive friendliness deteriorate at the same tinme: creatures with novel shapes
don't suddenly come into view when the light fades. (Feeding children false
information about this can influence what they see in dim light.)

The idea that intelligent systenms need to degrade gracefully as condi-
tions deteriorate is old. However, it is often inplicitly assumed that the
main or only form of cognitive unfriendliness is noise or poor resolution in
| mages. There are several dimensions of cognitive friendliness which need
to be studied, and we need to understand how visual systems can exploit the
friendliness and conbat the unfriendliness. Human vision seens to achieve
this by great modularity: many independent nodul es co-operate when they can
yet manage on their own when they have to. Binocular stereo vision is cer-
tainly useful, but normally there is no drastic change if one eye is covered
—driving a car, or even playing table tennis, remain possible, though wth
sone reduction in skill. Simlarly loss of colour information makes little



difference to the perception of most scene structure, though various speci-
alised skills may be degraded. Motion parallax and optical flow patterns are
powerful disambiguators, yet a static scene can be perceived through a peep
hole. We <can see quite unfamiliar structures very well when the Light is
good, but in dim light or mist when much disambiguating information is lost,
we can still often cope with relatively familiar objects.

D.3. Speed and graceful degradation.

Previously, it was argued that non-visual subsystems need to obtain informa-
tion from different visual subsystems. It can also be useful to have infor-
mation flowing into visual data-bases not only from other parts of the
visual system, but also from other submechanisms, including long-term memory
stores. For instance, if some data-bases have to deal with incomplete infor-
mation or possibly even incorrect information, because of some form of cog-

nitive unfriendliness in the environment, then it will be wuseful to allow
prior knowledge to be 1invoked to suggest the correct information. A more
complex use of prior knowledge is to interact with partial results to gen-
erate useful constraints on subsequent processing. PAUL [28] showed how the
Layout of dimly perceived Limb-like structures could interact with knowledge
of the form of a puppet to specify which are arms and which legs, indictat-
ing roughly where the head is, and even suggesting approximate 3-D orienta-
tion. This sort of process seems to be inconsistent with the first of
BARLOW's two 'quantitative laws of perception', which states that dinforma-
tion is only lost, never gained, on passing from physical stimuli to percep-
tual representations [2].

In good viewing conditions this sort of mechanism is not necessary, and a
modular design can allow what is found in the data to dominate the interpre-
tation (though it doesn't always in humans, for instance in proof-reading).
When very rapid decisions are needed, higher lLevels may start processing
more quickly, and if Lower levels have not completed their analysis, deci-
sions may have to be based on data which are as bad as when viewing condi-
tions are bad. The experience of the 'double take', thinking you've seen a
friend then realising that it was someone else, could be explained in this
way. )

So both speedy decision making, and graceful degradation, can be facili-
tated 1in related ways. If modules have to be able to cope with incomplete
information by using prior knowledge of the environment, then sometimes a
high-level decision can be taken before all lower Level analysis has been
completed, either because part of the field of view has been processed
fully, revealing an unambiguous detail, or because coarse-grained global
analysis has quickly provided information about a Llarge scale structure,
e.g. the outlines of a person seen before fine details have been analysed.
(The presence of visual modules which process sketchy, incomplete informa-
tion, 1indexed by location relative to the optic array, may account for the
ease with which children learn to interpret very sketchy drawings.)

Decisions based on partial information are, of course, liable to error.
In an environment where different forms of cognitive friendliness do not all
degrade simultaneously, errors will be comparatively rare. This Lliability to
error coupled with tremendous power and speed, is indeed one of the facts
about human vision which requires explanation. It points to the importance
of designs which may not be totally general and may not always find optimal
solutions, but which achieve speed and robustness in most circumstances.

An animal visual system need not be guaranteed to be error-free, or even
to find the best interpretation, so lLong as it works well most of the time.
The 'good is best' principle states that in an environment with Limited
independent variation of features any good interpretation is usually the



only good interpretation, and therefore the best one. So designs guarantee-
ing optimal dinterpretations (e.g. [40J) may not be relevant to explaining
human perception. An open question is whether task constraints will often
require a guarantee of optimality to be sacrificed for speed, even for
robots. This could have implications for how robots are to be used and con-
trolled. A Lot depends on how friendly the non-cognitive aspects of the
environment are, i.e. what the consequences of errors are.

Besides factual information, it may sometimes be useful for dinformation
about goals to flow into visual sub-modules. What sorts of interactions are
desirable? An omnivore's goal of finding food could not <dinteract directly
with edge-detectors =-- but what about the goal of Llooking for cracks in a
vase? Higher Llevel goals could not normally be fed directly dnto visual
modules. Nor can they normally be translated into specific collections of
lower Llevel goals, except in special cases (e.g. finding wvertical cracks
requires finding vertical edges). However, goals may be able to constrain
processing by directing fixations, and possibly by influencing which stores
of prior information are used by certain modules. An example might be the
use of different discrimination nets Llinked into some object-recognising
module depending on the type of object searched for. If you are searching -
for a particular numeral on a page, it may be useful to use a different
discrimination net from one relevant to searching for a particular letter,
even though, at a lower level, the same set of feature detectors is used.
In that case, at higher levels, the process of searching for the digit '0'
will be different from the process of searching for the letter '0' despite
the physical identity of the two objects.

D.4. Recapitulation

I have tried to illustrate the way in which task analysis can precede global
design or theorising about mechanisms. I've suggested that a visual system
should not fit into the mental economy Llike a black box computing some func-
tion from 2-D image structures to 3-D scene structures. Instead, we have a
sketch of the visual system as a network of processes feeding many sub-
databases which may be linked to different non-visual subsystems. (The gen-
eral form of this sketch is not new, and not restricted to vision: e.g.
[10].) Among the visual databases will be a subset which have an array Llike
structure (with location representing location, and relationships implicit).
For indexing, and problem-solving purposes, these should be mapped onto each
other and a representation of the field of view, possibly built up over
several fixations. The contents of higher level data bases, with more expli-
cit represention of relationships, can be projected back into these array-~
Like structures. Some of the databases should be able to trigger actions
which bypass the central decision making process. Some may include amodal
abstract, representations shared with other sensory subsystems. (This might
allow some essentially visual modules to be used for spatial reasoning by
the blind, even 1if they get no information via the eyes.) The central
decision-making process needs to have access to a large number of the visual
databases, though it will not be able simultaneously to process everything.
(If the information available is not used it may not be stored in long term
memory. So inability to recall does not prove that something has not been
processed visually.)

The enormous redundancy in such a system makes empirical investigation a
difficult and chancy process. For without being able to switch modules on
and off independently it will be very hard to observe their individual capa-
cities and Llimitations. Perhaps the effects of brain damage, combined with
performance in very (cognitively) unfriendly situations, will provide impor-
tant clues. Perhaps it won't.



It is Likely that the design goals can be achieved in more than one way.
However, there may be an interesting class of constraints, including the
nature of the environment, the tasks of the system, and the maximum speeds
of dindividual processors, which determine unique solutions (apart from the
sorts of individual variations we already find between humans).

D.5. Further research

We need to explore in more detail the different dimensions of cognitive
friendliness / unfriendliness of the environment, and how exactly they
affect design requirements. Which sorts of friendliness can only be
exploited by hard-wired design features and which can be adapted to through
learning processes?

Given the nature of the environment, and the needs of an animal or the
purposes of a robot, what kinds of data-bases are likely to be useful in a
visual system, and what should the topology of their interconnections be?
Can we get some clues from comparative studies of animals? I've made tenta-
tive suggestions about some of the sorts of data-bases which could play a
role in human vision, and how they are interconnected. Could experimental
investigations shed more light on this?

A problem not faced by most computer models is that in real life there is
not a single image to be processed, nor even a succession of images, but a
continual stream of information [7]. The problem of representing motion was
mentioned in C.7. How constantly changing information is to be processed
raises other problems. Once again we don't have a good grasp of the possi-
ble alternatives. As remarked 1in section C.3, it may be that only a system
which is good at coping with changes will be really good at interpreting the
special case of static images. See [note 1J. The Llowest levels of the system
will probably be physical transducers which react asynchronously to the
stream of incoming information. Is there a subset of data-bases which makes
use of the "succession of snapshots" strategy? What are the trade-offs?
Should higher Llevel modules be synchronised in some way, or are they best
Left to work at their own speeds? If the environment is cognitively friendly
in that most changes are continuous, and most objects endure with minimal
change of structure, this provides enormous redundancy 1in the stream of
information. The architecture of the system, and the representations used,
could exploit this, avoiding much recomputation.

Much current research is aimed at finding out how much can be achieved by
totally data=-driven processing. We have seen that integration of prior
knowledge with incoming data can provide speed and graceful degradation. We
need to find out exactly which kinds of long-term memory need to be able to
interact with which temporary visual databases.

My discussion has stressed the modularity and redundancy of a visual sys-
tem. We need to explore in more detail the ways in which different sorts of
failure of individual modules or connections between modules would affect
total performance. There may be failures due to lack of relevant information
or internal failures due to physical malfunction, or programming errors.

Our discussion has implications concerning the relationship between
vision and consciousness. As usual, many questions remain unanswered. In
particular, what exactly determines which databases should be accessible to
consciousness?



£)5+ Concl usion

| said at the beginning that | would present nore questions than answers. |
have outlined an approach to studying the space of possible visual mechan-
isms, by relating themto functions and properties of the environment. The
study of the functions of possible mechanisnms can have many |evels. | have
mostly stuck to a level at which it is indifferent whether the nodules are
enbedded in brains or computers. As many Al researchers have pointed out,
it"s the logical not the physical nature of the representations and manipu-
lations thereon that we need to understand initially. However, we cannot
try to build realistic nodels of the type sketched here until we know a |ot
nmore about what should go into the various data-bases. This requires find-
ing out more about what needs to be represented and how it can be
represented usefully.

This top-down research strategy is only one anong several: we can learn
from many disciplines and approaches. But analysis of function can provide a
useful framework for assessing relevance. However, we nust always bear in
mnd that our attenpts to derive structure from function are inherently lim
ited by our current know edge of possible forms of representation and conpu-
tation. The way ahead includes increasing this know edge.
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CNOTE 13

The motion primtives referred to in C7 may be used to link static scene
descriptions. E.g. the description of shut scissors may be linked via a
description of relative rotation to a description of open scissors. A
description of a ball may be linked via descriptions of a squashing process
to descriptions of disks and cylinders. Such linking of static and non-
static concepts my both facilitate prediction and account in part for the
experienced continuity as scenes change, referred to in C 4. MNSKY makes
simlar suggestions in C273. If such links are accessible while static
scenes are Perceived, this could account for the perception of "potential
for change® referred to in C 4, which seens to play an inportant role in
pl anni ng, understanding perceived mechani sms, and sol ving probl ens.
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