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Completeness in the theory of types 

The first-order predicate calculus is complete for its intended semantics, by Godel's Com­
pleteness Theorem. Type Theory, though not complete for its intended semantics, is com­
plete for the more liberal yet natural semantics of Henkin-structures. We derive here similar 
semantic characterizations for number theories. 2 We show that Peano's Arithmetic is sound 
and complete for t ruth (with object variables interpreted as natural numbers) in Henkin-
structures that are closed under abstract jump (Theorem 33). By "abstract jump" we 
mean here Barwise's strict-II{ definability, a notion that agrees with Turing jump over the 
natural numbers, and which we argue is of foundational significance. We also show that 
Si-Arithmetic is sound and complete for validity in all Henkin-structures that contain their 
"abstract RE" (i.e. strict-nj definable) sets (Theorem 34). The paper is a refinement (of 
both results and exposition) of [Lei90]. 

1. Preliminaries 

1.1. N u m b e r Theories 

The vocabulary of First-Order Arithmetic, Vp^, has identifiers for zero and for all primitive 
recursive functions. The standard VJTA-structure has the set of natural numbers as universe, 
and the intended interpretations for 0 and for function identifiers. 

Research partially supported by ONR grant N00014-84-K-0415 and by DARPA grant F33615-87-C-1499. 

2Of course, every first-order theory T has trivially a circular semantic characterization: T consists of the 
formulas valid in the models of T. ....... ^ >/ ? 1 .rr:\rjTrp, 
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First-Order Arithmetic, FA, is a Vfei-theory, with axioms for equality, primitive recursive 
definitions, and induction. The equality axioms are -i(0 = l ) , Vx. x = x, Vx,y,z. X — y—• 
ar = 2—>j/ = 2, and, for each function identifier / and each i < r =arity(f), 

V x i , . . . , x r , y . Xi = y -> f(xu...,xr) = / ( x i , . . . , a : t _ i , y , x 1 + i , . . . , x r ) . 

The induction axioms of FA are the instances of induction for all (first-order) VFA-formulas. 
The primitive recursive definitions of FA are the universal closures of defining equations for 
all primitive recursive functions. 3 We write P R for the set of these formulas. For a primitive 
recursive function / , we let degree ( / ) denote the length of the (shortest in P R ) primitive 
recursive definition of / . 

It is easy to see that FA is a conservative extension of Peano's Arithmetic. Note that 
Peano's third axiom follows from ->(0 = 1) by induction, and the fourth axiom follows from 
the defining equations for the predecessor function. 

Si-Arithmetic, E i A , is like FA except that induction is restricted to existential VFA-
formulas. Computationally, S i A is the same as Primitive Recursive Arithmetic, P R A 
(which has induction only for Vj^-equations), since they prove the same II!] formulas, that 
is, they have the same provably recursive functions [Par77]. 

It will be useful to identify conditions for doing away with the axiom ->(0 = 1). For a 
number theory A, let A " denote A without -«(0 = 1). 

LEMMA 1 Let IP be a VfA-formula in which equality has no negative occurrences, and let A 
be one of the number theories above. If A h y , then A " h (P. 

PROOF: Troelstra observed [Tro73] that if a formula <P is provable in A, then the result of 
replacing (hereditarily) in <P every negated subformula - i ^ by —» 0 = 1 is a theorem of A"". 
Let IP' be a prenex-disjunctive normal form for so the equivalence <P<^CP' is provable in 
first-order logic. Then A h IP implies A h <£>', from which A " h <£>', since <PF is without 
negation, whence A " h (P. • 

Let neq be the primitive recursive characteristic function of inequality: neq(x,y) = 0 iff 
x ^ y. For a Vp^-formula let IP be the result of replacing in (P each negatively occurring 
equation, t = s, by -*i{neq(t, s) = 0). Then <P has no negative occurrences of equality, and we 
have, immediately from the definitions, P R A V <P (P. 

Combined with Lemma 1 this implies 

3Our development remains valid if we expand the set of functions to include all partial recursive functions, 
where the defining equations are Herbrand-Godel functional programs, as in [Kle52], provably coherent in 
Primitive Recursive Arithmetic. A Herbrand-Godel program V is COHERENT if its operational semantics 
generates a single-valued relation. Coherence is an undecidable property, but there is a collection C of 
functional programs such that membership in C is decidable in real time, and such that every partial 
recursive function has a program in C. The programs obtained from any one of the standard proofs of this 
fact (as e.g. in [Kle52]) are all provably coherent in Primitive Recursive Arithmetic. 
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LEMMA 2 Let tp be a VpA-formula, and let A be one of the number theories above. If A h tp 
then A\~ (p<r+(p and A~ h (p. 

1.2. Henkin-structures 

The language of second-order logic is an extension of the language of first-order logic (with 
equality and function identifiers) with relational variables of all finite arities, and with quan­
tification over them. Our basic proof-system for second-order logic, SOLo, is obtained from 
the first-order predicate calculus with equality by treating relational variables in par with 
object variables (without comprehension); see for example [Pra65, §V.l] for details. Given 
a class $ of formulas, $-Comprehension is the schema 3RVx(R(x) (£>), where R is a 
relational variable that does not occur free in tp, arity(R) = arity(x), and (p G $ . If $ 
is a collection of second-order formulas, we write SOL($) for S O L 0 augmented with $-
comprehension. SOL will denote S O L 0 with comprehension for all (second-order) formulas. 

Since the collection of second-order formulas that are valid (under the standard interpre­
tation of relational quantification) is not in the arithmetical hierarchy, let alone effectively 
enumerable, even SOL is incomplete for standard validity. However, second-order logic is 
complete for the broader class of Henkin-structures [Hen50]. A Henkin-structure, Ji, consists 
of a first-order structure over some universe A, augmented with, for each r > 1, a collection 
Tir of r-ary relations over A. Semantic satisfaction, 7i [= <£>, is defined using 7ir as the range 
of quantifiers over r-ary relations. If $ is a class of second-order formulas, then 7i is closed 
under $ if, for each (p = <p[x, R] in 4>, with free object variables x = (xi.. .#*;), and free 
relational variables R = ( i ? i . . . Ri) (with r, = arity(i2 t)), and all Qi G W r i , . . . , Q\ G Hrn 

the set { ( ^ . . . ak) G Ak \ H \= <p[a/x, Q/R] } is in Hk-

The proof in [Hen50] establishes the following. 

THEOREM 3 [Henkin] Let $ be a class of second-order formulas. A second-order formula is 
valid in all Henkin-structures closed under $ iff it is provable in SOL($) . 

1.3. Computat ional formulas 

A second-order formula is computational if it is of the form VR3x where R are relational 
variables and i\) is quantifier-free, i.e. if it is strict-U\ in the sense of [Bar69, Bar75]. A 
computational formula without free relational variables is relationally closed (r-closed for 
short). C o m p (respectively, C o m p 0 ) will denote the set of formulas equivalent in S O L 0 to 
a computational formula (respectively, to an r-closed computational formula). 

The term "computational" is induced by the fact that each computational formula de­
scribes a computation process, which becomes apparent when the formula is converted into 
an equivalent "computational normal formula," as follows. Let V be a vocabulary, and 
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fix a tuple R of relational identifiers. Let x be a syntactic parameter for quantifier-free 
V-formulas. A computational normal formula is a formula of the form 

<p = Vi? i . . . Rr [ Vt? (¿1 A ¿2 • • • A «1 A • • •) -> 3v(0x V - . . ) ] , 

where each ¿ n is the disjunction of formulas of the form x -+ each Kn is the disjunction 
of formulas of the form \ A Rj(y) a n d e a c ^ #n is the conjunction of formulas of one 
the forms x o r R(x). The formula y> states (about its free variables) that every process that 
initializes the values of R as prescribed by the £ n 's, and inductively closes these relations as 
prescribed by the /c n 's, will reach values that satisfy some "target condition" 0n. 

Each computational normal formula defines, uniformly for all V-structures, the opera­
tional semantics of a certain finite state machine (see [Lei89] for details). The connection 
with computational formulas is given by the straightforward observation that every compu­
tational formula is equivalent, in SOL 0 , to a computational normal formula. 

The significance of computational formulas is further manifest in the following. 

THEOREM 4 [Kreisel] Every computational VpA-formula is equivalent in the standard Vpa-
structure to an existential formula. 

Hence, every r-closed computational VpA-formula defines in the standard VpA-structure 
an RE set. 

PROOF: Using familiar sequence-coding, every computational formula is equivalent in the 
standard Vfei-structure to a computational formula of the form VR3x where R is unary, 
and V> = if>[R] is quantifier-free with no free variables other than x and u. Let 

m^x^u) =df max{ value of t[x,u] | R(t) is a subformula of 

Recall that Konig's Lemma states that every infinite finitely-branching tree has an infinite 
branch. This implies that for any formula <p = <p[R] with a single set variable i?, 

VR3m<p[R<m] -> 3hVR3m<h.<p[R<vn]. 

(Here R<m =df R n { 0 , . . . , m}.) 

We have 

VR3xtl>[R] VR3x3mi/>[R<m+ix,u)] 
<-> Vi?3m 3x ( m = ra^(x, u) A ip[R<m]) 
«-> 3/iV<7 C { 0 , . . . , h} 3m<h3x (m = m^(x,u) A ^ [ ^ m ] )• 

The forward direction of the last equivalence holds by Konig's Lemma, and the backward 
direction is straightforward. The latter formula is equivalent in the standard structure to an 
existential formula, since the universal quantifier is bounded. • 
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The proof above of the equivalence of computational formulas to existential formulas 
clearly applies to any countable admissible structure [Bar69, Bar75 (Theorem VIII.3.1)]. 
However, this equivalence fails to hold in general for structures which do not contain a code 
for every completed computation over elements of the structure. For example, if VS = {0, s} , 
then it is easy to see that every RE set of natural numbers is defined in the standard VS-
structure 4 by a computational formula (compare Lemma 14 below), whereas the sets defined 
in the standard V^-structure by existential formulas, or even by first-order formulas, are all 
recursive. (In fact, even for the vocabulary V+ = {0,s, + } , every set of natural numbers 
defined in the standard V^-structure by a first-order formula is recursive, by [Pre30].) Thus, 
computational formulas might be regarded as the appropriate generalization to all struc­
tures of recursive enumerability; they reduce to existential formulas over structures in which 
computations are representable internally, but are in general stronger. 

Of interest is also the strength of computational formulas as queries. A k-ary query (or 
global relation) over a class C of structures assigns to each structure S 6 C a k-avy relation 
over the universe |<S| of S. If C consists of V-structures, and <p is a V-formula whose free 
variables are among u\... u*, then \u\ ...v,k.<p determines a query over C, that assigns to 
S G C the relation { ( a i . . .a*) G \S\k | S |= <p[a/u] }. Now, over ordered finite structures 
the queries defined by computational formulas are exactly the co-NP queries [Fag74, JS74], 
whereas the queries defined even by all first-order formulas, are a strict subclass of the 
queries computable in deterministic log-space 5. The significance of computational formulas 
as query definitions has found applications in Descriptive Computational Complexity [Lei89], 
in Finite Model Theory [KV87, KV88], and in Logics of Programs [Lei85, Lei85a]. 

Note that if a computational formula <p has free relational variables Q, then it determines 
a computational process that uses Q as oracles, and is equivalent over countable admissible 
structures to an existential formula with Q free. Thus, <p defines an abstract notion of 
relative RE, that is — an abstract form of Kleene's jump. 

2. Direct second-order interpretation of number theories 

In this section we define a second-order interpretation of VFA which is direct, in the sense 
that the target formalism has defining equations for primitive recursive functions, in contrast 
to the "full" interpretation we define in the sequel. While the full interpretation is more 
logically prestine, the direct interpretation is easier to formulate and verify. 

4where 0 is interpreted as zero and s as the successor function 
5[Fag75] proves that graph connectivity is not a first-order definable query; an elegant simple proof of 

this can be found in [GV85]. [Imm87] observes that all first-order queries over finite ordered structures are 
computable in deterministic log-space. 
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2.1. Definition of the direct interpretation 

Let 
N[x] := VR(Cl[R] -+R(x)), 

where 
Cl[R] := \/u (R(u)—* R(s(u)) A R(0). 

Note that N £ C o m p 0 . If S is a structure that satisfies Vu " l (s ( i i ) = 0) and Vu, v (s(u) = 
s(v) —* w = v ) , then the extension of N in 5 is a copy of the natural numbers. 

If t = ( < i . . . < r) is a tuple of terms, we write N[i\ for N[ti] A • • • A iV[<r]. If o ? i , . . . , a* 
are formulas or terms, we write var{a\^... , a^) for the set of variables that occur free in 
c * i , . . . , a * . 

If (/? is a V/^-formula, then v?N denotes y> with quantifiers relativized to N. Assuming 
N[x] we get induction with respect to x for a formula by instantiation of the universal 
relational quantifier to the relation Xx.ip: 

Vu (<p[u/x] —> (p[s(u)/x]) A <p[0/x] —> ^. 

This is legitimate by comprehension for However, if <p is a first-order Vp^-formula, then 
^ is in general not first-order (because N is not), so first-order comprehension does not 
yield induction for the interpretation of first-order VFA-formulas! 

We define the direct interpretation of VFA as having N as the formula defining the target 
universe, and with the VPA-identifiers interpreted by themselves. 

Given a formalism C for second-order (or higher-order) logic (with constant and function 
identifiers), the directly-interpreted number theory of C is 

DNT[C] =df {ip | ip is a closed VpA-formula, and C, P R , -i(0 = 1) h (pN } 
= {<p | <p is a closed VPA-formula, and C, P R h <pN } . 

It is not hard to delineate the direct number theory of (impredicative) Second-Order Logic, 
SOL. Recall that Impredicative Analysis, i.e. Second-Order Arithmetic, is the extension of 
FA with quantification over relations, with induction formulated as a single axiom, \/x.N[x], 
and with comprehension for all formulas in the language. The following is essentially due to 
Prawitz [Pra65]. 

THEOREM 5 A first-order VpA-formula <p is a theorem of Impredicative Analysis iff <pN is 
provable in SOL + P R + -i(0 = 1), i.e. iff <pN is provable in SOL + P R . 

2.2. Correctness of the direct interpretation 

The following proposition states the correctness of the direct interpretation of VFA in SOL(Comp 0 ) . 
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P r o p o s i t i o n 6 For every VFA-identi£er f, 

SOL(Comp 0 ) h N[x] -+ N[f(x)] 

(where arity(x) = arity(f)). 

P R O O F : By induction on degree ( / ) . If / is one of the initial functions, then the proposition 
is trivial. The case where / is defined by composition is straightforward. 

Suppose / is defined by recurrence, 

/ ( O . t f ) = g(u) 

f(s(v),u) = h(v,u,f(v,u)). 

Arguing within SOL(Comp 0 ) we have, by induction assumption, 

N[u]->N[g(u)} (1) 

and 
Vw. N[v, it, w] -+ N[h(v, u, w)]. (2) 

Assume 
N[v,u\. (3) 

From N[v] = WR.C1[R] —* R(v), instantiating R(x) to the r-closed computational formula 
N[f(x,u)], we get 

Vx(N[f(x,u)]^N[f(s(x),u)}) AN[f(0,u)} - N[f(v,u)}. (4) 

By (2) and (3) N[f(x, u)] implies N[h(x, w, / ( x , {?))], which by the second defining equation 
for / yields N[f(s(x),u)}. This proves the first conjunct in (4). The second conjunct is 
immediate from (1) and the first defining equation for / . Thus we get the conclusion of (4), 
7V[/(v, {?)], based on assumption (3), which is precisely the statement of the proposition. 
• 

2.3. Soundness of the direct interpretation 

In this section we prove that the direct interpretation of F A is sound for SOL(Comp), that 
is, if F A h tp then SOL(Comp), P R , -«(0 = 1) h <p. Analogously, we show that the 
interpretation of S i A is sound for SOL(Comp 0 ) . 

LEMMA 7 C o m p and C o m p 0 are closed under conjunction and disjunction. 

P R O O F : Trivial, by basic quantifier rules. • 
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Lemma 8 S O L 0 H C1[N}. 

P r o o f : Straightforward. 

LEMMA 9 A formuia <p of the form 3xN j>, where * is [r-closed] quantifier-free, is equi 
in S O L ( C o m p 0 ) to an [r-closed] computational formula. 

PROOF: We have 

V? = 3x(x/>AVR(Cl[R]-*R(x))) 

(assuming, without loss of generality, that R does not occur in V0- W e claim that this is 

equivalent to 
¥>' =x VR3x(1>A(Cl[R]-+R(x)))9 

which is clearly an r-closed computational formula, ip implies tpf trivially. For the converse, 
instantiating R in ip' to JV, yields 3x ( $ A (Cl[N] --> N[x])), which by Lemma 8 implies tp. • 

LEMMA 10 For every VpA-formula <p, comprehension for ipN is provable in SOL (Comp) . 

PROOF: By induction on <p. Without loss of generality, we assume that A, -«, and 3 are 
the only logical constants. If <p is quantifier-free then it is computational, and the lemma is 
trivial. 

If <p = %l> A then <pN = ipN A xN- By induction assumption SOL (Comp) proves 
3PW (P(u) <-> ipN) and 3QW (Q(v) «-> xN)> where u and v list var(^) and var{x), 
respectively. By comprehension for quantifier-free formulas 

VP, Q 3RVw (R(w) <-> P(u) A Q(v)), 

where w lists var(tp) = u U v. So 

SOL (Comp) h 3RVw(R(w) *-> ¥>N). 

The ca.se <£> = -î  is treated similarly. 

Finally, if (p = 3x V>> then = 3x(7V[:r] A^>N). By induction assumption, SOL (Comp) 
proves 3RW,x(R(u,x) <-+ ipN), where t? lists var((p). Hence, SOL (Comp) proves (using 
the same i?), 3RVu( (3x [N[x] A R(u,x))) «-> <pN). By Lemma 9 SOL (Comp) proves 
3QW (Q(u) 3x (N[x] A i?(u, x))), i.e., 3QVi?( *-> <pN). • 

LEMMA 11 For eacL VFA-term t, 

S O L ( C o m p 0 ) h JV[var(t)] 

8 
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P R O O F : By i n d u c t i o n o n ( t h e s t r u c t u r e of) t. T h e b a s i s is t r i v i a l , a n d t h e i n d u c t i o n s t e p 
is P r o p o s i t i o n 6. • 

LEMMA 12 Let tp be a VpA -formula. 

1. If F A " h <p, then SOL (Comp) , P R h N[var(<p)] -> <pN. 

2. If S i A " h tp, then S O L ( C o m p 0 ) , P R h N[var(<p)] -+ <pN. 

P R O O F : By induction on proofs of S i A and FA, say in the Hilbert-style deductive calculus 
of [Kle52, §19] for the logical constants - i , —>, and V. 

The axioms are of the following types. 

1. <p is an instance of a propositional schema. Then (pN is an instance of the same 
prepositional schema. 

2. (p is of the form Vxift —>ij>[t/x]. Then Af[t;ar( Vx^>), t] —» <pN outright. By Lemma 
1 1 , N[var(t)] —> N[t]. Since var{t) C var(c^), we get N[var((p)] —> c ^ . 

3. (p is one of the logical axioms for equality. Then <p is in S O L 0 . 

4. (p e P R , trivial. 

5. ip is an instance of Induction, Vx. Cl[x()] —• ^[x], with ^ existential for (2). Then 
(pN = Vx 7 V (C/[^] A r —>^ N [x] ) . We have comprehension for the formula N[u] A ^ N [ u ] : 
by Lemma 10 for ( 1 ) , and by Lemma 9 for (2). Therefore, N[x] implies 

Vu((N[u]A^N[u])^(N[s{u)]Ax[>N[s(u)])) A (N[0) A ^ N [ 0 ] ) - > A i/>N[x]), 

which clearly implies 

VuN (^N[u) -* i{>N[s(u)]) A V>N[0] - > ^ N [ * ] , 

i.e., C / ^ ] ^ — • ^ [ x ] . We have thus proved <£>N. 

For the induction step of the proof, we check that the statement of the lemma is preserved 
under the two inference rules: 

Detachment: ip is derived from \ <P a n d X- By induction assumption, N[var(x-) "~* 
(xN -* (/?Ar) a n^ Nfaar(x)] —• a r e both provable (in SOL (Comp) for part 
(1 ) of the lemma and in S O L ( C o m p 0 ) for (2)). Let xo be x with 0 substituted for 
all free occurrences of variables not free in (p. Then N[var((p)] —> (xo —> <PN) a n d 
N[var((p)] —• Xô  a r e both provable. Thus N[var(tp)] -> (pN is provable, by 
Detachment. 
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Generalization: <p = x —> is derived from X ~* ^- By induction assumption 
N[var(<p),x] ->(xN-**PN) is provable. Therefore, N[var(<p)] -> (X

N -+ V x N ^ N ) 
is provable, by Generalization, since x must not be free in x -

This concludes the induction step and the proof. • 

From Lemmas 2 and 12 we obtain 

THEOREM 13 Let (p be a VFA-formula. If FA h <p, then 
SOL(Comp), P R , - ( 0 = 1) h N[var(<p)] -+ <pN, and 
SOL(Comp), P R h N[var(<p)] - > <pN. 

Similarly, if S i A h <p, then 
SOL(Comp 0 ) , P R , - ( 0 = 1) h N[var(<p)] -> <^N, and 
SOL(Comp 0 ) , P R h N[var(cp)] <pN. 

3 . Full second-order interpretations of number theories 

We define an interpretation of the vocabulary of SOL that has each V/r^-identifier inter­
preted by an r-closed computational formula that defines its graph. The target formalism of 
the interpretation cannot make do with no constants at all, since to interpret 0 and s in the 
absence of constants we would need second-order constant-free formulas, <p with only x free, 
and rj> with only x and y free, such that SOL h 3\x<p and SOL h Vj/(M[y] —• 3\xil>) 
where M is a formula interpreting TV. Clearly, no such formulas exist. We therefore assume 
that 0 and s are present in the target vocabulary. 

3.1 . Graphs of primit ive recursive functions 

For each Vp^-identifier / , we define a formula G/, by induction on degree (f), as follows. 

• If / is the zero function, then Gj[x,z] =df (2 = 0 ) . 

• If / is the successor function, then Gj[x,z\ =df (z = s(x)). 

• If / is the z'th-out-of-rc projection function, then Gj[x\... x n , z] =df (z = Xi). 

• If / is defined by composition, f(x) = h(gi(x),... , <7Ar(#)), then 

G[x,z] =d f 3 j / i . . . Ggi [x, 3/1] A • • • A G9k [2?, yk] A Gh[y, z]. 
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• If / is defined by recurrence, f(0,u)=g(u), f(s(v),u) = h(v,u, f(v,u)), then 

G[x,z] =d f WQ(W,y(Gg[u,y]^Q(0,u,y)) 
A Vi? ,v ,w,y(Q(v ,u ,w) A Gh[v,u,w,y] Q(s(v),u,y)) 

< ? ( * , * ) ) 

(where arity(x) = an£y (t?)-fl). 

We need the following generalization of Lemma 9. 

LEMMA 14 Let <p be a conjunction of formulas of the form Gj[i\, formulas of the form 
N[t], and quantifier-free [r-closed] formulas. Then 3x tp is equivalent in SOL(Comp 0 ) to an 
[r-closed] computational formula. 

In particular, every formula of the form Gf[i] is equivalent in SOL(Comp 0 ) to an r-closed 
computational formula. 

PROOF: Suppose 

<p = Gh [tus1] A . . . A Gfk[tkj sk] A N[qi] A . . . A N[qi] A a , 

where a is quantifier-free. We prove the lemma by main induction on the number / of 
conjuncts N[qi], secondary induction on m = max t<*[decree(/,)], and ternary induction on 
the number n of conjuncts Gf{ with degree(fi) = m. 

If / = m = 0 (i.e. k = 0), then the lemma is trivial. 

If / > 0, then 

tp = 3x(tl)AVR.Cl[R]-+R(qi)) 
where = N[qi] A • • • A N[qi_i] A a. 

As in the proof of Lemma 9, (p is equivalent to 

VR3x(il>A(Cl[R]-+R(qi))), 

which is equivalent, by elementary quantifier rules, to 

<p' = d f VR3x,u(il>A/3), 

where u is fresh and ¡3 is the quantifier-free formula (R{u) R(s(u))) —> R(qi). By induc­
tion assumption, <pf is equivalent in SOL(Comp 0 ) to an r-closed computational formula. 

If k > 0 (and / = 0), then <p is of the form 3x (tf> A Gf[t, s]), where degree (f) = m. We 
proceed by cases for the definition of / . If / is initial, then Gf[t, s] is quantifier-free, and 
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we are done by induction assumption. If / is defined by composition, then Gf[t,s] is of the 
form 

3 v i . . . vk ( Ggi [f, v i ] A • • • A Ggh[t, vk] A Gh[v, s]), 

with degree(gi),..., degree(gk), degree(h) < m. So <p is equivalent to 

3x,v1...vk ( ^ A Ggi [t, vi] A • • • A G9k [f, vk] A Gh[v, s]), 

for which the lemma holds by induction assumption. 

Suppose that / is defined by recurrence. 
CLAIM 1. is r-closed computational. By definition, G/[i,s] is of the form VQ.x, 
where 

X = Vu,v(Gg[u,v] - > Q ( 0 , u , t ; ) ) 
A Vw,j / ,2r , a (Q(y,z) A G , J y , z , a ] -* < ? ( s ( y ) , a ) ) 

->Q(t%). 

The formula x is equivalent to 

x' =df 3u,v(Gg[u,v]A-iQ(0,u,v)) 

V 3t5, y, z , a (<J(y, uJ, z ) A G f c[y, to, z , a ] A -iQ(s(y), to , a ) ) 

VQ(t,s). 

Since degree degree (h) < m, each one of the disjuncts of x! is equivalent in SOL(Comp 0 ) 
to an r-closed computational formula, by induction assumption, and therefore, by Lemma 
7, Gj[t,s] is also equivalent to an r-closed computational formula, proving Claim 1. 

CLAIM 2. <p is equivalent, in SOL(Comp 0 ) , to 

<p' =df VQ3z(V>Ax'). 

Clearly, tp = 3x (tp A V Q x ) implies VQ3x (ift A x), since Q is not free in This implies 
V<3 3x (i\) A x!), i.e. <p\ since x' is equivalent to x-

For the converse, assume tp'. Then, by instantiating Q to \v,u,w. Gf[v,u,w], we get 

<po axC^Ax't^/g]) 
= 3x(v>A X [G / /g]) . 

This instantiation is legitimate in SOL(Comp 0 ) by Claim 1. But the two premises of 
X[G/ /Q] , that is 

W,v(Gg[u,v]->Gf[0,u,v]) 
and Vw, y, z , a (G/[y, tx;, 2?] A G*[y,w, z , a] -> G/[s(y), w, a]) 

are straightforward in SOL(Comp 0 ) . Therefore, x[G/ / Q] implies its antecedent, i.e. 
G/[f, 3]. So (p0 implies, in SOL(Comp 0 ) , 3a: ( A G/[f, s]), i.e. (p. This proves Claim 2. 
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To prove the lemma it remains to show that <p' = WQ 3x (ijj A x!) 1S equivalent in 
SOL(Comp 0 ) to an r-closed computational formula. We have 

3x (%j) A x!) = 3 x , u , v \ i \ ) t\Gg[£?, v] A -«Q(0, u , t>)) 

V 3x, w,y,z,a(ip A (5(j/, w,2) A G * [ y , z , a ) A -i(?(s(y), w,a)) 
V3x (V>AQ(f ,« ) ) . 

By induction assumption, each one of the disjuncts is equivalent in SOL(Comp 0 ) to an 
r-closed computational formula, so tpf is also equivalent to such a formula, by Lemma 7. • 

3.2. Full second-order interpretation of ari thmetic 

The full second-order interpretation of VFA has N as the formula that defines the target 
universe, with 0 interpreted by 0, s interpreted by s, and every other Vp^-identifier / inter­
preted by the formula G/, in the usual sense. The following is a more detailed description 
of the latter point. 

Let us say that an equation is simple if it is of the form f(u) = v, where tT, v are variables, 
and that a formula is simple if all equations therein are simple or are equations between 
atomic terms (i.e., variables or constants). For an equation E, let Es be a simple formula, 
equivalent to obtained by hereditarily replacing equations by equivalent existential simple 
formulas. For example, f(g(u)) = v is replaced by 3w (g(u) = w A f(w) = v). 

For a Vp^-formula tp the interpretation (p1 of <p arises from (p by replacing each equation 
E (except simple equations and equations between atomic terms) by Es, then replacing each 
simple equation f{u) = v by G/[u, v], then relativizing quantifiers to N. Note that in the 
standard VFA-structure Vx,z ( z ] <-> / ( x ) = z ) , and so tp t p 1 . 

Given a second-order (or higher-order) formalism C (with constants 0 and s), the fully-
interpreted number theory of C, FNT[C] , is 

FNT[C] =df {<£> | (p is a closed V^-formula, and C h (p1} 
= {(p | tp is a closed Vp^-formula, and C,- i(0 = l ) h (p1}. 

3.3. Correctness of the full interpretation 

We show that the full interpretation of VFA in SOL(Comp), <p i-> </?7, is correct, that is, 
that the interpretation of each V^-identifier is the graph of a function over the interpreted 
universe TV, provably in SOL(Comp). We shall prove half of this already in SOL(Comp 0 ) , 
so our interpretation is "semi-correct" for SOL(Comp 0 ) . 

LEMMA 15 If f is a VFA-identifier, then 

SOL(Comp 0 ) h WN 3zN Gf[x, z] 
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(where arity(x) = arity(f)). 

PROOF: By induction on degree (f). The induction basis is trivial, and the case where / is 
defined by composition is straightforward. 

Suppose / is defined by recurrence, /(0,tf) = g(u); f(s(v)yu) = h(v,u,f(v,u)). By 
Lemma 14 the formula <p[v] =df N[v] A 3zN G/[t;,y, z] is equivalent in SOL(Comp 0 ) 
to an r­closed computational formula, and so N[x] implies, in SOL(Comp 0 ) , 

(Vv<p[v] —> v [ s ( v ) ] ) A ^[0] "~* ^H-

By induction assumption applied to Gg, N[y\ —• 3 * ^ Gejy, 2], and so JV[y] ­» </?[0], by the 
definition of G/. By induction assumption applied to Gh we have 

Vw (N[vj y9 w] ­> 3 ^ Gh[v, tu, 2]), 
so AT[j7] implies Vv(^[v] —• <£>[s(v)]). We have proved N[x,y\ —• ̂ [ s ] , which trivially 
implies the statement of the lemma. • 

LEMMA 16 If <p is a formula generated by propositional connectives and first­order quanti­

fiers from atomic formulas, from formulas of the form G/[i], and from formulas of the form 
N[t], then comprehension for (p is provable in SOL(Comp). 

PROOF: Analogous to the proof of Lemma 10, using Lemma 14 for the base case. • 

LEMMA 17 Let f be a VFA­identifier. Then 

SOL(Comp) h VxN,zN,sN (Gf[x,z]AGj[xJs]­> z = s) 

(where arity(x) = arity(f)). 

PROOF: By induction on degree(f). The cases for initial functions and for definition by 
composition are straightforward. 

If / is defined by recurrence, then G/[y, x, z] is of the form VQ x> where 

X = (Wyw(G9[uM­+Q№™)) 
A Vt>, u, w, a (Q(v, u, a) A Gh[v, u, a, w] —> Q(s(v), tx, iu) ) ) 

Qiy,x,z)­

Let 
tf[p,£r] =df C? / [p ,^ , r ]A(JV[p , f l ; r ] ­>V3(G / [p , 5 ;3 ]^3 = r ) ) . 

By Lemma 16 comprehension for i\) is provable in SOL(Comp), so G/[y, x, z] implies x[</>/Q]. 
The first conjunct of the premise of xbl>/Q] l s provable in SOL(Comp) , by induction as­

sumption applied to the function g. Using N[p] and induction assumption applied to the 
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function h, the second conjunct in the premise of xbl>/Q] l s a l s o provable. Thus, the con­
clusion is provable, i.e. we have proved, under the assumption Gj[x,y, 2], that 

N[y,x,z]->\/s(Gf[x,y,s]-+8 = z)i 

i.e. the statement of the lemma. • 

From Lemmas 15 and 17 we have 

P R O P O S I T I O N 18 The full interpretation ofVpA in SOL(Comp) is correct; that is, for every 
VpA-identifier f, 

SOL(Comp) h \/xN3\yNGj[x,y). 

3.4. Soundness of the full interpretation 

We now show that the full interpretation of FA is sound for SOL(Comp), and that the full 
interpretation of S i A is sound for SOL(Comp 0 ) . 

Lemma 19 If E e P R , then SOL(Comp 0 ) h N[var(E)] -+ E1. 

PROOF: Without loss of generality, let E be the principal equation of a definition b y 
recurrence, Vx, y (f(s(x), y) = h(x, y, f(x, y))). Then 

El = VxN, y" 3 u N , vN ( G , ( s , y, u) A Gh{x, y, ti, t;) A Gf(s(x), y, v)). 

This is provable in SOL(Comp 0 ) by Lemma 15 and the definition of Gf. • 

LEMMA 20 Let f be a VpA-identifier. If <p is an equality axiom of the form 

if EE V x ! , . . . , X r , y ( Xi = y -* / ( x 1 , . . . , X r ) = / ( x i , . . . , X t « 1 , y , ^ + 1 , . . . , X r ) ) , 

then SOL(Comp 0 ) h (p1. 

PROOF: We have 

</ = V x f , . . . , ^ , y A r ( x t = y 

-> 3uN Gf[xu... ,Xi-Uy,Xi+u ... ,xrju] A Gf[xu...,xr,u]). 

This is immediate by Lemma 15. • 

THEOREM 21 Let tp be a VFA-formula. If FA h <p, then 

SOL(Comp), i ( 0 = 1) h N[var(<p)] -> </. 

and 

SOL(Comp) h N[var(<p)] -> (p1. 
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PROOF: The proof of the first half of the proposition is essentially the same as for Propo­
sition 12. Different are only the cases for equality axioms, which follow here from Lemmas 
19 and 20. 

Analogously, FA~ h (p implies SOL(Comp) h N[var(<p)] —> v?7, which, combined 
with Lemma 1, yields the second half of the theorem. • 

To prove an analogous statement for S i A and SOL(Comp 0 ) we first make the following 
observation. 

LEMMA 22 If ip is an existential VpA'formula, then comprehension for ip1 is provable in 
SOL(Comp 0 ) . 

PROOF: Immediate from Lemma 14. • 

THEOREM 23 Let <p be a VFA-formula. If S a A h (p, then 

SOL(Comp 0 ) , - ( 0 = 1) h N[var(<p)} -+ </. 

and 
SOL(Comp 0 ) h N[var(tp)] -» <pl. 

PROOF: Similar to the proof of Theorem 13, except that Lemma 22 is needed to justify 
the interpretation of existential instances of induction. • 

4 . Faithfulness of the interpretations 

In this section we prove the faithfulness, i.e. completeness for SOL(Comp) , of the in­
terpretations of FA, and the completeness of for SOL(Comp 0 ) of the interpretations of 
S i A. To do so we need to consider Theorem 4 more formally. Using a surjective coding of 
sequences by numbers (a la Kleene [Kle52]), we let 

Init[Q,x] =df \/i<lth(x) (Q(i) A (x)i = 1) V (->Q(i) A (x) t - = 0), 

i.e., x is an initial segment of the characteristic function of Q. Put 

W K L 0 =df VR({VQ3xInit[Q,x]AR(x)) -> 3h VQ 3x<h Init[Q,x] A R(x)), 

i.e., if R is a unary predicate over the universal binary tree, that contains an element on 
every branch, then there is a bound on the height of these elements. 

Let B T be S O L 0 with comprehension for quantifier-free formulas, quantifier-free induc­
tion, and P R . This is the same as the Base Theory of [Sie87], but formulated with relational 
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variables. Let E° denote, as usual, the set of existential (first-order) VFA-formulas, and E^ 
the set of existential Vp^-formulas with relational parameters. A formalization of the proof 
of Theorem 4 establishes the following. 

LEMMA 24 Every computational formula is equivalent, provably in B T + W K L 0 ? to a E° 
formula. 

Every r-closed computational formula is equivalent, provably in B T + WKL 0 , to a EJ 
formula. • 

We shall need the following two technical lemmas. If $ is a collection of formulas, then 
Ind($) denotes induction for all tp £ 

LEMMA 25 B T + SOL(E°) + WKL 0 + VxN[x] is conservative over FA. 

PROOF: Suppose 

B T , SOL(E°), WKL 0 , VxN[x] h <p, 

where (p is first-order. Then 

B T , SOL(E?), WKL 0 , Ind(E?) h tp. 

However, the straightforward proof of WKLo (in fact of full Konig's Lemma) is easily deriv­
able in B T + SOL(E?) (compare [Fri69, Theorem 3]). So we get 

B T , SOL(E°), Ind(E°) h (p. 

The latter theory is well-known to be conservative over FA (see e.g. [Tro73, §1.9.4]), con­
cluding the proof. • 

Proving the analogous statement for Ei A requires a little more: 

LEMMA 26 B T + SOL(E?) + WKL 0 + VxN[x] is conservative over E a A. 

PROOF: Suppose 

B T , SOL(E°), WKLo, VxN[x] h tp, 

where tp is first-order. Then, as in the previous proof, 
B T , SOL(E?), WKLo, Ind(E?) h y>, 

i.e., 
B T , WKLo, Ind(E?) h x - + <P, 

where x is the conjunction of instances of E^-comprehension. Sieg [Sie87] showed that 
the latter theory is conservative over B T + Ind(E°) with respect to II\-sentences. (The 
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formulation WKL used in [Sie87] for Weak Konig's Lemma is easily seen to imply W K L 0 (in 
B T ) , so the result of [Sie87] applies to WKL 0 . ) Since x is £ } , « II}, and so we get 

B T , Ind(E?) h x <P, 

B T , SOL(E°), Ind(S°) h ip. 
Again, the latter theory is conservative over S i A (e.g. by the syntactic argument of [Tro73, 

§1.9.4]), yielding the lemma. D 

LEMMA 27 S O L 0 , P R I" N[s(x)]-* N[x]. 

PROOF: Let p denote the predecessor function, for which the defining equations are p(0) = 
0, p(s(x)) = x. By Lemma 6, iV[s(x)] implies iV[p(s(x))], from which N[x] by the definition 
of p. ° 

Lemma 28 For every VpA-identifier f, 

B T , SOL(Comp) h N[x\ -> (Gf[x,z] f(x) = z). 

PROOF: By induction on degree (f). The cases for initial functions are trivial. If / is 
defined by composition, f(x) = h(gi(x),.. . , <ft(x)), then, in B T + SOL(Comp) + N[x], 

Gj[x,z] *-+ 3v\.. .Ufc. Ggi(x, vi) A • • • A Ggie(x, Vk) A Gk{v,z) by the definition of Gf 
G9l(x, v\) A • • • A G9k(x, Vk) A Gh(v,z) by Lemma 18 

3 ^ . . . v£. gi(x) = vi A • • • A gk(x) = Vk A h(v) = z by induction assumption 
= z by the definition of / and Lemma 18. 

Suppose that / is defined by recurrence: / ( 0 , u ) = g ( u ) , / ( s (v ) ,u ) = h(v,u, f(v^u)). Let 
(p[v,u,z] =df (N[v,u\—>f(v,u) = z). Assume G/[a,a?, z]. Then, by Lemma 16, 

Vu,y(Gg[u,y) -> y>[0,u,y]) 
A Vi?, v, w, y (<p[v, u, 10] A Gh[v, u, w, y] -* ^[s(v), w, y]) (*) 

-> <^[a,x,z]). 

Note that G5[ix, y] and 7V[t?] imply, by induction assumption, g(u) = y, from which / ( 0 , u) = 
y. Thus G^[i7, y] —• </?[0,u, y ] , i.e. the first premise of (*). 

Towards proving the second premise of (*) assume <p[v, u, w] A Gh[v, w, w, y] A JV[s(w), u[. 
Then, by Lemma 27, N[v,u\, so f(v,u) = w by v?[v,u,ti;], and so also JV[it;], by Lemma 
18. From Gh[v,u,w,y] we then have, by induction assumption, h{y,u,w) = y, and so 
f(s(v),u) = y. This establishes the second conjunct in (*). Thus, (*) implies ip[a,x,z], 
proving G/[a ,x , z] —f(a,x) = 2:. 
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To prove the converse, assume / ( a , x) = z, and assume 

Vu,y(Gg[u,y}^Q(0,u,y)) (5) 

and 
Viï,v,w,y(Q(v,iï,w) A Gh[v,u,w,y] - • Q(s(v) ,t?,y) ). (6) 

Let 
V>[u] = d f Vy(JV[t;,t2] Af(v,u) = y -> Q(v,€,y)). 

We have V>[0] from (5), the induction assumption for g, and the first equation for / . Similarly, 
tp[v] —>-^[s(u)] follows from (6) and the induction assumption for h. Thus N[a] implies that 
(5) and (6) imply ip[a\. Therefore, N[a,x\ and f(a,x) = z imply that (5) and (6) imply 
Q(a,x,z), i.e. G/[a, x, z\. This concludes the backward direction for the case of definition 
by recurrence, and the proof of the lemma. • 

LEMMA 2 9 For every VFA-equation E, E <-+ E1 is provable in B T + S O L ( C o m p 0 ) + 
Vx.N[x]. 

PROOF: Straightforward, by Lemma 28. • 

LEMMA 3 0 For every VpA-formula <p, <p <-• (pN and <-* ip1 are provable in B T + 
S O L ( C o m p ) + V x . i V [ x ] . 

PROOF: By induction on (p. The basis is trivial for the first equivalent, and is established 
by Lemma 29 for the second equivalence. The induction step is trivial. • 

T h e o r e m 3 1 D N T [ S O L ( C o m p ) ] = F N T [ S O L ( C o m p ) ] = F A . 

I.e., the following conditions are equivalent, for any closed Vp^-formula cp: 

1. F A h <p; 

2. S O L ( C o m p ) , P R , -.(0 = 1) H cpN; 

3. S O L ( C o m p ) , P R h <pN; 

4. S O L ( C o m p ) , -»(0 = 1) h <p*'; 

5 . S O L ( C o m p ) h Cpl. 

PROOF: The inclusions F A Ç D N T [ S O L ( C o m p ) ] and F A Ç F N T [ S O L ( C o m p ) ] are 
Theorems 13 and 21 above. 
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We prove the converse for the full interpretation (the case of the direct interpretation is 
identical). Suppose 

SOL(Comp) h (p1. 

Then, by Lemma 24, 
B T , SOL(E°), W K L 0 h <£7, 

and so, by Lemmas 30 and 1, 

B T , SOL(E?), WKLo, VxN\x\ h ip. 

By Lemma 25 this implies FA h <p. • 

An analogous proof, using Lemma 26 in place of 25, yields: 

THEOREM 32 DNT[SOL(Comp 0 ) ] = FNT[SOL(Comp 0 ) ] = S X A . 

I.e., the five conditions of Theorem 31 are equivalent, with S i A in place of FA, and 
C o m p 0 in place of Comp. 

We summarize in the following theorems the semantic readings, based on Theorem 3, of 
Theorems 31 and 32. First, we have the following semantic characterizations of FA: 

THEOREM 33 Let tp be a closed VpA-formula. The following conditions are equivalent: 

1. (p is provable in FA; 

2. (p [respectively, tp] is valid, as a statement about N, in all Henkin-models of P R that 
are closed under computational definitions (i.e. abstract jump) [and in which 0 and 1 
are distinct]; 

3. (p [respectively, <p] is valid, as a statement about N, in all Henkin-structures that are 
closed under computational definitions [and in which 0 and 1 are distinct], and where 
the primitive recursive functions are defined by their graphs. 

Analogously, we have semantic characterizations of S i A: 

THEOREM 34 Let <p be a closed VpA-formula. The conditions in Theorem 33 are equivalent, 
with S i A in place of FA, and with "r-closed computational" in place of "computational". 
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