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Abstract

This report describes progress in development of an integrated mobile robot system at the Robotics
Institute of Carnegie Mellon University from July 1988 to December 1989. This research was sponsored
by the Defense Advanced Research Projects Agency and monitored by the U.S. Army Engineer
Topographic Laboratories under contract DACA76-86-C-0019.

In this program, we pursued a broad agenda of research in the development of mobile robot vehicles,
focused on the NAVLAB computer-controlled van. In the period covered by this report, July 1988 to
December 1989, we addressed major software issues for mobile robot vehicles:

• Evolution of the CODGER Blackboard and the Driving Pipeline Architecture.
•CODGER is the blackboard system for the NAVLAB that synchronizes and passes

data among the various processing modules. The Driving Pipeline is a set of modules
that operate in parallel to implement continuous motion control, road-following, and
obstacle avoidance. In this reporting period, our extensions to CODGER and the
Driving Pipeline include adaptive adjustment of planning parameters to give desired
robot responsiveness and control parameters to ensure smooth operation.

• Kinematic Path Planning for Wheeled Vehicles.
• We developed a new method for vehicle path planning designed to handle off-road

scenarios rather than traditional "flat-world" scenarios, in the past, most path planning
algorithms have assumed that the entire world is flat, with polygonal obstacles clearly
identified. However, the terrain encountered in cross-country driving presents more
subtle problems in vehicle tilt and clearance; these interact with vehicle constraints
such as minimum turning radius. Our new path planner can explicitly model and
account for such aspects of the problem, and has been optimized to work fast enough
for use on the NAVLAB driving cross-country.

This software is central to the New Generation System (NGS) for robot vision and navigation, which
combines many independent technologies to produce an integrated mobile robot system.
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Section I
Introduction

Introduction and Overview
This report describes progress in development of an integrated mobile robot system at the Robotics

Institute of Carnegie Mellon University from July 1988 to December 1989. This research was sponsored
by the Defense Advanced Research Projects Agency and monitored by the U.S. Army Engineer
Topographic Laboratories under contract DACA76-86-C-0019.

In this program, we pursued a broad agenda of research in the development of mobile robot vehicles,
focused on the NAVLAB computer-controlled van. In the period covered by this report, July 1988 to
December 1989, we addressed major software issues for mobile robot vehicles:

• Evolution of the CODGER Blackboard and the Driving Pipeline Architecture.
• CODGER is the blackboard system for mobile robots designed to handle top-down,

map-based navigation on roads: it uses a general map format with semantic and
geometric levels defining perceivability and navigability, and supports both global and
local navigation.

•The Local Navigator, a set of modules that interact through CODGER, handles
parallelism and synchronization in sequencing vehicle operations. These modules
implement a control paradigm we call the Driving Pipeline, in which different modules
look at the road at different distances in front of the vehicle.

• In this reporting period, we added extensions to this architecture to automatically
select driving and scanning distances to maximize parallelism, adaptively adjust
planning parameters to give desired robot responsiveness, and adaptively adjust
control parameters for smooth operation.

• Kinematic Path Planning for Wheeled Vehicles.
• In cross-country driving, the primary problem is not the use of parallelism for fast

motion, but rather is how to find pathways that are safe to navigate without fear of
harming the vehicle or getting stuck; yet are aggressive enough to allow the vehicle to
navigate even through tight spaces.

• To accomplish this, we developed a new method for vehicle path planning designed to
handle off-road scenarios rather than traditional "flat-world* scenarios. One aspect of
this path planner is modeling the properties of the terrain that would prevent the
vehicle from passing safely. In principle, our system can model any mathematical
constraints defined across the terrain. Currently, we model the basic terrain
restrictions of the vehicle: tilt, locomotion support, and body clearance.

• In addition, there are limitations on the possible motion of the vehicle. This is
important because most robot vehicles, including car-like robots such as the NAVLAB,
are not omnidirectional. Our new path planner accounts for this by modeling kinematic
constraints as well, such as the minimum turning radius of the vehicle.

• The path planner must be used by the vehicle very frequently to account for changes
in its position and viewing area. Unfortunately, a comprehensive path planner such as
ours can be very expensive to run. Therefore, we have invested a great deal of
attention in developing representations and algorithms that allow the path planner to
run quickly. The most important development is the use of an oct-tree in the
configuration space of the vehicle that indicates what positions and orientations are
allowed by the terrain constraints. The vehicle kinematics are pre-compiled into oct-
tree relationships that allow very fast execution of the path planner while the vehicle is
moving.



This software is central to the New Generation System (NGS) for robot vision and navigation, which

combines many independent technologies to produce an integrated mobile robot system.

Accomplishments
Our accomplishments in this reporting period include:

• Development of the configuration-space approach for kinematic path planning.

• Implementation of the path planner with an oct-tree representation for planning constraints.

Future Research Directions
This is the final report for the current contract, so it marks the termination of the current research

program. However, we have identified several topics that we believe are important areas for further

research in the general area of mobile robot vehicles:

• Development of a loosely synchronized version of the Driving Pipeline that does not require
all sensors to process data at the same rate.

• Optimizing the communications among a set of low-level navigation modules - obstacle
detection, path planning, and progress monitoring - that form a complete subsystem for
vehicle control. This would involve removing them from the general CODGER
communication structure and providing specialized communication paths.

• Incorporation of our new kinematic path planner into the NAVLAB navigation architecture.



Section II
Evolution of the CODGER Blackboard
and the Driving Pipeline Architecture

Introduction

The CODGER Blackboard System
Most sophisticated mobile robot systems are large and complex [26, 39, 51]. For this reason, such

systems are usually developed by a team of researchers, rather than an individual. Furthermore, in order
for these systems to execute in a reasonable amount of time, the computations must be parallelized to
some degree. These two characteristics pose two problems:

• What software engineering tools are needed for developing a large mobile robot system?

• What software support is needed for successfully distributing the computation across a
number of processors?

In the case of the NAVLAB and its development laboratory, the software system consists of five to ten
large sensing, planning, control, and graphics modules running on a mixture of Suns and Vaxes
interconnected via an EtherNet. Both Lisp and C are available for programming. From a software
engineering standpoint, we would like to support module development in multiple languages running on
multiple machine architectures, all tied together in a single system. Furthermore, we would like one
module programmer to be able to modify or extend one part of the system without requiring redesign or
recompilation of the rest of the system. Concerning multiprocessing support, we need a common data
format to all modules, regardless of programming language or machine type. We need a mechanism for
moving data between modules, and more importantly, synchronizing this exchange. For geometric data,
which is used by nearly every module in the system, we must guarantee that it is consistent, so that all
modules agree as to the location of the robot and all objects in its environment. A number of systems
exist for integrating various modules into a single system and coordinating their activities. Many of these
systems are grouped together under the name of blackboards [16,41,42]. While these systems do
permit many modules (or knowledge sources) to be integrated into a single system, traditionally
multiprocessing is not supported as modules are invoked one at a time. Furthermore, modules are
scheduled for execution according to a static priority scheme. This mechanism is too restrictive for the
NAVLAB system. As illustrated in this section, a dynamic scheme is needed that changes from one
context to another. Other systems [2,19] do provide adequate multiprocessing support, but fall short in
supporting geometric data, which is central to robotic systems. We have developed a system named
CODGER (for communications Database with GEometric Reasoning) that provides ample support for
module development and multiprocessing support In this section we describe CODGER and illustrate
how it addresses these issues.

The Driving Pipeline Architecture
Outdoor navigation is a broad and rich problem. In order to devise a workable architecture, the scope

of the problem must be narrowed somewhat. Given the NAVLAB mobile robot equipped with a color
camera and an ERIM laser rangefinder, we sought to develop an architecture for driving the NAVLAB
continuously on- and off-road, using camera-based sensing for road-following and landmark recognition
and ERIM-based sensing for obstacle avoidance. We wanted the system to be flexible enough to use
map information if provided, and to construct a map if not We wanted to be able to run the system on



general purpose computers, to allow flexibility in design and ease in development In order to meet this

last objective, we were required to remove all real-time constraints from consideration. Thus, we required

that our environment be static (i.e., no moving objects other than the robot), and that no minimum speed

be necessary.

A number of issues come to bear on the problem:

• Whether the robot starts with a map or constructs one as it moves, a map format is needed
for representing roads and other navigable passages, landmarks, obstacles, and other items
of interest that can be understood by perceptual and planning modules.

• A suitable division is needed in the architecture between global and local navigation. Global
navigation is the task of planning coarse paths for the robot based on map information and
overseeing the execution of such paths. Local navigation is the task of coordinating sensing,
planning, and control in such a way as to realize the global path incrementally, taking into
account features of the local environment too dense to represent in a global map.

• A global planning algorithm is needed to construct coarse paths based on map information,
even in the event that the map information is incomplete.

• Local sequencing of sensing, planning, and control must guarantee that the robot does not
drive into unexplored areas, thus running the risk of collision.

• The robot must take into account the fact that certain scenarios require more processing than
others, and thus the robot's speed must be adjusted to avoid degenerative start/stop motion.

• In order to make effective use of a multiprocessing environment, the entire system must be
parallelized as much as possible.

A number of mobile robot architectures have been developed for indoor and outdoor navigation. The

first complete system was Shakey [43]. Shakey was an indoor mobile robot equipped with a camera and

rangefinder that navigated around polyhedral objects on a flat floor. The Shakey architecture consisted of

a resolution-based problem solver for planning tasks and a set of primitive action routines (such as for

navigation and manipulation) to carry out these tasks. H1LARE [10,21] was an indoor robot equipped

with a camera, rangefinder, and acoustic sensors for proximity sensing. It employed a two-tiered map

representing navigation boundaries for a floor plan. The top tier represented just the topology of the floor

plan while the bottom tier represented the topographical information using convex polygons. HILARE was

able to fill in or update topographical information as it navigated. A number of other systems used

acoustical sensors to either build a map of the robots environment [14,15] or to navigate based on a

previously built map [11]. Other systems focused on more difficulty sensing, planning, and tracking

problems for mobile robots [25,40,50] out of the context of a large system. As mobile robots moved

outdoors, the increased difficult of the environment mandated multiple sensors and modes of navigation.

The architectures increased in complexity correspondingly [39,51]. The most advanced of the above

systems are similar in many ways. Ail use statistical pattern recognition or edge-tracing techniques for

following roads or typing terrain, and laser rangefinder or sonar sensors for obstacle avoidance. Many

plan routes based on a map.

There are some basic differences that set the NAVLAB system architecture [23, 46] apart from the

others. The first centers on the map. The above systems used simple maps that represented only the

boundaries separating navigable areas from unnavigable areas. The NAVLAB map represents semantic

and perceivable geometry along with the navigable geometry. This representation makes explicit the

Information necessary to plan routes and sensing operations respectively. The system is able to handle

incomplete map information and stiil follow a route plan. The second difference centers on the local



sequencing of operations. The above systems either use stop-and-go motion or drive at a fixed speed,
thus placing strict real-time constraints on local processing in order to move continuously. Stop-and-go
motion is undesirable because it results in a suboptimal vehicle speed. Strict real-time constraints are
difficult to abide by since processing requirements change from environment to environment. The
NAVLAB system drives continuously but is able to adjust its speed and even stop to avoid catastrophe in
the event that processing bogs down, thus precluding the need to address real-time constraints.

In this section we present an overview of the NAVLAB architecture for navigation and then focus on the
local navigation portion of the system. Most of the ideas presented here were implemented and tested in
a number of systems [22,23, 24]. Some of the ideas pertaining to perceivable and navigable geometry in
the map and the interface to the local path planner were developed in the NGS system, but were not
implemented.

Overview of the CODGER System

LMB Interface

Sensor Module 1

Local Map Database

Local Map Builder (LMB)

LMB Interface

Sensor Module 2

LMB Interface

Navigation Module 2

LMB Interface

Navigation Module 1

LMB Interface

Planning Module

Figure 1: CODGER System Structure

The computing resources for the NAVLAB consist of three to five Sun microcomputers interconnected
with an EtherNet. The CODGER system was designed to facilitate communication between system
modules for a static mapping of modules to processors in this arrangement The base structure of
CODGER is illustrated in Figure 1. CODGER consists of a central database, called the local map, a
program to manage the database, called the local map builder (LMB), and a library of subroutines for
communicating with the LMB, called the LMB Interlace. The other boxes in the figure are user modules.
These modules run as separate programs In the system. Each module is linked with an LMB Interface,
through which the module can store and retrieve information from the database. The LMB Interface
handles all communication and synchronization with the LMB over the network.

Note that the system configuration is "star-shaped*, that is, all data passed between modules must
pass ttirough the central database. There are several advantages to this arrangement. First, during
development of the system, the communication paths between modules are frequently changed as the
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Figure 2: Interconnectivity of Typical CODGER Application

system grows and ideas are tested. A star-shaped configuration makes data re-routing easy without
requiring new communication channels. Second, data created in one module is often used by many other
modules. Figure 2 illustrates the "interconnectivity" of a typical CODGER application. In this example,
the system contains five large modules that exchange data of 28 different types (tokens). A box is
darkened in the grid if the module corresponding to the row reads and/or writes the data type
corresponding to the column. The module and data type names are listed below the grid. Note that most
of the data types are accessed by most of the modules in the system. The CODGER configuration
precludes the need for a full clique of communication channels. Third, the CODGER communications
scheme is very extensible in that it supports anonymity between modules. We can add a new module
that taps into a communication line via the database (for example, a graphics module that displays data in
the system), without making changes to the source or destination modules in the line. The main
disadvantage to the star-shaped arrangement is that all data must pass through the local map. In some
cases, a particular data type is designed to be passed between a pair of modules only. In such cases,
the additional routing leads to slower execution.

CODGER is similar to a traditional blackboard system, in that it has a central database, a database
manager, and a pool of modules that can read and write the database. Such systems are heterarchlca!
because the "knowledge" in the system is distributed among a number of modules (often called
knowledge source^, each of which can read or write any piece of the data in the database. Each
knowledge source (KS) has a set of preconditions, or predicates defined over the database, which must
fee satisfied in order for the KS to execute. In a traditional blackboard, the database manager determines
which preconditions are satisfied', selects one KS from the eligible set using a fixed priority scheme*
invokes the KS as a subroutine, and repeats.



A traditional blackboard functions as a problem-solving framework At any point in time, the database
represents the current state of the solution. The knowledge sources use techniques such as forward- or
backward-chaining to transform the database into a solution state. The database manager relies on a
priority scheme to focus the activity of the KS's on those search paths likely to lead to a solution. This
problem-solving framework is not needed for our navigation tasks, as the tasks are more algorithmic in
nature. Instead, a system is needed that can effectively distribute the computation across multiple
processors to maximize parallelism. The serialized control and execution scheme of a traditional
blackboard is unsuited for a distributed computing environment. CODGER differs from these blackboards
in a number of ways. The modules in the CODGER system run continuously and in parallel. Modules
communicate by storing and retrieving data from the database. A module is able to run as soon as its
precondition (request for data) is satisfied, regardless of the state of execution of the other modules.
Synchronization is achieved by suspending execution within a module until the requested data appears in
the database. CODGER even offers a mechanism whereby a module can perform one computation and
be interrupted when a precondition is met to perform another. Thus, parallel processors can be
effectively utilized. Preconditions in CODGER are not compiled prior to execution but can be changed by
the modules dynamically during execution. This feature frees CODGER from a fixed control scheme,
allowing it to change dynamically in response to different computing requirements. Furthermore,
CODGER has no fixed priority scheme for activating modules. The LMB matches preconditions to the
database using a FIFO scheme. Therefore, priority scheduling is left to the modules, to be encoded in
the data itself. Overall, the system can be viewed as data-driven, where the data flow pattern can change
during execution.

The ability of the system to change its control scheme and data flow dynamically is of special
importance to the NAVLAB system. Certain modules in the system (particularly perception and planning
modules) require different amounts of time depending on the NAVLAB's environment (e.g., road following,
intersection navigation, off-road driving). By observing the behavior of these modules during execution,
the Pilot acts as a "meta-module" and adjusts parameters in the data that flows between the other
modules to maximize parallelism. This control scheme cannot be compiled into the system a priori.

Data Storage and Transfer

Since the NAVLAB development environment consists of multiple types of computers and
programming languages, it is important to have a data format that can be understood and manipulated by
all modules, regardless of the machine architecture or programming language. The fundamental unit of
data in CODGER, the token, exhibits this property. As the system evolves, so does the data format used
by the modules. CODGER isolates the impact of this restructuring, requiring only those modules directly
affected by the change to be modified. In order to effectively utilize a multiprocessing environment,
primitives must exist for routing the data and synchronizing the transfer between modules. CODGER
employs pattern-matching for routing and a blocking/interrupting scheme for synchronizing transfer. Both
the data format and transfer mechanisms are described in greater detail in this section.

Database Tokens
CODGER tokens consist of classical attribute-value pairs. Attribute names are strings and their values

can be scalars (integer, float, boolean, enumerated types, and strings), arrays (including arrays of arrays),
pointers (to other tokens), or geometric location (described in the next section). Tokens are the basic unit
of data in CODGER and can be used to represent physical objects, predictions, commands, status
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information, etc. Modules create, write, read, and delete tokens in the global database by calling

functions in the LMB Interface. The LMB Interface takes care of transforming the data format between

different hardware architectures and programming languages.

Each token type (set of attribute names and data types) is defined in a template file. At startup time,

the LMB parses the template file to determine the format of all tokens in the system. The binding of

attribute names (strings) to fields in the token occurs in each module when it connects to the LMB.

Functions in the LMB Interface perform type checking during execution to ensure that data types are used

correctly. Since operations are dynamic, the work needed to modify the system is minimized. Attributes

can be added, deleted, or changed in a token type without requiring re-compilation of any modules except

those that use the attribute. This feature is of particular importance since typical CODGER applications

have consisted of over 100,000 lines of code.

The attributes themselves fall into three classes: internal, local, and global. Internal attributes are

automatically included in every token type and specify information such as the token's type, unique ID

number, creation time, most recent modification time, version number, and creator. These attributes are

managed by CODGER but can be examined by the user modules. Local attributes are defined by the

user modules in the template file. The scope of these attributes is restricted to the token type in which

they are declared. Global attributes are also defined by the user but can be used in a number of token

types. They are intended to have the same semantics (universal) regardless of the token type in which

they are used. The real power of global attributes is that they permit modules which understand a given

global attribute to manipulate token types that it has not been pre-programmed to handle. The module

can accomplish this task without needing to "understand* the other local attributes of the token.

Synchronization Primitives
Modules can retrieve tokens from the central database by direct address (request by ID number) or

through the use of a pattern called a specification. Specifications are boolean expressions defined across

token attribute values. If a token in the database satisfies a specification, the token is sent to the

querying module. For example:

if surface equals navigable and boundary equals
perceivable

In this example, "surface and "houndarf are global attribute names defined in the template file. The

strings "navigable* and "perceivable* are scalar constants from an enumerated type, and "equals" ami
mBmT are function names embedded in the specification language. This specification matches any tokens

(possibly representing roads, intersections, or off-road patches) over which the robot can drive and the

boundary of which it can perceive. One possible use of such a specification is for path planning. Note

that above specification matches tokens of any type, provided they have the above global attributes witfi

the appropriate values. In this way new token types can be added to the system without needing to

modify t i e patti planner. Routing via pattern matching is more powerful than a simple routing table

because it channels data based on semantic interpretation, rather than data format type.
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In addition to routing, the transfer of data between modules must be synchronized. Whenever a
module sends a specification to the LMB for matching, it also selects one of the following synchronization
modes:

• Immediate Request: As soon as the LMB receives such a request, it matches the
specification against the database. The calling module blocks execution during this time. If
one or more tokens matches, the tokens are sent to the calling module and it resumes
execution. If there is no match, one of the following actions happens at the module's
discretion:

• Non-Blocking: The LMB responds that there are no matching tokens, and the module
resumes execution.

• Blocking: The module remains blocked until a token is deposited that matches the
specification, at which point the token is sent to the module and it resumes execution.

• Standing Request: The calling module passes the name of a function (interrupt handler)
along with the specification to the LMB Interface and resumes execution. Whenever an
incoming token matches the specification, the LMB sends the token to the calling module.
The LMB Interface in the module generates an interrupt and calls the interrupt handler
passing the token as an argument.

An immediate request facilitates synchronous communication between modules. Such requests are
typically used for modules expecting a certain type of data at a certain point in time or sequence. The
non-blocking option allows the module to take action if "expected" data is not resident in the database
(e.g., to prevent deadlocking). A standing request facilitates asynchronous communication. Such
requests are typically used for modules which function as servers but cannot afford to block, such as a
vehicle-control module which must monitor signals from the vehicle while fielding steering requests from
other modules.

Because all of the modules have access to all of the data, CODGER employs a locking scheme to
ensure that the database is consistent. Modules that wish to change tokens in the database must lock
them upon retrieval. This mechanism ensures that two modules do not modify a token in parallel. If a
module sends a specification to the LMB with a locking request, the matching tokens are not returned
until they are unlocked. Thus, an immediate, blocking specification will block until a matching token is
unlocked. Our approach is that the database should be consistent so that it appears to be local memory"
to the user module. Note that our locking scheme does not prevent deadlock; it is the responsibility of the
modules to avoid or detect such a condition.

Geometric Representation and Reasoning

The ability to represent, manipulate, and index geometric data is important to any navigation system.
Perception modules must be able to represent the shape and location of detected objects. Planning
modules must be able to search a map to find the best path for the robot, and control modules must be
able to field requests to sense data at a particular location and to steer the robot along a trajectory, Since
nearly every module makes use of geometry, CODGER support must be distributed. However, In order to
guarantee that the geometry used in each module Is globally consistent, the support must include a
centralized component. In this section, we describe CODGER'S facility for representing and indexing
geometric data and for ensuring global consistency.
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Geometric Data and Indexing
Geometry in CODGER is a separate data type, called a location. A location consists of a basic shape

and a coordinate frame in which the shape is expressed. The primitive shapes that CODGER supports

are: points, edges, arcs, ribbons, and polygons. Although these shapes are of no higher dimension than

two, by using the appropriate coordinate frames, a three-dimensional object (such an a polyhedron) can

be constructed from a set of locations.

Because geometry is a data type in CODGER, it can be embedded in specifications for geometric

indexing. The specification language supports a number of indexing functions, including Euclidian

distance, polygonal intersection, inclusion test and minimum bounding rectangle (MBR). Geometric

indexing is used by planning and perception modules for operations like searching a map database to find

the best sequence of road segments to a goal or for determining which map objects should be visible to

the robot A simple example of the latter operation is shown below:

if objecttype equals mapobject and (Vocation
poly-intersect vlewframe) equals true

in this example, "objecttype" is an attribute which is set to "mapobject" if the object is part of the map

database. The string "tlocatiorf is an internal attribute of type "tocatiorf which holds the shape and

location of the map object The string HvlewframeH is a constant of type "locatiorf which defines (using a

polygon) the robot's field of view projected onto the ground. The function "poly-intersect" returns "true" if

its two arguments intersect. Thus, the above specification returns all map object tokens that appear in

"vlewframe". It should be noted that the geometric indexing functions supported in CODGER are two-

dimensional. Based on the navigation scenarios previously discussed, the ground around the robot can

be assumed to be approximately planer. Thus, for local planning and perception operations, two-

dimensional indexing is sufficient.

Frames and Frame Generators
As described in the previous section, geometric data consists of two parts: a shape and a coordinate

frame. In CODGER, a frame consists of a base frame and a homogeneous transformation from the base

frame to the frame itself. There are two system-defined coordinate frames: the WORLD frame affixed to

the ground, and the VEHICLE frame affixed to the robot User modules are able to define their own

coordinate frames and to use them for expressing geometric data. The advantage of this feature is that a

module can define coordinate frames that are convenient for expressing its data. For example, a

perception module can define a coordinate frame affixed to the camera (relative to the VEHICLE) for

representing detected objects. This is certainly more convenient ttian expressing detected objects in a

world-based coordinate frame, especially since the robot is moving. CODGER provides a facility to allow

the user to express any piece of data in any coordinate frame known to' the system. This feature is usefti

for a planning module that needs to express perception data from multiple sources or times in a single

coordinate frame for trajectory planning. When performing geometric indexing, CODGER automatically

transforms all geometric data accessed into the same coordinate frame* Because the robot moves in its

environment the transformation between some frames varies over time. CODGER provides tram
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generators for representing time-varying transformations. A frame generator is a function that takes a
time parameter as input and returns a homogeneous transformation as output, to be interpreted as the
transform between the frame generator's base and object frames at the specified time. CODGER
supports one system-defined frame generator, namely the one between the WORLD and VEHICLE
coordinate frames. In order to generate transformations between the robot and its environment
CODGER must be supplied with the sequence of arcs and vehicle speeds (called the history list)
specifying the robot's trajectory relative to the world. Frame generators can be included in location data
structures in place of a coordinate frame, provided a time parameter is provided somewhere in the chain
of frames. For example, assume that an object is sighted by a perception module at time t. The module
creates a location data object representing the object based on the camera frame at time /. The camera
frame has been previously defined as fixed relative to the VEHICLE. When CODGER is called upon to
determine the distance between the object and a landmark relative to the WORLD (possibly to determine
if they are the same object), it uses the time parameter t to "select" a transformation between the
VEHICLE and WORLD. Thus, CODGER is able to transform the object from the camera frame into the
WORLD frame for the distance calculation.

Geometric Consistency and Affixment Groups

Object sighting

Map landmark

Object sighting

Tree root

Figure 3: Tree of Coordinate Frames in CODGER

Provided that each frame in the system has only one base frame, the set of frames forms a tree, as
illustrated in Figure 3. In this figure, the nodes are coordinate frames and the arcs are transformations
between the frames. In this example, the central wsptne" of arcs is the robots history list Arcs emanating
from this spine are object sightings from the robot The remaining arcs are landmarks in the map.
Because of the tree structure, there exists a single and unique path between any two coordinate frames
in the system. In some cases, it is desirable to have a coordinate frame with more than one base frame
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and transformation. Such a case arises when an object is sighted multiple times or when a sighted object

is identified as a landmark in the map. In such cases, the tree becomes a graph, and more than one path

exists between pairs of frames. Unless all measurements are perfect, the paths will yield different

transformations, and the graph is globally inconsistent If we have a model for the discrepancy, the

transformations can be adjusted to make the graph consistent [13,48]. CODGER retains the tree

structure (and thus global consistency) by discarding all but the most recent base frame for each

coordinate frame. In general this strategy works well because the most recent measurements reflect the

best estimate of a frame's transformation (e.g., the robot is closer to the object).

When an object's position is recorded relative to some frame at time /, a mechanism is needed for

specifying how the transformation should be handled at times other than /. For example, assume an

object is sighted from the robot at time / with transformation T. If we can determine that the object is

moving relative to the WORLD, at time t the transformation will be T. However, if the object is not

moving relative to the VEHICLE, the transformation at time t' will still be T. In order to disambiguate these

cases, in addition to a time value the user can specify an affixment object when defining a coordinate

frame. An affixment object is a coordinate frame such that the transformation to this frame from the new

frame is constant over all time. Coordinate frames which are "tied" to the same affixment object are

called an affixment group. If no affixment object is specified in a frame definition, then the transformation

is assumed to be valid only at the given time.

Global Navigation

The task of global navigation assumes at least a minimum of information is known about the* robot's

environment a priori in order to plan a coarse path. The balance between that which is known a priori and

that which is discovered as the robot moves determines the perceptual and planning strategies employed

by the robot during navigation. At one extreme the robot may start with no map information. The robot's

goal may be simply a distant point specified in a world-based coordinate frame. In this map-building

mode, the robot itself searches for a path to the goal, using its sensors to discover the search space as it

moves. A map can be constructed consisting of the perceptual data attached to the trajectory history of

the robot for the various paths explored.

At the other extreme, the robot operates with a complete map of the environment. In this

map-navigation mode, the robot is able to search its map database before navigating to determine the

best route to the goal. While navigating the robot uses its sensors to repeatedly register its position with

the pre-planned route. Of course, most realistic navigation scenarios fall in between the extremes.

Navigation thus consists of a combination of exploration and registration as the robot moves.

Regardless of the mode employed, a map is needed for representing objects in the environment The

map developed for the NAVLAB is described in this section. We did not focus on research in global

navigation algorithms for the NAVLAB. The algorithms we designed were guided by fairly general

principles, although the particular implementations were ad hoc. In this section we discuss the principles

employed and refer to related work in this area. '
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Map for Navigation
Whether the map is used as a database for navigation or a repository for sensor data, a representation

scheme is needed for storing salient information for future extraction. There are two fundamental types of
data any map for navigation needs to represent:

• navigable geometry: regions which are definitely navigable, definitely unnavigable, or
possibly navigable. The navigable geometry in the map forms the core data from which a
coarse, global path can be planned.

• perceivable geometry: regions which can be detected by one or more sensors onboard the
robot The perceivable geometry instructs the robot how to recognize landmarks and thus
how to register its position relative to the map.
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Figure 4: Three-tiered Map Representation Scheme

Using the above data types, we have designed a three-tiered map representation for on- and off-road
navigation. The basic structure is illustrated In Figure 4. The top level represents objects with semantic
significance to navigation. For example, objects such roads, intersections, frees, and landmarks are
represented at this level. An intersection has semantic importance to navigation because it is a potential
switching point from one road to the next. Objects at the semantic level are comprised of a number of
gmmetric features, represented at the middle level A geometric feature is an object subpart of uniform
geometry that Is tagged with a navigability label or percetvability label or both. For example, an
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intersection is composed of a kernel polygon, describing the core of the intersection into which all of the

connecting roads feed, and polygons defining a portion of the connecting road segments (see Figure 4).

At the geometric feature level, all of these polygons are labelled as "navigable". The geometric feature

polygons are further decomposed into geometric feature edges that bound the polygons. Those edges

defining the connection between the kernel and the road segments are labelled as "navigable" and

"unperceivable" while those defining the boundary between the intersection and the surrounding off-road

regions are labelled as "unnavigable" and "perceivable" (assuming there is a perceivable material

difference between the two). Each geometric feature at the middle level points to a single object in the

bottom level. The bottom level specifies the exact geometry (if known) for the middle level. The basic

geometric primitives at this level are "polygon", "ribbon", "edge", "arc", and "point". The semantic level

can provide geometric information about an object that is redundant with the data at the bottom level;

however, it is generally in the form of attributes such as "length", "width", "size", or "area" which

summarize geometric information for purposes of planning a coarse path.

The main advantage of this representation scheme is that data of different modalities are factored out

into separate levels. A global planning algorithm can examine data at the semantic level alone to plan a

coarse path to the goal, without concerning itself with the specifics of exactly how the robot should drive

through navigable subparts or position itself to see perceivable subparts. Likewise, a local planning

algorithm can reason about exactly those issues the global planner does not, without concerning itself

with what type of object it is driving across or attempting to perceive.

The token construct of CODGER was used to represent the map. Separate token types were used to

represent the semantic objects, geometric features, and geometric objects at the three levels. Traits such

as "navigability" and "perceivabiiity" along with pointers defining the "subpart" hierarchy were represented

using global attributes. The advantage of this scheme is that new types of semantic objects which

exhibited these globally-understood properties could be added to the system without modifying many of

the existing modules. For example, a path planning module could fetch a new type of object caled

"stairs", examine its "navigability", and decide whether or not to drive across it without ever needing to

understand its other attributes.

Route Planning and Navigation
Route planning is the task of using the map to select a coarse path and monitoring its execution by a

local navigator. In the event that the map is complete, the entire route can be planned before the robot

begins moving. In this case, the robot uses its sensors to register its position relative to the route as 1

navigates. If the map is incomplete, the robot uses heuristics to attempt to determine the best rout© to

the goal. As the robot navigates along the route, it uses its sensors to fill in the missing information. As

the map becomes more complete, the robot may decide that another route is better than the current one,

and backtrack to a previous decision point Backtracking can result from exfreme conditions soeh as a

road completely obstructed by unmapped obstacles or by cost considerations, such as a road that takes

an expected turn away from the goal. In the latter case, the robot decides that the expected cost of

reaching the goai along the current road exceeds the cost of backtracking to and embarking upon another

route. Note that with an incomplete map, the robot itself performs some of the searching far the goal

The primary difference between a robot search of the worid and a computer search of the map databast

is that the robot incurs a cost for backtracking. This cost must be included in the search itself. KW

[33] illustrates how A* (heuristic search) can be modified to include the backtracking costs effideniff.

Because our navigation scenarios were not difficult on a global level, we developed a simple route
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Figure 5: Module Structure for the NAVLAB System

planner and navigator that used a fairly-complete symbolic map to drive the NAVLAB and Terregator over
a network of sidewalks and park roads. The map objects consisted of intersections, roads, and
landmarks like trees. The map was complete topologically but not topographically, that is, the
interconnectivity of the road network was specified completely, but the lengths of the various roads were
not specified exactly (parameter intervals were used). Our global navigation system is described briefly
here. The local navigation system, which was the focus of our research, is described in greater detail in
later sections. Figure 5 illustrates the structure of our system. At the top level is the Captain, which
receives a mission from the user. A mission is a sequence of goals specified by map symbols for the
robot to visit. Goals are passed one by one to the Map Navigator, which searches the map database to
find the best route to the goal. The Map Navigator decomposes a route into a number of route segments,
or subroutes of uniform navigation. For example, the Map Navigator may find the following route to the
goal:

1. Drive along Road 1 to Intersection 1.

2. Turn right at Intersection 1 onto Road 2.

3. Drive along Road 2 to Intersection 2.

4. Turn left at Intersection 2 and Stop.

Each road and intersection in this example forms a separate route segment, since navigation and sensing
strategies differ on roads and intersections. The route segments are passed one by one to the Pilot or
local navigator. The Pilot examines the map to locate navigable and perceivable components of the route
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segment and coordinates the use of Perception and the Helm to oversee execution of the route segment.

Each module in the hierarchy reports success or failure to the module above it. A report of success

notifies the parent module that the robot is ready to execute the next segment of the plan, while failure

indicates that another route segment must be chosen.

The advantage of this system structure is that there is a clean separation between navigation at the

global and local levels. Global navigation need only to be concerned with the selection of coarse paths to

the goal, taking into consideration only semantic constraints (such as the requirement to drive on roads

and stay off grass) and approximate geometric data. Local navigation, on the other hand, need only to be

concerned about coordinating sensors and driving the robot to realize the plan.

Before After

Figure 6: Map-Building for the NAVLAB on Park Roads

Data for a run on park roads is illustrated in Figure 6. The top diagram shows the topological map

mmlMe to the system before the run. The bottom diagram shows the updated map, complete with

topographical information. The trapezoidal polygons are the sensor viewframes for each camera image
dg&ztd, and the "dots* are trees detected by the range sensor.
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Local Navigation

The division between the global and local navigation in the system is based on two principles. First,
successful navigation depends heavily on features of the robot's environment that are too small or
numerous to be stored in a global map. An obstacle on the edge of the road is one such example.
Because they are not known a priori, they cannot come into play at the global planning level. They must
be sensed and dealt with as needed as the robot drives. Second, characteristics of the robot such as
kinematic constraints impact the robot's trajectory on a small scale (e.g., a few meters at a time), but have
little overall effect on a coarse path planned at the global level.

Once a global path has been planned, it is the job of the Pilot to carry out each part of the plan or to
report failure. To the global level, the Pilot appears as a black box. The input parameters consist of a
recognizable goal, such as a landmark or a point in space relative to the starting location, and bounds on
where the robot is allowed to move (route segment), based on semantic geometry such as a road. The
output consists of either successful attainment of the goal or failure. To the Helm, the output of the Pilot
is a series of robot trajectories and points for image digitization.

PILOT

MAP NAVIGATOR

\ /

DRIVING MONITOR

ENVIRONMENT MODELLER

\l/

LOCAL PATH PLANNER

\!/

HELM

Figure 7: Local Operations on each Driving Unit

Before the robot can be moved forward safely, the environment must be sensed to determine its form if
I Is unknown or to determine the robot's position relative to it if the environment has been mapped a
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priori. The area in front of the robot must be scanned for obstacles, and a trajectory must be planned to

avoid the obstacles and to position the robot for the next sensing operation. These operations are carried

out sequentially on a given patch of ground in front of the robot (called a driving unit) by the modules

depicted in Figure 7. A route segment is traversed by driving across a series of driving units. For

purposes of clarity, we assume that the robot is motionless while it senses and plans. Furthermore, we

assume that driving units are of a fixed size and are non-overlapping. All of these assumptions are

relaxed in the next two sections. The operations carried out at the local level are explained below via a

description of each module.

The Driving Monitor
It is the job of the Driving Monitor to generate a prediction for the Perception module. The input to the

module is the route segment within which the robot is to drive, a recognizable goal at the end of the route

segment, and the position of the robot with respect to the route segment. The Driving Monitor retrieves

the current description of the route segment from the map, examines the uncertainty in the geometry

(polygon or ribbon) corresponding to the perceivable features (g-feature level in the map) to determine

what portion will appear in the next image if any. All perceivable portions of the route segment that could

appear in the next image are stored into a prediction token for Perception. Each object is assigned a

number to be interpreted as the probability that the object will be found in the image. If the probability is

high (near "1"), bounds are included on the positions of the edges to guide Perception.

Consider as an example the case of a road where the curvature is bounded between -0.01 and 0.01

meters"1-and the length is known to be between 40 and 60 meters. Assume that the road is terminated

by an intersection. The Driving Monitor can use the bounds on the curvature to determine bounds on the

appearance of the road edges in the next image. Likewise, if the robot has travelled 40 meters, the

Driving Monitor predicts the appearance of the intersection, initially with a low probability that increases

until the intersection is found.

The resultant prediction is sent to Perception. Perception uses the prediction to decide which

recognition routines to invoke, and how to bound the search for these objects in the image. A request is

also made to Perception to scan the driving unit for obstacles with the rangefinder.

The Environment Modeler
The Environment Modeler receives the results from Perception and updates the position of the vehidt

relative to the map if there is no uncertainty in the map (complete-map mode) or updates the map objects

such as the route segment if uncertainty exists (map-building mode). In the above example, if Perception

reports that a road has been found in the image, the result can be used to remove the uncertainty in the

curvature of the road for that driving unit. Thus, a better estimate of the shape of the road can be

constructed incrementally by piecing driving units together. If the intersection is found, the road is

terminated and the uncertainty in the length is eliminated.

The Local Path Planner
It is the goal of the local path planner to plan a trajectory to the next sensing point. The input to the

planner is a planning space definition and a goal space. The planning space definition determines the

area In which the robot is permitted to move in its attempt to reach the goal. Restrictions on the

movement of the robot are of two types: semantic and kinematic. Semantic restrictions are determined by

the navigabie/unnavigable geometry of the route segment (at the semantic level in the map). Foe

example, In road-following scenarios, we would like to restrict the robot to motion on the road, mm
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though the robot might be able to drive off the road. Kinematic restrictions are those pertaining to what
the robot can do. For example, the robot cannot drive up stairs or over large objects. The planning
space is defined by the union of a set of polygons, such that each polygon has one of the following labels:
navigable, unnavigable, terrain-scan, and unknown. The labels "navigable" and "unnavigable" mean that
due to semantic reasons (or kinematic reasons known a priori) the robot can or cannot respectively drive
on the polygon. The label "terrain-scan" means that the polygon was scanned by a laser rangefinder and
includes elevation data. The path planner is to evaluate the polygon for navigability as it plans based on
kinematic considerations. Finally, the label "unknown" means that nothing is known (currently) about the
navigability of the polygon. In the event that polygons overlap, the following precedence is enforced in
the overlapping region:

unnavigable > terrain-scan > navigable > unknown

0

Unnavigable

Terrain scan

Navigable

Terrain scan

o

Road

o
Unnavigable

Terrain scan

Viewframe for vision
and range sensors

Figure 8: Precedence for Planning Space Boundaries

For example, consider a road-following scenario with obstacle avoidance. Figure 8 illustrates the
"driving unit" after it has been recognized by the vision system and scanned by the laser rangefinder.
From the vision processing, the road polygon Is extracted and labelled as -navigable". The two polygons
flanking the road are labelled as "unnavigable". The entire area scanned by the rangefinder is
represented as a single polygon and is labelled as Terrain-scan*. Note that there are three regions
formed by intersecting polygons. The road area is labelled both "navigable* and Terrain-scan*; therefore,
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"terrain-scan" has precedence. Thus, the local path planner is permitted to plan a trajectory anywhere on

the road provided it is admissible kinematically (e.g., doesn't contact any obstacles or tip the robot), as

determined from the terrain scan. The regions flanking the road also have two labels: "unnavigable* and

"terrain-scan". The label "unnavigable" has precedence. Thus, the planner is not permitted to plan a path

off-road even if kinematically possible from the terrain scan.

In addition to the planning space definition, a goal space must be selected before a trajectory can be

planned by local path planner. The goal space is chosen to be the set of positions or configurations from

which the robot is able to set the next image (road extension or landmark). By choosing a goal space

instead of just a goal point, the local path planner has more freedom in selecting a trajectory.

Once the planning space has been defined and the goal space has been set, the local path planner

plans a trajectory to the goal taking kinematic constraints into consideration. If the planner fails due to

unsatisfiable kinematic constraints, the local path planner reports failure, and the global path must be

altered or some other constraints (e.g., semantic) must be relaxed. The details of the local path planner

are explored in greater detail in the next section,

The Helm
Once a trajectory has been planned by the local path planner, the trajectory is delivered to the Helm for

execution. The Helm accelerates the robot from a stopped position to a preset speed (unless already

moving at that speed), and then decelerates the robot near the end such that the robot stops at the end of

the trajectory (unless a new trajectory is available).

The Driving Pipeline

AH of the above operations must be performed on a given driving unit before the robot is permitted to

drive across it. One strategy for coordinating the operations is for the robot to remain motionless while

each operation is performed sequentially. Only when all operations have finished is the robot permitted to

drive. Such stop-and-go sequencing formed the basic control strategy for a number of mobile robots

[21,40, 43, 50]. The primary disadvantage of such a strategy is overall system speed. If Ttot is the total

time needed to perform all of the local operations (including driving the robot), and D is the length of the

driving unit (the distance from the robot to the far boundary of the sensor's field of view), then the net

velocity of the robot is V = =£-. The inefficiency of this strategy is especially apparent in a multiprocessing

environment Since the operations are performed serially, there is no benefit to having more than one

processor. Furthermore, when the robot is actually moving, no processors are in use. This execution

pattern is illustrated in Figure 9. In this figure, the "bars" indicate the time during which a local operation

is executing for the driving unit numbered above i t

We have devised a control strategy, known as the driving pipeline, for parallelizing the computation for

implementation on a multiprocessor, thus increasing the speed of the system. Although local operations

on any given driving unit must be performed serially, at any given point in time we can perform operations

on different driving units in parallel. The pipeline is configured by running each operation on a different

module* interconnected via the CODGER database. As each driving unit is created, it is deposited in the

Waekboard with a parameter set to indicate which operation should be performed on it next Each local

operation module matches driving units with the parameter set to its identification value. After the moduli
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Figure 9: Execution Pattern in Stop-and-Go Mode

processes the driving unit, it advances the parameter and redeposits it. In this fashion driving units move
sequentially from one operation to the next via the database. This process is illustrated in Figure 10.
Note that at any point in time, the system processes the driving units in parallel. Since one of the
operations in the pipeline is the actual driving of the robot, under ideal conditions (defined below), the
robot moves continuously. Unlike other systems with parallelized control [39, 51], there are no rigid time
constraints under which a stage (operation) of the pipeline must finish processing. If a stage bogs down
on a driving unit, the succeeding stages stop and wait for the driving unit to "appear" in the database. In
extreme cases, the robot will actually come to a stop and wait for the processing to finish. This feature is
important for two reasons. First, different environments require different amounts of processing. For
example, the perception module requires more time to recognize an intersection than a road, and the
planning module requires more time to find a trajectory through a cluttered environment than through a
flat, open road. Second, general purpose computers can be used to implement all of the local operations,
since no real-time constraints are imposed on the modules.

Maximizing Parallelism

tot
In theory, the use of the driving pipeline can inaease the net velocity of the robot by a factor of

where Ts is the stage time of the pipeline {time of the longest stage). This inaease assumes, of course,

that enough processors are available to run all of the stages in parallel. Figure 11 illustrates pipelined

execution. Note that at any point in time the stages process different driving units in parallel.

in practice, however, there are tradeoffs involved In maximizing parallelism- For example, in order to
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or equal to D ; otherwise, Mgapsw appear in the spatial sequence. It is assumed that the processing time,

r, for each module is constant regardless of the size of the driving unit, D, that it processes. This

assumption is valid if the resolution of the operation is scaled to the size of the driving unit. The

remainder of this section describes how the adjustment of the above parameters affects parallelism of the

computation and performance of the robot on a per module basis.

Perception
Since Perception is one of the first operations performed on a driving unit, the offset distance, Spl must

be relatively large. Let v be the velocity of the robot and Tsub be the sum of the stage times from

Perception through Local Path Planning (Tsub^T ^ T€ + 7}). In order to maximize parallelism in

processing and minimize changes in robot velocity, all local operations on Perception's driving unit should

finish immediately before the robot drives onto it, that is, Sp = VTsub. Substituting the maximum velocity of

the robot (Equation 1) into this equation, we have:

ST (2)

If Sp is set to be less than the above equation, parallelism is maximized but the robot degenerates to

stop-and-go motion, if Sp is set to be greater, the robot moves continuously, but the processors are

inefficiently utilized. Figure 11 illustrates the case where 5 is set according to Equation 2.

Note that the selection of the parameter Di affects the Perception module. The greater the value of Di%

the greater the value of Sp and Dp (since Dp must be greater than or equal to D-). Thus, in order to

facilitate a higher vehicle speed, the robot's sensor must be aimed farther in front of the robot and must

cover a larger area. At longer range, fewer pixels define the driving unit, thus reducing both the accuracy

and reliability of the sensor reading. Furthermore, in situations requiring much maneuvering, such as

turning corners, the Sp must be reduced to allow the robot to see the area at close range. In such cases,

the robot's speed must be reduced correspondingly.

The Driving Monitor and Environment Modeler
Although the Driving Monitor and the Environment Modeler are separate modules in the system, there

are dependencies in their functions. The Driving Monitor creates predictions for Perception based on the

map. The Environment Modeler changes either the map itself (in map-building mode) or the robot's

position relative to the map {in map-navigation mode}* In the pipeline configuration illustrated in Figure

11, the Driving Monitor creates predictions in the f-th cycle from the map updated in the ( i - l)-th cycle. In

map-navigation mode, this discrepancy means that the positions of predicted objects lag one update

'behind the current cyde» In map-building mode* the discrepancy is more severe. Objects seen in t i e i-th

cycle win not be predicted again in the (i+ l)-st cycle. If the effects of this discrepancy are intolerable (as

was the case on sharp turns where the straight-line approximation breaks down), the execution of the

Driving Monitor on the (i+i)-st driving unit can be delayed until the Environment Modeler completes

execution of the Mh driving unit This synchronization pattern is illustrated in Figure 13. Note that since

the Driving Monitor* Perception, and t ie Environment Modeler are serialized, they effectively become a

single stage in t i e pipe. In this arrangement, if the sum of their processing times Tm+Tp + Tg exceeds
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Figure 13: Synchronization of Driving Monitor and Environment Modeler

the current stage time, T1§ of the pipeline, the offset distance for Perception, SpS will increase (see

Equation 2).

The Local Path Planner
In the Local Path Planner, pipelined execution leads to less responsiveness in the robot In the stop-

and-go case, the Local Path Planner plans a path from the robot's current position to the distal end of

Perception's field of view. The size of the planning space, Du is Sp • Dp. Although only the first Di of the

path is actually executed, the remainder of the path influences this first section, particularly in the

presence of obstacles. In the pipelined case, the robot continues to move after digitizing an Image as

Perception, the Environment Modeler, and the Local Path Planner process me new driving unit Thus,

the size of the planning space is reduced by the distance travelled:

If the maximum velocity is chosen, v • «£-, then the above equation reduces to Di * Df For a given
sub

choice of Sp and Dr the size of the planning space can be increased by choosing a V less than the

maximum. The extremes are shown in Figure 14. In mis example, for clarity Sp is chosen to be

approximately two viewframes in length (2Dp. the average times for Perception a id Local Path Planning
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Figure 14: The Effects of Pipelining on Robot Responsiveness

are equal (Tp « 7}), and the other processing times are near zero. In the first configuration, the velocity V
is set to the maximum. In parallel, the robot drives through the first driving unit, plans through the second,
and processes sensor data in the third. The size of the planning space is one driving unit in mis
example, the robot plans around the first obstacle* but unwittingly positions itself in front of the seowxl

Go the next focal cycle, it will 'be unable to plan around the second obstade and will be forced to back up.

Thus, the robot Is not very responsive to its environment In the second configuration, the vetodty V is set

to zero (stop-and-go mode). While motionless, the robot senses the third driving unit and plans through
atf three, then drives through the first- Because the planning space is tfiree driving units in length* t »
robot has enough room to maneuver around both obstacles.

The see of the 'planning space needed depends on the expected environment Let J?^ be the

minimum turning radius of tie robot and w be the width of the robot's body. From Figure 15, the

maximum1 size (width) of an obstade that the robot can avoid without backtracking is given by:
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Figure 15: Maximum Obstacle the Robot can Negotiate Without Backtracking

(4)

if Dt < ww
2 anc* °width ~ °° otherwise. In addition to reducing the maximum-sized obstacle around

which the robot can maneuver without backtracking, a smaller D£ also leads to slightly longer trajectories,
since the robot cannot "see* far enough in front of it to take straight-line trajectories around obstacles. Of
course, this loss could be recovered by moving Perception's field of view farther in front of the robot, but
only at the expense of the tradeoffs previously discussed.

The Helm
The advantage of pipelining within the Helm is that if the parameters are set properly, the robot will

move continuously. As given in Equation 1, the Ideal velocity for the robot is the driving interval divided
by the stage time of the pipe. Unfortunately, this equation assumes that the stage time of the pipe never

exceeds Tr If it does, the robot must stop instantaneously to avoid "overdriving" the current trajectory.

Since this requirement cannot be met with a real robot, the Helm drives the robot at a velocity V less than

V, such that robot has room to decelerate to a stop In the event that the stage time exceeds Tr

LetDt be the distance the robot travels at the constant velocity, Vt for Ts time:
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D, = VTS (5)

If the pipeline fails to deliver the next driving unit to the Helm at this point in time, the Helm decelerates

the robot to a stop within a distance D2. Since the robot must never overdrive its driving unit, we have:

Dh = Dt =DX+D2 (6)

Let A be the maximum deceleration constant of the robot. Since the robot must decelerate from velocity

V to zero within a distance of D2, we have:

Substituting Equations 5 and 7 into 6, solving for V and discarding the meaningless root gives us:

~1D:

•x •

From the above equation, the difference between V and Y is determined primarily by A. If the magnitude

of A is large, then the robot ran stop quickly and Y is approximately equal to v. The net effect of running

the robot at velocity Y rather than V is that on average the pipeline will be idle while the robot traverses

the distance D2* so parallelism is traded off for a guarantee that the robot will always stop in time.

Figure 16 illustrates execution data for a real run. In this run, the Driving Monitor predicted roads
and/or intersections for Perception, which used1 a color camera to match the templates. The local Path
Planner positioned the robot for the next camera picture while keeping the robot on the roadf and the
Environment Modeler registered the position of the vehicle with a topographical map. In this
configuration, the Environment Modeler lagged behind the Driving Monitor and Perception. White this
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Figure 16: Real Pipeline Execution for Park Run

configuration increased parallelism and thus the robot's speed, the system was less stable since
predictions for Perception were less accurate.
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Section III
Kinematic Path Planning

for Wheeled Vehicles

Introduction

Representing the Local Environment
The local environment of a mobile robot is that portion of the world in which the robot acts between

sensing operations. Within each cycle of the driving pipeline, the Local Path Planner determines bounds

on this environment based on semantic information such as edges of roads and intersections and

periphery information such as the bounds on the sensor viewframes. The local environment is a

combination of coarse, map-based information and information acquired from sensors that is too dense to

be represented in a map. The robot must represent the environment and its relationship to the

environment in such a way that it can determine safe and permissible areas in which to move toward its

goal. A number of issues come to bear on the problem:

• A large number of parameters are needed to represent the robot's size and shape, its
relationship to its environment, and the environment itself. Attempting to work with the
complete set renders the planning task intractable. Instead, a smaller set must be selected
that is manageable enough to plan with yet still guarantees safe passage of the robot.

• A mobile robot is generally not permitted to drive everywhere within its local environment.
Certain positions will bring it into contact with physical objects, such as trees. Other positions
will render the robot inoperable, such as on a sloped surface that would cause the robot to
tip. Such positions are considered inadmissible. The robot must be able to identify these
inadmissible positions in order to avoid them.

• In order for a robot to safely move through its environment, it must pass through a continuum
of positions. Testing positions point by point is prohibitively expensive. Instead, large areas
of the environment must be tested for admissibslity in a single computation.

Existing systems address one or more of the above issues but make simplifying assumptions about the

remainder. The robot's local environment is often simplified by modeling it as a field of polygonal

obstacles arranged on a flat surface. The robot's shape is often modeled as a circle. We have

developed a representation scheme for the robot and its environment that addresses all of these issues.

In this section we describe this scheme. We begin by describing the space for representing state

information about the robot and its environment. From there we define admissibity and how to compute

i t Finally, we describe efficient techniques for calculating the admissibity for a set of robot positions in a

single operation. There is, however, an issue that we do not address. We have assumed a static world

throughout i.e. the planner assumes that obstacles in the environment cannot move. As described in an

earlier section, this assumption enables us to remove ail real-time considerations from the system.

Local Path Planning
Global planning is the task of generating a coarse path based on a priori map information. Typically,

an exact path cannot be planned because the map information is not complete. Sensors must be used to

f l in the missing information as the robot moves through the environment Local planning is the task of

generating a trajectory for the robot through the sensed environment without violating the bounds of the

global plan. Since sensor information is acquired incrementally, t ie global plan is realized through a

series of such locally planned" trajectories.



33

A number of issues come to bear on the problem at the local level:

• Robots are typically not omnidirectional. For example, a car-like robot cannot translate
sideways. The robot must plan trajectories that it can execute, that is, it must take kinematic
constraints into consideration.

• It is desirable for a mobile robot to navigate smoothly. Planned trajectories should not
needlessly subject the robot to excessive wear and tear. Furthermore, jerky trajectories may
cause instability and should be avoided.

• In addition to planning a trajectory for the purpose of travelling to some destination, the
mobile robot may need to position itself in such a way as to keep a particular landmark
visible, or to guarantee that all ground area to be traversed has been scanned by the
sensors, that is, other geometric constraints may come to bear on the trajectory of the robot.

Existing systems address one or more of the above issues but make simplifying assumptions about the
remainder. Typically, the robot is assumed to be omnidirectional. Smoothing is usually not addressed;
neither are other geometric constraints such as positioning for sensing.

We have developed a planning algorithm that addresses ail of these issues. In this section we
describe the algorithm. We begin by describing a technique that handles kinematic techniques by fitting
trajectories into bounded, admissible space. We then show how this technique can be combined with a
standard search algorithm to plan paths. Planning for sensing is considered next, followed by path
smoothing. Finally, there is an issue that our planner does not address. Since the robot's environment is
assumed to be static, it can move as slowly as need be, so that dynamic constraints such as maximum
velocity and acceleration can be ignored.

The Planning Space

The Configuration Space
Generally a large number of parameters are needed to describe a robot, its environment, and the

robot's relationship to its environment. For example, parameters are needed to specify the physical
dimensions of objects such as trees and rocks in the environment. Others are needed to specify the size
and shape of the robot itself, and to specify the position and orientation of the robot relative to its
environment as a function of time.

The parameters can be divided into two classes: those that cannot be controlled and those that can
Examples of the former include the physical parameters specifying the robot's shape, assuming we do not
intend to plan beyond a crash, and those parameters specifying large, immovable objects* such as trees.
An example of the latter is the position of the center of mass of the robot relative to the world. For those
parameters that can be controlled, we can select a subset of independent parameters from which the
remaining dependent parameters can be computed. For example, the position of a 'Camera on the robot
relative to the world changes as the robot is commanded to drive forward. However, the new values can
be computed from the position and orientation of the center of the robot along with the fixed, sizt and
shape parameters of the robot.

The entire state of the robot and its environment can be represented completely by this independent

set of controllable parameters or degrees of freedom. A particular instantiation of these parameters (an

N-tuple) is a configuration, and the collection of all possible configurations is the mnf^SBtkm spam
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[36, 38].

Factoring Out Parameters
The set of parameters needed to describe the robot and its environment can be quite large. Attempting

to model all of these parameters in the planning process could render the task intractable. To reduce tfw
complexity, we can select a subset of parameters, but we do so at a cost.

Assume we need N parameters to completely specify the robot and its environment. Assume we have

a predicate P that returns true if a given N-tuple, or configuration, is safe and false otherwise. If we select

a subset M, then there are Q = / / - M parameters we are not modeling. There are two types of mistakes

we can make: First, we can assume a value of true for p for an AMuple that is false. Second, we can

assume a value of false for an //-tuple that is true. The first mistake is far more serious. Misclassifying an

unsafe configuration as safe could jeopardize the robot The second mistake could cause the robot to

avoid areas that are actually safe. Since it reduces the amount of space the robot perceives as safe, the

robot's ability to maneuver could be hindered. Since we are not modeling the entire N-tupIe, we cannot

eliminate both types of mistakes, but we can eliminate one at the expense of guaranteeing the other. We

choose to eliminate the first mistake, thereby causing the robot to err on the conservative side, U

ensuring safety at the expense of some maneuverability. In order to avoid returning true for an TV-tuple

when P is false, we return true only when it is impossible for P to be false. For a given AMupIe, we return

true only if P returns true for all configurations defined by the Af-tuple crossed with the space of possible

Q-tuples.

Consider the following example. For the purpose of collision detection, mobile robots which navigate

on flat surfaces are often modeled by vertical cylinders which bound the shape entirely. The test for

collision reports the same result at a given position (x,y) on the surface regardless of the orientation of the

robot, 6. The parameter 9 has been factored out of the planning problem. Note that the test errs on the

conservative side, that is, it always reports a collision when one would occur; however, it also reports a

collision for some values of 8 that are clear.

The NAVLAB Configuration Space
The environment in which the NAVLAB navigates is modeled as unstructured three-dimensional

terrain. For each point (x,y) in the local environment, the robot is able to sense the maximum elevation,

or s-value. Generally, the world is assumed to be rigid, that is, a z-value will not change (decrease) undei

the weight of the robot.

The NAVLAB is approximately box-shaped. For the purpose of collision detection, we need only tea

the intersection of the terrain (z-vaiues) with the robot's shape. Since the terrain model stores onlj

maximum elevation values, using a lower bound on the height (z) of the robot at any point (x,j)

guarantees that the collision test never reports "clear when there is actually a collision. The shape fe
approximated by projecting all faces into the plane of the bottom, or undercarriage, of the robot (se«
Figure 17). This permits us to factor out all of the parameters describing the robot's exact shape, ant
replace them with a small set of parameters specifying a polygon in three-space.

For a robot such as the NAVLAB, there are a number of parameters that specify its relationship to ^
world. The NAVLAB is a rigid, unarttctttated robot; therefore, its configuration in three-space can b
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Width of extended undercarriage

Figure 17: The Shape Approximation for the NAVLAB

represented by six parameters, three in position (x,y,z) and three in orientation (a,p,8). Since the robot is
mobile, it has velocity and acceleration parameters as well. The steering angle parameter determines the
arc along which the robot is currently travelling.

Not all of these parameters are independent. Since the NAVLAB is constrained by gravity to rest on
the terrain, the composition of the terrain with two translational parameters Ocy) and the heading angle 0
completely determines the roll and pitch angles (a$) as well as the elevation z of the robot We assume
that the maximum acceleration and velocity of the robot are small enough that they do not restrict the
dass of trajectories the robot can execute or the types of terrain over which the robot can drive. For
example, we need not worry about tight turns that would result in the robot tipping at a high velocity.
Therefore, these dynamic parameters can be factored out of the configuration space. Since the steering
angle can be set to any admissible value at any configuration in the space, it also can be factored o u t
The only remaining independent parameters are (x,j,0). These parameters comprise the robot's
configuration space.

Space Admisslblllty

Admissibility Defined
Given that the robot has some configuration space in which to plan, planning is the task of salaettng a

path through this space from a starting configuration to a goal configuration, in order to acoompiteh this,
the robot must move through a continuum1 of configurations (Af-tup!es). Generally, not all configurations
are safe. A configuration is considered to be inadmissible if either of the following conditions holds:
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L i t incapacitates the robot, rendering it unable to proceed or backtrack For ^ x a m p ^
positioning the robot on a steep hill might cause it to tip over on .ts side, thereby

incapacitating it.

2. It physically alters the robot or environment in an undesirable way . F o r example a
configuration may cause damage to the robot through physical contact with an object in the
environment

We assume that me above conditions for defining admissibility for a robot can be expressed as a set o

N constraint inequalities of the following form:

Ki {admissible)

wtte f t f, ss a constraint fur d m the P parameters are the configuration space parameters, and Ki is somi

threshold constant A configuration Is classified as admissible only If fk is greater than Kx for a# i

otherwise, the configuration a classified as inadmissible. The remainder of this section define*

Mmmmbihtf for the NAVLA8 anri descr.-bes the means for representing admissible space within ttti

confif urafton space.

NAVLAB Inadmlsslbillty
A car-likt mbot Such as t i t MAVLAB propels itself by exerting a force on the ground through its

whee*. The wfteets frtusl therefore *ema*n m contact with {he ground in such as way as to maintain ttifc

cap i ta l ^ Purtheroere, as w*th most moMe robots, planning must ensure that the body of the robot itstl

do t t not come in contact wtth ebgects in its environment Similar considerations were modeled in %

sp t tm ctevttopid i ! T* Hughes CmpQmimn J12J. We begin by developing, a mcxJel for the NAVLAB

We then proceed to denvt w « » r t equations that captyrt the above o>nsjderations for our model. I

mil be timm that each m^pimnt can be expressed as one or more constraint inequalities of t i e torn

m

The KAVLA8 4 a c o r t e x 'otxrt. The s^tpt is approximately box-like, tut it includes a large mntm

f sma4 *tiJurff. The afrHy » move inward depends on a large number of factors, including t ie engim

vm iwntmatic and dy*an%c §if§&& of the suspension, and the frictioo between the wh t i t

« o<w to re««* oyr •ar**itoWy cafcufat«ns lrartat}!e, we have adopted the toBonvbij

<$ee F « ^ t #8i As ea»pwned prev*utfy, the robors body can be modeled by i

c* ;ts ?ac«s '*!« ?̂ § p ine 5? r t wndefcarrage. dubbed the extended undercarriage. Fo

eda^gu'ar. We rwcJt! the NAVLAB*s suspenston toy i

i t §ach wf^ttJ po$it«n, Itttts, the mcxJei a)nsistt of i

tewf ao^ecee «&*& 7he i t t i ^s t e! the undercarriage is determined entirely by tfu

teca^gHi. tm^ s y 1 ^ eor«»nti i t each wheel, md the terrain elevation vaiyes i t the fey

pw ;«r4 Wt t f t * ^ « ^ 0 * ^ 5 pafanete^t. let V ar^ I be the left-to-right amJ front-to4»d

t fc h f the wheels 1 to 4 beginning with th# n§M
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(X'2,Y'2,Z' 2)

k3 k4

Figure 18: Model for the NAVLAB

wheel ami proceeding counterclockwise as viewed from above. Let Ki and 5,- be the spring constant and
resting lengths respectively for the i-th wheel. Let Wr be the weight of the robot. Define a right-handed
coordinate system affixed to the world with x and y in the ground plane and positive z the elevation.
likewise, define a right-handed coordinate system with / and / in the ground plane, positive z' the
elevation, the origin of the system at the projection of the robots center of mass into the ground plane,
and positive / aligned with the heading of the robot. Let zi and z\ be the terrain elevation and
undercarriage elevation respectively at the i-th wheel. Let (/ity') be the ground plane coordinates of the
i-th wheel position.

When the robot is placed on the terrain, fie undercarriage assumes a position In space given by the
following plane equation:
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/ = z c + r c / + TLy (10)

where Tc is the cross-tilt, or robot tilt per unit length from the right side to the left side of the robot TL is

the long-tilt, or front to back tilt, and Zc is the elevation of the robot's center of mass. In order to

determine the three coefficients in Equation 10, we need to examine the model dynamics. Since the

model remains motionless once it is placed on the terrain, the forces on and the torques about the center

of mass must sum to zero, as given by the following equations:

(11)

4
£*>

(.(z4.-z' i + Si);c'1. = O (12)

= 0 • (13)

Without a loss of generality, we assume that the spring constants Kl and resting lengths Si are equal for

each wheel. For notational simplicity, we drop the subscripts on K and S. Furthermore, we assume that

the robot's center of mass is in the center of the undercarriage rectangle. Thus, if we place the robot on

level ground, the undercarriage will come to rest parallel to the ground, at a distance H above it By

setting // equal to z\ - zi for all i in Equation 11, we get:

Using Equation 14 and the above simplifications, we can rewrite Equations 11,12, and 13 as:
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Y (2,-0 + 4^-0 (15)
1=1

For a given placement of the robot on the terrain, we have a total of seven unknowns: zv z'2, z'3, z'4, Tc,

TL, and 2C. The four wheel points on the undercarriage plane are given by ( y . ^ ' j ) , (Z^ f £y 2 ) f

(Z^l£ t 2 '3) f and ( y , j / 4 ) . These four points substituted into Equation 10 gives us four equations. The

remaining three are provided by Equations 15. Thus, the coefficients for the plane equation 10 are:

2W

) - (Z3+Z4)

2L

*• z2 + z3 + z4)

On rough terrain, it is possible for the robot to encounter terrain sloped enough to cause tipping. Let
ZCM be the vertical distance from me wheel axles to the robot's center of mass on level ground. The
robot will tip when the deviation from horizontal exceeds the point where the plane defined by the center
of mass and the two wheels with lowest elevation is vertical. The maximum angular deviation from
horizontal permitted without tipping in the long and cross directions is given by:

2ZCMaramt(—^—) (17)



40

<J>C

TL and Tc are the sines of the angles of the body's deviation from the horizontal in the long and cross

directions respectively. Let T^ and TLQ be the sines of $ c and $L respectively. A configuration is

classified as admissible only if both of the following constraints hold:

\TL\ < TLQ (18)

In addition to tipping, rough terrain can give rise to situations where the wheels cannot deliver power to

the ground, usually resulting in wheel slippage. Slippage can occur due to a number of reasons, the two

most important being a low effective coefficient of friction between the wheels and the ground and

situations where an active wheel must climb the terrain (e.g., out of a ditch or up a grade).

We assume that the coefficient of kinetic friction is bounded on the low end by ja^ and that the

maximum difference in elevation in the vicinity of a given active wheel is given by Az. The most

pathological situation given these parameters is illustrated in Figure 19. In this situation the wheel

supports the robot at the high corner of the "step", where the frictional support is minimal. If the weight of

the robot on this wheel exceeds the frictional force, the robot will slip and thus, will be unable to climb the

step. In this figure, rw is the radius of the wheel, and <j> is the angle between the gravity vector and the

tangent line to the wheel at the step's corner. The force at this point in the direction of $ due to friction is

given by:

where Fw is the force on the wheel due to the robot's weight. The force needed to support the robot's

weight at the corner along the direction of # is given by:



41

Figure 19: Conditions for Wheel Support

Therefore, in order prevent slippage. FfA must be greater than or equal to Fwj^ or:

(21)

From Figure 19, we have:
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(22)

COS ( 0 ) =

Substituting Equations 22 into Equation 21 gives:

(23)

Squaring the above equation, solving the quadratic form, and discarding the meaningless root gives:

(24)

The intuition behind Equation 24 is that any "steps'* in the terrain must be less than the radius of the
wheel Exactly how much less is determined by the effective coefficient of friction. The smaller the
coefficient of friction, the smaller the step that can be negotiated. In the extreme case with no fridfen
(Le.f \ik » 0), no difference in terrain elevation can be tolerated,, (i.e. A* = 0).

Attempting to measure p.k and substituting the result into Equation 24 is inappropriate. The interaction

between a real robot on real terrain involves much rmre than just the coefficient of friction. Factors such
as elasticity of the tires and terrain, soil characteristics, air pressure in the tires, side-wall stipport
contribute as well (3,4J. Rather, it is Important to note that the constraint can be formulated as a

maximum step size ( z J , the actya! value of which ran be determined experimentally using a real robot on
real terrain. Taking all four wheels together (both active and passive), the resultant constraint is a
function of Zw for each wheel along with the long- and cross-tilt of the body. The analytic form is quite
complex and sketches the usefulness of oor simple model. Alternatively, we propose an empirical
approach where thresholds are experimentally determined for the active and passive wheels
parameterized by f ie tilt values* For our tests, we assumed no significant tilt and Imposed maximm
thresholds on each wheel separately of the form:
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Az £ Zw (25)

As described above, the robot's body is modeled by a projection of all of its faces into the plane of the
undercarriage. We need only check the intersection of this extended polygon with the terrain for body
collisions. The plane of the undercarriage z is given by Equation 10. The body clearance constraint can
be written as follows:

V(xoO e S,/f(xo0 < * ' (* ' / ) (26)

S is the set of coordinates (x,y) in world coordinates that fall beneath the extended rectangle. The
coordinates (x',/) are the corresponding coordinates in the robot frame. The function ft is the terrain
function, that is, it specifies the terrain elevation for a given xy-coordinate point. The above constraint
states that for a given configuration to be admissible, all portions of the terrain that fall beneath the robot
must be lower than the plane of the undercarriage.

The attitude, support, and clearance constraints given by Equations 18, 25, and 26 are illustrated in
Figure 20.

The Constraint Solution Space
As the robot moves from a starting configuration to a goal configuration, it passes through a continuum

of configurations. This continuum must be tested for admissibility. In the Hughes system [12], candidate
trajectories are approximated by a sequence of configuration points, and each configuration point is
individually tested for admissibility. In order to minimize the chance that a trajectory passes through an
inadmissible configuration, the sequence must be closely-spaced. Let ts be the spacing between
adjacent configuration points in each dimension (assumed equal for the sake of simplicity), if each
dimension of the planning space is of size pJt then the number of divisions along each dimension is

p
ds = £. Since the number of degrees of freedom for the NAVLAB is 3S the maximum number of

configurations that must be tested to find a path (worst case) is:
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Support Constraint B o d y c learance Constraint

Figure 20: Admissibility Tests for the NAVLAB

Since a large number of tests must be performed, the number of candidate trajectories considered
must be necessarily restricted. If the robot could classify a large subspace of configurations as
admissible tn one operation, planning through this subspace could proceed quickly. Likewise, if it could
classify a large subspace as Inadmissible, it wouldn't waste computation time attempting to plan ttraugh
it

Consider a box-shaped subspace of configurations {known as a voxel) bounded in three dimensions by
I W O * l)#wf»)Wj»m^ i^mm^maJ'' ^ e wuld lilce t o ̂ e a^e t o determine if all of the configurations in
the voxel are safe, if all are unsafe, or if the voxel contains a mixture of both safe aid unsafe
configurations. Another way of stating this is whether the voxel lies entirely inside the solution space far



45

the constraint inequalities, entirely outside of this space, or if it straddles one or more boundaries.

In order to classify a particular voxel as safe (admissible), we need to show that for each constraint

inequality, /), the smallest value for/} with parameters p ranging over the voxel is greater than Kc In order

to classify a voxel as unsafe (inadmissible), we need to show that the largest value is less than or equal to

Kt for at least one constraint, /). If the constant Ki splits the range for at least one /), then the voxel

contains a mixture.

One way to do this is to differentiate each function /• with respect to the planning parameters p and

examine all local maxima (or minima) corresponding to sets of p that fall within the bounds of the voxel.

Because we are examining/) over only a subset of its domain, the maximum (or minimum) of/} in the

voxel may not occur at a local maximum (or minimum), but instead may occur on the border of the voxel.

For this reason, the values of/) along the faces of the voxel must also be examined.

The above technique is tedious and potentially expensive computationally, particularly if the number of
configuration space parameters is large, or if the constraint equations are complex. Instead of attempting
to compute the least upper bound (LUB) or greatest lower bound {GLB) analytically for/-, we show below
that it is much simpler to compute some upper bound (UB) and some lower bound (LB), such that
UB > LUB and LB z GLB. If UB and LB are used to classify voxels, the algorithm is sound in labelling
voxels as admissible or inadmissible, but sometimes incorrectly labels admissible or inadmissible voxels
as both (a mixture). For reasons explained later in this section, this error is acceptable. We have
adopted a technique known as the SUP4NF method {5] for determining the bounds UB and LB. This
technique was originally developed for handling universally quantified linear constraints. It was extended
in ACRONYM [6] to handle a class of nonlinear constraints as well, for purposes of predicting the
appearance of a three-dimensional object in an image. We have extended it to include a larger class of
nonlinear constraints and have used it to test the intersection of a voxel with the solution space of a set of
constraints. The technique works as follows: The upper and lower bounds (UB and LB) are computed in
the following manner. The constraint function /) is treated as a composite function of primitive functions
#i» &z* —i 8N- Examples of primitive functions used are addition, subtraction, multiplication, division,
absolute value, sine, cosine, arctangent, etc. The function/) can be viewed as a tree where the vertices
are primitive functions and the leaves are the planning space parameters, as illustrated in Figure 21.
Lines emanating down from a vertex are input parameters to the primitive function and the line emanating
up is the value returned.

The upper and lower bounds (UB and LB) for/) are computed by inserting the maximum and minimum

values of the planning space parameters over the voxel under consideration into the leaves of the tree

and propagating the max and min values to the root. The problem is thus reduced to determining the

LUB and GLB over some domain for a restricted set of primitive functions. The primitive functions are

simple enough such that this is not a difficult task.

Since all three constraints we are considering depend on the positions of the four wheelsf for a given
voxel we need to bound their positions. The transformation equations from the robot coordinate frame to
the world coordinate frame as a function of a configuration (xcjc8c) are:
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Figure 21: Evaluating the Body Clearance Constraint for Admissibility

x = / c o s (Qc) - / s in (0C) + xc C28)
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Using the SUP-INF technique, we substitute the four wheel positions (*';,/,) into the above equations

to compute bounding boxes in x and y for each wheel. The terrain function, fv is examined to compute

the UB and LB on z- for each wheel. These bounds are subsequently inserted into Equations 16 to

determine bounds on the plane coefficients TL% To and Zc. The bounds on TL and Tc are used to

evaluate the robot attitude constraint (Equations 18). The ranges of the z-values at the four wheels are

used to evaluate the suspension support constraint (Equation 25).

The body clearance constraint is evaluated by comparing the bounds on the plane equation with the
terrain that falls beneath the robot. For each patch of terrain which lies beneath the undercarriage, we
need to calculate the UB and LB for the clearance constraint function across the wheel and terrain patch
parameters. If the LB is greater than the maximum z for all terrain patches under consideration, the voxel
is labelled as admissible. If the UB is less than the minimum z value for a single terrain patch, the voxel is
labelled as inadmissible. Otherwise, the voxel is labelled as both (a mixture).

Figure 21 shows the propagation tree for computing the UB and LB for the body clearance constraint

for a terrain patch beneath the robot. Note that the inputs to the constraint function are the bounds on the

four z values for the wheels as well as the x and y bounds for the terrain patch. The result (UB and LB)

are checked against the max and min z values for the terrain patch.

Considering all constraints together, a voxel is labelled as admissible only if all of the constraints are
admissible. It is labelled as inadmissible if at least one constraint is inadmissible. Otherwise, it is labelled
as both.

The Octree
The algorithm in the preceding section provides a means for classifying a box-shaped voxel as

admissible, inadmissible, or both. The actual shape of the admissible (or inadmissible) subspace within a
configuration space may be far from box-shaped. One solution is to approximate the admissible space
with a large number of small boxes. As explained in the previous section, this solution is expensive both
in memory and computation time. If the admissible space tends to be concentrated in certain areas, then
large boxes can be used to represent this area, and smaller boxes can be used to represent the
fragmented areas. Such a representation is known as an octree. The octree was first used in CSG
systems [31] for approximating the shape of solid objects. Later in planning, octrees were used for
representing admissible space for a manipulator [17] and a mobile robot [18] moving about in a field of
polyhedral obstacles. We have utilized this data structure in conjunction with the SUP-INF technique
discussed in the previous section in a general and efficient framework for representing satisfaction
(admissibility) for any set of constraint inequalities.

In order to construct an octree, we begin by testing the admissibility of a large voxel that bounds the
entire configuration space. If the voxel is either admissible or inadmissible* the construction stops. If the
voxel is classified as both, it is split into eight subvoxels and the process recurs on each subvoxel.
Recursion terminates along any given branch when aii "both" nodes have been resolved or when a
maximum depth (resolution) in the tree has been reached. Back pointers to the parent voxel are
maintained for each subvoxel such that the final data structure is a tree, where t ie leaf nodes are labelled
as admissible or inadmissible, and the vertices are labelled as both. Any nodes not classified as both at
the maximum resolution are labelled as inadmissible and the recursion terminates.
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Figure 22: Misclassification Due to Conservative Bounds

Note that in the process of expanding a "both" node, we may discover that it is actually a misdassified

admissible or inadmissible node, due to the fact that we are using UB and LB rather than LUB and GLB In

the classification process. This case is illustrated in Figure 22. In this example, a voxel is classified as

both even though it is admissible because the UB/LB interval straddles the threshold, while the LUB/GLB

interval does not. If all of the sons of a "both" node are discovered to be admissible (or inadmissible), we

can reclassify the parent as admissible (or inadmissible) and propagate the change up to the root

The principal advantage of the octree is that it is an efficient way to represent clusters of admissibility

(or inadmtssibillty) in the planning space. This is often the case when the local environment includes such

inadmissible structures as trees, wide ditches, broad and steep slopes, etc. As shown in Equation 27, if

we evaluate the admissibility of the planning space at each configuration, the total number of operations

required to classify the whole space is cubic in number of discretizations along each dimension.

Assuming that voxels containing only admissible or inadmissible configurations are never subdivided, ttie

total number of operations required to evaluate the admissibility of the space is roughly proportional to the

number of configuration points on the surface of the boundary between admissible and inadmtsstote

space. Thus, the octree is a major improvement over the dense representation, since high-resolution

voxels are needed only to represent the obstacle boundaries (two-dimensional) rather than the entire

planning space (three-dimensional).

Figures 23, 24, and 25 illustrate octree constructions for the tilt, support, and body collision constraints

respectively. These figures depict a cross section of the octree in x and y for 8 ranging from 0 to 1.25

degrees. The scale of the vehicle Is shown in all three figures. The configuration parameters (x»j)

specify the position in the ground plane of the middle of the vehicle's rear axle while 9 specifies the

heading as measured from the positive y-axis. The crossed and open 'boxes represent inadmissible amf

admissible regions respectively. In all three figures, the environment is approximately flat except for the

square drawn with thick lines, in Figure 23, the square slopes upward along the positive y-axis (vertical)

at 45 degrees, 15 degrees greater than the safe threshold. Note that the high resolution voxels define the

boundary between the admissible and inadmissible space* Along fie sides of the tilted square* the

boundary corresponds to those configurations that place two wheels on the edge of the square. Along
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Figure 23: Octree Slice for the Tilt Constraint
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Figure 24: Octree Slice for the Support Constraint

the front the boundary corresponds to those configurations where the front wheels have climbed to a high
enough elevation to exceed the maximum tilt

In Figure 24, the polygon is 40 cm high, exceeding the maximum step by 10 cm. Note that four
Inadmissible regions result, corresponding to the configurations that place each of the four wheels against
the front of the polygon. Note also that the configurations that place the wheel atop the square we
admissible (although not reachable). In Figure 25, the polygon is 1 meter high, 50 cm higher than the
undercarriage. Configurations that bring the body in contact with this square are classified as
inadmissible.

In all three of these figures, note that many voxels containing only admissible or only inadmissible
configurations are subdivided. This effect arises from the use of conservative bounds on the constraint
funcSons. In these cases, some efficiency in representation is traded for fast computation of constraint
tounds.
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Figure 25: Octree Slice for the Body Collision Constraint

The Terrain Function

As described in the previous section, admissibility for a mobile robot can be expressed as a set of
constraint inequalities defined over the configuration space parameters. Admissibility is computed using
the SUP-INF algorithm over these constraint functions. These constraint functions are composed of a set
of primitive functions, one of which is the terrain itself. The terrain can be viewed as a function:

(29)

returning an elevation z value for a given pair of ground coordinates (x.y). Since Information about the
terrain is generally acquired in a pixel-by-pixel fashion spanning a grid, we might be tempted to represent
ft as a lookup table. Such a representation renders operations such as computing upper and lower
bounds on the terrain elevation across an arbitrary rectangle computationally expensive* Ideally, we
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would like to have a simple, analytic function for approximating the terrain. Simple functions, however,
tend to approximate unstructured terrain poorly, while complicated functions are difficult to bound over an
arbitrary interval.

Our approach is to represent bounds on the terrain elevation in a coarse-to-fine manner using a terrain
pyramid. The coarse data in the pyramid expedites queries by eliminating the need to inspect the terrain
at a high resolution everywhere. The advantage of this approach is that it does not require that the terrain
be structured.

Terrain Preprocessing
The NAVLAB acquires three-dimensional terrain data about its environment through the use of an

ERIM laser rangefinder. The rangefinder scans an area about eight meters wide and four meters deep
out to six meters in front of the robot. The range information is recorded in a sensor-based, polar
coordinate frame. This range map is converted to a robot-independent coordinate frame by retaining the
maximum elevation (z value) at each world point (x,y). This elevation map can then be indexed
independently of the robot's position.

Because the communication links in CODGER are not of sufficient bandwidth to permit the
transmission of images between Perception and Planning modules, the elevation map is converted to a
polygonal mesh to reduce the size of the data. The mesh is generated by running a Canny operator
[8] over the data to detect discontinuities in curvature. A connected components algorithm identifies the

smooth regions between the discontinuities. Polygons are fit to the segmented regions and a plane is fit
to the surface enclosed by each polygon. Figure 40 shows a sequence of three polygonal meshes for
real off-road data. See Hebert [27,28,29] for details.

Since all of the information about the terrain is captured in the positions, orientations, and boundaries
of the polygons (numbering 5 to 40 for typical terrain), the size of the data is greatly reduced.
Furthermore, this preprocessing is useful for eliminating for noise-filtering. For example, it can be used to
eliminate spurious pixels. Unfortunately, the time required to construct the necessary data structures for
trajectory planning from this mesh can be quite high, such that future systems will circumvent the mesh
and transmit elevation maps directly over a high-bandwidth channel.

The Terrain Pyramid
As previously described, the robot needs to index into its local environment to determine whether a

given voxel of configurations is admissible, tn order to make this determination, the robot needs t »
maximum and minimum terrain elevation values for each wheel "box" in order to compute the range of
positions of the undercarriage plane, furthermore, the terrain beneath the undercarriage must be
compared to the undercarriage plane for intersection. If we use the iconic (pixel) level representation for
the terrain function, this last operation amounts to convolving the robots undercarriage with the terrain
over the extent of the voxel using a pixel-to-ptxei test for intersection. Thus, the complexity is a linear
function of the number of pixels spanned by the undercarriage and is quite high.

To circumvent this problem, we have employed a terrain pyramid. The pyramid is illustrated in Figure
26* The bottom level is the iconic range image data {elevation map). Each terrain node corresponds to a
single pixel and holds the elevation value for that pixel The level above it reduces t ie image date by a
factor of two in each dimension. Each terrain node holds the maximum and minimum elevation values for
the four corresponding sons below it. The pyramid Is constructed recursively from the bottom level to
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top. The top level consists of a single terrain node holding the maximum and minimum elevation values
for the entire environment. The algorithm for computing the maximum and minimum terrain elevation
values for a given query rectangle R is given below. Initially, T bounds the local environment and z^^ and
2ndH are set to NULL

1. If the terrain patch T lies entirely outside of rectangle /?, return.

2. If Dies entirely inside oiR update zmax and zmin and return.

3. T intersects R (boundary overlap). If 7 is not a leaf (i.e., not in the bottom level), divide T

into four quadrants and recur at Step 1 with R and each 7-. Return.

4. 7 is a leaf. Update zmax and zmin and return.

The terrain pyramid can be constructed with fewer operations than twice the number of pixels in the

local environment. The complexity of a query for a rectangle R is roughly proportional to the number of

terrain nodes of maximum resolution that fall along the perimeter of R. Figure 26 illustrates the terrain

nodes of different resolutions bounded by a typical query rectangle.

The terrain pyramid is a powerful representation because it assumes no underlying structure in the
terrain. It can be constructed efficiently and rectangle queries can be processed efficiently, short of
examining all pixel values interior to the rectangle. The time needed to process a query is roughly
proportional to the size of the perimeter of the rectangle, rather than the area. Currently, the pyramid is
constructed from the polygonal mesh. Future systems will construct it directly from the elevation map.

The Planning Paradigms

It is the goal of a path planner to move a robot from some starting configuration to a goal configuration
while passing through only admissible configurations. We have identified five criteria for evaluating path
planning algorithms:

• Adrnissibility Model: all planners require a space of admissible configurations in which to
search for robot trajectories. This space can be constructed a priori or as the robot plans.
The construction process itself can range from simple to intractable.

• Soundness: a sound path planner is guaranteed to find a trajectory through the search
space that can be executed by the robot More specifically, it means that the trajectory
passes through admissible configurations only, even in the presence of uncertainty in the
robot's control and environment- Furthermore, the robot is able to execute the trajectory,
given its kinematic constraints.

• Completeness: a complete path planner is guaranteed to find a trajectory through the search
space from start to goal, provided one exists, if no such trajectory existsB the planner is able
to detect and report this condition.

• Optimality: an optimal path planner is guaranteed1 to find the optimal path (based on some
path measure) within the search space.
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Figure 26: The Terrain Pyramid

• Complexity: the running time of a planning algorithm can be a function of the size of the
planning space, the number of constraints in the environment, or the maximum allowable
deviation from optimality.

A number of paradigms exist for path planning. In the following sections, we briefly describe these
paradigms and evaluate them based on the above five criteria.

Vertex-Graph Planning
Vertex-graph planning [36,38J was developed to plan trajectories for a circular robot across a smooth,

flat surface through a field of polygonal obstacles. The search space consists of a graph in which the
nodes are obstacle vertices "expanded" by the radius of the robot and the arcs are straight-line paths
connecting vertices such that the line segments do not intersect with other obstacles. An A* search is

used to find the optimal path. The complexity of the algorithm to construct the graph is O(N3), where N is
the number of vertices in the environment. A system was developed at the Jet Propulsion laboratory
149], that reduces the time required to construct the space without sacrificing optimality by constructing
the graph as the robot plans. In a later system [37]f the planning algorithm was extended to handle a
polygonatty-shaped robot. Polyhedral approximations to the inadmissible space were employed at only a
slight cost in optimality. In f47Js an, algorithm was developed to solve the generalized piano movers
problem* In this problem, the robot is modeled by a set of poiyhedra. It moves about in a field of
polyhedral obstacles. The complexity of the algorithm Is the product of the number of constraints in t ie
robot and the environment (i.e., vertices and edges in the poiyhedra) al! raised to a double-exponential in
the number of degrees of freedom of the robot thus making it prohibitively expensive. More recently, an
algoritfim was developed |9J that reduces the complexity to single-exponential.

The advantages of the V-graph approach art: first, the paths it generates are optimal; second, the
approach is also complete, Le. if a path exists It will be found. The disadvantages are numerous* First,
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the paradigm assumes that the search space can be constructed and represented analytically. This is not
difficult for the "traditionar planning domain, where a circular robot moves about on a flat surface between
polygonal obstacles. In more complicated domains, such as that of the NAVLAB, inadmissibility is
defined by a large number of constraint inequalities defined across the planning space parameters.
Solving for the boundary between admissible and inadmissible space is difficult in such a general case.
Furthermore, the definition of "vertices" on the boundary becomes much more complicated. Second, the
V-graph approach takes the robot as near as possible to the obstacles. Any control error whatsoever
could result in a collision. Third, the resultant paths consist of a functional form that the robot may not be
able to execute. In many of these planners, the trajectory is a piece-wise sequence of line segments
through the planning space. Robots such as the NAVLAB, which cannot turn in place, cannot execute
such a path. Fourth, the complexity of these algorithms is strongly tied to the number of constraints in the
environment. For highly-convoluted terrain, this number can be large.

Free-Space Planning
Free-space planning techniques [7, 20] construct a search space of the free (admissible) regions in the

robot's space, rather than the obstacle vertices. The nodes in the graph consist of the free-space regions
and the arcs are unobstructed boundaries between these regions. A* is also used to find the "best" path.

The space construction complexity is also O(JV3), where N is the number of free-space polygon vertices.

The advantage of the free-space approach is that by modeling the free regions, the planner can move
the robot through the center of the region, thus reducing the chance of collision due to control error. The
free-space approach is also complete. The disadvantages of this approach are numerous. First, by
moving the robot through the centers of the regions, the planner can generate grossly suboptimal paths,
especially when planning through large regions. Second, this approach also requires that the boundaries
of inadmissible space be computed analytically. Third, the resultant paths may also be unsound,
especially through narrow free-space regions. Fourth, the complexity is also high for "difficult"
environments.

Tesselation Planning
In the tesselation approach to planning, the search space is decomposed into regular-sized subspaces

(such as squares or voxels). The nodes in the search graph are the units containing only admissible
configurations. Two nodes are connected with an arc if they share a boundary. In some recursive
schemes [17], the boxes can be decomposed into smaller sizes for finer planning resolution. The space

construction complexity is 0(^0, where N is the number of tesselations along each of r degrees of

freedom. Search algorithms include A* [50] or gradient descent (potential field) [32,34] approaches.

The overriding advantage of the tesselation approach is that the admissible/inadmissible boundaries
need not be computed analytically. Instead, the algorithm need only determine whether or not the
boundary passes through a particular voxel in space, and if not, whether the voxel lies entirely inside or
outside of the admissible space. This capability allows us to construct a voxel-based approximation of the
inadmissible spacet regardless of its analytic form* Second, the paths are optimal within the resolution of
the tesselation if A* is used. If gradient descent is used, the path generation is fast but neither optimal
nor complete (since the trajectory can get caught in a local minima-these schemes do not backtrack). In
a later approach [30], gradient descent was combined with A* to recover from, local minima. This
technique preserves completeness at the expense of a greater sacrifice In optimally. The disadvantage
Is that existing approaches do not guarantee path soundness. There is no guarantee that the robot will
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be able to move from node to node in the space. Typically, the robot is assumed to be omnidirectional in

these approaches.

Planning for Outdoor Mobile Robots
For robots such as the NAVLAB that operate in unstructured environments, it is virtually impossible to

construct the boundaries between admissible and inadmissible space analytically. As explained in

previous section, admissible space can be defined by a number of arbitrarily complex equations.

Therefore, it is of paramount importance that a planning scheme for these robots allow approximations to

these boundaries that are computationally easy to construct. Concerning soundness, complex robots

such as those with wheels, treads, or legs are typically not omnidirectional. It is therefore important that a

planning scheme for these robots generates admissible trajectories. Concerning completeness and

optimality, the plans generated by these robots are piece-wise trajectories of a larger, global plan.

Typically, this plan is somewhat coarse. The additional work expended by the robot in executing slightly

suboptimal trajectories at the local level is small compared to the cost inherent in the "coarseness" of the

global path itself. Therefore, optimality is the least important of the five criteria. Completeness is more

important, since failing to find a path through the local search space means that the global plan needs to

be adjusted. Concerning complexity, of course we would like the fastest algorithm. Since optimality is not

that important, in most cases (e.g., uncluttered environments) the resolution (voxel size) at which we plan

need not be very high. Thus, the total number of voxels in the planning space need not be very large.

Due to the unstructured nature of the terrain, however, the number of environmental constraints on the

robot can be large. Therefore, it makes sense to choose an algorithm with a complexity that is a function

of the planning resolution, rather than the number of constraints (assuming all else equal).

For these reasons we have adopted the tesselation paradigm. In the following sections we describe a

new algorithm for integrating kinematic soundness into this paradigm. The merits and drawbacks of this

approach are discussed as it is developed.

Kinematic soundness can be stated as follows: The robot resides at some configuration point

(PPP2>-*PN)
 i n ^ e Panning space. It is moved by applying a control vector (cvc2*»**cM) to the

configuration point to move it to another configuration point There may be restrictions on ttie allowable

control such that it is not possible to reach an arbitrary configuration point from a given one. For example,

a robot such as the NAVLAB cannot slide sideways along the ground. It is capable only of moving in the

direction that its front wheels are pointing. The NAVLAB is controlled by specifying a sequence of arcs,

each parameterized by curvature k and length d. Since the NAVLAB is a car-like robot it has a minimum

turning radius. Thus, the allowable curvatures are bounded by k/fdn and tJllf lxi where kmin * - t , ^

Modeling Kinematic Constraints for Planning

The basic approach of tesselation-based planning Is to divide the configuration space into subspaces

called voxels and to search for the "best" trajectory that passes through admissible voxels. Rattier than

consider trajectories directly, sequences of voxels from start to goal are examined. If a given trajectory

can be characterized by a unique sequence of voxels through this space, if this trajectory can be derived

from the sequence, and if ai! possible sequences of voxels are examined by the planner if need be, then

the planner is both sound and complete. Provided the right search algorithm is used, the planner Is

optimal to the resolution of the voxel size. Existing approaches search over sequences of voxels,

assuming that an admissible trajectory exists within any given sequence. For this reason, these planners
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are neither sound nor complete.

In this section, we describe a new technique for determining whether an admissible trajectory exists
within a given voxel sequence to ensure both soundness and completeness. Searching the voxels for an
admissible sequence from start to goal is the topic of the next section.

Representing Trajectories with Voxel Sequences
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Figure 27: Sequence of Voxels Bounding a Trajectory

Consider a configuration space (jt,y,8) through which some path (trajectory) exists (at least one) from a

starting configuration to a goal configuration. Consider also a tesselation of this configuration space Into
voxels (for argument's sake, assume they are uniform-sized). The solution trajectory is a curve in three-
space that moves from a start point to a goal point through voxels in this configuration space. Since the

voxels do not overlap, the trajectory is entirely bounded by a unique sequence of voxels (vl9v2*».«*vN\

such that adjacent voxels in this sequence share a face in the configuration spare (see Figure 27). For a

given voxel v4- in the sequence, the trajectory enters the voxel through the face shared with voxel v W f

travels entirely within voxel vit and exits through the face shared with voxel v i+ |.

The local path planning problem does not begin with the solution trajectory, of course. In tesseiatton-
based planning, possible sequences of admissible voxels from start to goat are considered. A sequence
of voxels is considered admissible if at least one legal trajectory exists through it from the first voxel to the
last Assuming that the planner eventually considers a sequence of voxels containing a solution
trajectory, and assuming this trajectory can be derived from the sequence, then the planner is complete,
that is, if a path exists from start to goal the planner will discover i t
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Given a sequence of admissible voxels through a configuration space, it might not be possible to find

an admissible trajectory through these voxels. An admissible trajectory is one that is sound, that is, the

robot is able to execute it. Most robots are not omnidirectional: they cannot move from a starting

configuration to any goal configuration along a straight line in configuration space. Therefore, for a given

voxel v., there may exist pairs of configuration points (crcs), with cr on the face adjacent to voxel v M and

cs on the face adjacent to vt>1, such that no admissible trajectory exists between them lying entirely within

Assume we are given a sequence of configuration points (cvc2,.~>cN) that define the "puncture points"

through which the trajectory passes in the faces connecting the N adjacent voxels. If we could determine

whether an admissible trajectory exists that passes through these N configuration points, then the

problem of determining whether or not an admissible trajectory exists for the sequence of voxels is

reduced to one of searching across all possible sequences of puncture points.

Furthermore, if we assume that the robot can be controlled independently at any point along its

trajectory, that is, control decisions in the Hh voxel do not depend on those in the (/+l)-th voxel except

through the configuration point connecting them, then the problem of determining whether an admissible

trajectory exists through a sequence of puncture points can be reduced to one of finding the N-l

admissible subtrajectories between adjacent puncture points.

Sound Trajectories for the NAVLAB
As explained previously, the NAVLAB moves about by executing a sequence of arc trajectories of

lengths d{ and curvatures Jfc-, such that \kt\ < kmax for each kit where kmax is the maximum curvature. Since

the robot can be controlled at any point along its trajectory (arc lengths are variable), the task of

computing an admissible trajectory in voxel vi is independent of the task for voxel vjt except through the

puncture points.

Since admissibility can be computed voxel-wise, the problem is reduced to one of finding an admissible

path within a given voxel v from a starting configuration c^ on the entrance face to a goal configuration

COM on the exit face. From Laumond's work [35], a legal trajectory for a mobile robot with a minimum

turning radius exists if and only if a trajectory consisting of some number of arcs of minimum turning

radius and tangent line segments between these arcs exists. The search for such a canonical trajectory

is performed over Hie centers of curvature for these arcs for a given path topology. Since a voxel Is

convex and since we've restricted the maximum size of the x and y dimensions of the voxel to be tess

than, the minimum turning radius, it easily follows from Laumond's work that a trajectory exists between

c k and c ^ If and only if a trajectory of the form (at j.aj) exists, where ax and (^ are arcs along a circle

with radius equal to the minimum turning radius, and s is the tangent line segment between them, The

intuition behind the proof is that the maximum size of the voxel reduces the space of centers of curvature

for a third arc to zero. By applying Laumond's result to a voxel at a timet trajectory admissibility can be

shown for a robot of any shape in any environment, rather than just a circular robot in a polygonal world.

Since t ie selection of the polarity (left or right turn) of the arcs completely determines the tangent

segment between them, we need to check only four possible trajectories:
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Figure 28: Testing Admissibitity of Trajectories

(left, straight, left)

(left, straight, right)

(right, straight, left)

(right, straight, right)

to determine whether or not an admissible trajectory exists. A trajectory is labelled as inadmissible If part
of it falls outside of the bounds of the voxel, or if the distance between the centers of curvature of arcs at

and a2 is less than twice the minimum turning radiusf for arcs of opposite polarity. Violation of the latter
condition leads to an inadmissible trajectory because no line segment $ can exist between the two arcs.
Figure 28 illustrates two configuration points for which no admissible trajectory exists. Of the four
possibilities, the first three fail because the trajectory is in part outside of the voxel The fourth falls
because no line segment between the arcs ran exist.
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The constraint equations for testing the admissibility of a trajectory between two configuration points

follows. Let Qcl%yl9Qx) and i^y^ty b e t h e t w 0 configuration points. Let rmin be the minimum turning

radius of the robot. Let rx be the turning radius of the first arc, such that rx = rmin if the first arc is a right

turn, and rx = -rmin if it's a left. The radius of the second arc, r2, is defined similarly. The centers of the

two arcs are defined by the following equations:

If the trajectory is an S-turn (i.e., rx = - r2 ) , then the following constraint must be satisfied for the trajectory

to be admissible:

In order to test whether or not the trajectory lies entirely within the voxel, we define a few other

parameters* Let 8 r l and 8 r2 be the angles measured from the positive y-axis to the radial line segment

connecting the centers of the two circles as measured in coordinate systems with origins at the centers of

the first and second circle respectively. Let %sX and Qs2 be the angles at which the trajectory leaves the

first circle and arrives at the second circle respectively. We have the following equations:

xe2 ~ xcl
(32)
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Qo s arccosi-—)

where dr is half the distance between the centers of the circles and 0̂  and Qo are the angles between Qs

and 9r for turns of even (e.g., left-left) and odd (e.g., left-right) polarity respectively. The equations for

determining the values of x and y along the arcs as a function of 9 are:

xbx = rx (COS ( 9 ^ - COS (9)) + xx (33)

^ i 8 8 ^ ! (sin ( 8 ^ - s i n (9

xb2 = r2(cos (92) - cos (9))

yb2 « ^ ( s i n ^e2> - s i n ( e» +

The bounds on x and j as the trajectory follows an arc are computed by using the SUP-INF method on

the above equations. For left turns, 9 ranges from Qx to Qsl for the first circle and from Qs2 to 82 for the

second circle. For right turns, 9 ranges from Qsl to Qx for the first circle and from 82 to 8 j 2 for the second

circle. The bounds on these equations can be compared against the x and y voxel bounds. The

equations for 8 l t and Qs2 can be checked similarly for violations of the 9 voxel bounds.

Testing the Admlssibillty of a Voxel Sequence
A simple technique for checking the admissibility of a voxel sequence (v^v^..^) is to discretize the

connecting faces into puncture points {such that there are dv points along each dimension) and then use a
dynamic programming approach to propagate admissible trajectories through the sequence* Consider
the i-th voxel in a sequence. Let/k sndfom be the entrance and exit faces respectively of the voxel vt

Faces fm and / ^ are both subspaces of dimension two. Assume we have found the subspace of fm

(called/?,) that defines the termination configuration points of all admissible paths from voxel V| to t ie exit
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face of a voxel v M . Define j ^ , to be the set of all configuration points cout in foui such that an admissible

sub-trajectory exists from at least one configuration point c^ in / ^ to the configuration point cour The

subspace/^, is then the set of all termination configuration points of all admissible paths from voxel vx to

the exit face of voxel v..

The search for an admissible trajectory proceeds as follows: the subspaces f{ defining the set of

termination configuration points for all admissible trajectories from voxels v1 to vi are constructed from

i = i to i = N, By induction, iff fN is empty, then there are no admissible paths through the sequence of

voxels. Furthermore, if/* is determined to be empty for any i < N, the search can terminate at i, since no

legal paths can exist beyond this face.

If all of the configuration points on the entrance face of the voxel can reach all points on the exit face,

then the complexity of the above algorithm is O(Nd§. This complexity is unacceptably high.
Unfortunately, it is nearly always the case in large voxels where the robot has space to maneuver.
Fortunately, we can take advantage of continuity in the kinematic equations of the robot Typically, the
points reachable on the exit face by a point on the entrance face are grouped together due to continuity in
the kinematic equations. The following algorithm uses this property to reduce the complexity of the
search.

Equations 30 through 33 in the previous section define the kinematic constraints on the NAVLAB. The
input parameters are individual entrance and exit configuration points. We would like to develop an
algorithm to evaluate the constraints between entrance and exit faces. For a given pair of faces,/k and
fom> w e c a n u s e Equations 30 to compute the centers of the left and right turning circles that are the
maximum distance from the exit face. These turns define boundaries on the envelope of trajectories
between the two faces. By allowing the configuration parameters to vary over the exit face, we can
evaluate the S-turn constraint (Equation 31) and the boundary constraints (Equations 33) to classify the
entrance-exit face pairs as:

1. Admissible: every point i n / ^ is reachable from at least one point in /^ via a legal trajectory.

2. Inadmissible:no points i n / ^ are reachable from any points in /^ .

3. Both:zl least one point (but not all) infaug is not reachable from any point \nfm.

We replace the cross-mapping portion of the above algorithm with the following. Instead of a set of

Individual configuration points, let/^ be a quadtree representing the configuration points in fm reachable

from the starting configuration. The algorithm constructs a quadtree/^ of configurations on the exit face

reachable from/^. For purposes of clarity, assume that each vertex in the quadtree has four sons. A sot

ran be another vertex, an admissible leaf node, or an inadmissible leaf node. Admissible and,

inadmissible leaf nodes define reachable and unreachable configurations respectively. Let/) and/# be

the calling parameters of the algorithm (nodes In the quadtrees). Initially,/;, is set to/£ and/o is set t o / ^
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a leaf node representing the entire exit face. Upon termination,/^, points to the root of the quadtree/^.
Let MAXRES be the maximum resolution allowed for subdividing faces.

1. \tfo is an admissible leaf node, return.

2. If/-is an inadmissible leaf node, return.

3. If/;, is a vertex, \eifi/t be a son of/-. Recur at Step 1 with (firj^ for each son. Return.

4. The node fo is either a vertex or an inadmissible or untested leaf node. Test the

admissibility between/) and/^.

5. If admissible, the node f0 must be modified. If fo is a leaf, relabel it as admissible.

Otherwise, delete its subtree and replace it with an admissible leaf. Return.

6. If inadmissible, return.

7. The classification is both. If the resolution of fo is MAXRES, label it as inadmissible and

return.

8. If f0 is a leaf, subdivide it into four subfaces and replace it with a vertex pointing to the four
sons.

9. Let/0/ be a son of fo. Recur at Step 1 with (fiJOJ)t for each son. Return.

The power of the above algorithm is that groups of admissible trajectories can be propagated from the
entrance to the exit face of a voxel in a single operation. Figure 29 illustrates the mapping between a
subface on the entrance face and a quadtree on the exit face of a voxel The dimensions of the voxel are
6.4 meters by 6.4 meters by 40 degrees (8 is the vertical axis). The minimum turning radius is 8 meters.

The complexity of the above algorithm is roughly equal to the number of subfaces in the entrance face
quadtree multiplied by the number of subfaces in the exit face quadtree. Thus, the complexity of the
kinematic constraint propagation algorithm is considerably lower than the dynamic programming
approach for large voxels.

Goal Specifications

The focus of this section is on techniques for planning a sound trajectory from a starting point to a goal
point within a configuration space. As described in the previous section* this task is part of the larger task
of global navigation. The bounds on the local planning space may be determined by the field of view of
the robot's sensors or by the scope of map information in the vicinity of the robot. The planning goals are
set to meet global objectives. The "goaT of the robot at the local level may be to reduce the distance to
some distant landmark (e.g., head in some general direction), to ensure coverage of all terrain with the
sensors as the robot moves, or to get into position to see a landmark.
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Figure 29: Quadtree Propagation of Admissible Trajectories

Determining Goal Configurations
If we model the field of view of the robot's sensor, the shape of landmarks, and the perimeter of the

local environment as polygons, then the problem of determining coverage and the visibility of landmarks
can be cast as a polygon intersection problem. The best goal configuration for determining coverage is
one that maximizes the size of the new area seen while ensuring that this extension is connected1 to tht
existing area. Assuming that the viewframe and local environment polygons are convex, we can coniptJte
the new area seen by the sensor by subtracting the area of intersection of the viewframe with the tocaf
environment polygons from the area of the viewframe as shown in Figure 30. The area of the intersection
alone can be used as an evaluation function for landmark visibility. The larger the intersection, tie mow
of the landmark that is visible.

In general, computing the intersection of two polygons is an expensive operation. In the case that the
polygons are simple, the complexity of the algorithm is the product of the number of vertices of ihe tn»
polygons [45J. For convex polygons the intersection algorithm is linear in the total number of verfcts In
both polygons |45]t but the algorithm does not lend itseif well to evaluation across a voxel of configuration
parameters (as is needed in the next section). For the NAVLAB, we can make a few simplHying
assumptions. First, the robot extends its local environment by placing the distal bound of its field of ftew
as far ahead as possible while keeping the proximal bound interior to the local environment. Second, Ihe
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Figure 30: Measures for Evaluating Polygon Overlap

sequence of images forming the local environment can be approximated by a convex polygon with a
small number of line segments. Thus, to ensure that the new area seen is maximized while overlap is
maintained, we need only test that the two proximal vertices of the viewframe are both interior to and
dose to the bounds of the local environment.

Let ux and v{ be the proximal vertices of the local environment (see Figure 30). Let sx and s2 be the
endpoints of a bounding line segment. Define the following vectors: qx -s2sv q2-s1sv and <?3 = J2

VI*

The two proximal vertices of the viewframe are interior to and within lr of qx if the following conditions
hold:

\\qxl
(34)

The goat condition holds for the entire environment if the two proximal vertices are interior to all bounds

and within lf of at least one bound.

A similar approximation can be derived for landmark visibility. We begin by bounding the landmark by
a circle of radius r (see Figure 31). Define wi to be the vector formed by subtracting the tail endpoint (as
determined by a counterclockwise ordering) of the i-th vector of the viewframe from fie center of the
landmark circle. Define pi to be the i-th vector of the viewframe. The entire landmark Is visible in the
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Figure 31: Determining Landmark Visibility

viewframe if the following condition holds for alii (vectors of the viewframe):

(35)

Representing the Goal Space
As previously mentioned, typically more than one configuration point satisfies the goal requirements.

Thus, we have a goal space. In order to facilitate planning, we would like an efficient way of representing
this space. An octree can be constructed representing this space in a fashion analogous to that for
admissible (safe) configurations described previously. For a given voxel of configuration points, we can
compute bounds on the positions of the four viewframe endpotnts. These bounds can be used in
conjunction with the SUP-INF method to compute upper and lower bounds on Equations 34 to 35. Thus,
we can classify the voxel as one of the following:

• Admissible: all configurations in the voxel are goal configurations.

• Inadmissible: none are goal configurations.

• Botft: the voxel possibly contains a mixture.

We can recursively construct an octree representing the goal configurations, subdividing voxels
classified as both until we reach a maximum resolution.
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Searching for the Best Trajectory

ious sections have illustrated how to determine whether a sequence of voxels in the
i contain an admissible (kinematically correct) trajectory and whether a voxel contains goal
n points. With this capability, we can search the space of voxels to find a path to a goal point
>n, we define heuristic search and illustrate how local path planning can be cast as a heuristic
lem. We then discuss the heuristics used to efficiently search the space.

Search
oh technique we employ is heuristic search. We briefly describe the algorithm here; see
letailed explanation. The search space consists of a set of states, one of which is the start
t least one of which is a goal state. The algorithm maintains a list of states x, called the open
1 according to increasing value of a heuristic evaluation function, f{x). Initially, the open list
l y of the start state. On each iteration of the search, the algorithm selects the state on the
i th the lowest/-value and expands it. A state is expanded by computing the set of states
shable from it via a single operation. The/-values are computed for each state in this resultant

2 set is added to the open list. If a state in the set already exists on the open list, its/-value is
i th the new value if lower. Backpointers are maintained from each state in the set to the
te f which is deleted from the open list. The algorithm terminates when a goal state is reached.

ristic evaluation function has the following form:

(36)

is the cost of the path from the start state to state x and h(x) is an estimate of the remaining

state x to the goal. When a state x is expanded to a state yt the value of g(y) is computed by

cost of reaching y from x to g(x). The estimate h(y) is computed and is added to g(y) to get f(y).

tson h(x) is a lower bound on the actual remaining cost to the goal for each state x, then the

s guaranteed to find the optimal path to the goal.

mplementation of heuristic search, the states are the subfaces on the voxel faces- The total,
: states is determined by the number of voxels in the union of the admissibility octree and the
gyration octree discussed above. Constructing both octrees before beginning the search is very

computationally. Furthermore, it is unnecessary since usually only a small part needs to be
before the goal is found. Other planners have circumvented this problem by constructing the
ity octree as it is searched [17,18]. We extend this approach to the goal octree as well and
$ the two can be constructed concurrently as the search proceeds. The rest of this section

the expansion operation at the core of the heuristic search. The selection of an evaluation
^ deferred to the next section.

• the algorithm begins with a single face representing the start state on the boundary of a voxel

the entire planning space (see Figure 32). Each time a state x is selected from t ie open list
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1. Test for environmental admissibility. 2. Test for goal satisfaction.

Cases:

a} Admissible: continue at 2.

b) Inadmissible: stop expanding.

c) Both: set SUBDIVIDE to TRUE.

Cases:

a) Admissible: return success.

b) Inadmissible: continue at 3.

c) Both: set SUBDIVIDE to TRUE.

3. If SUBDIVIDE is TRUE, subdivide voxel.

A

/

/

/

/

/

/
/

/

/
/

y

/

/

/

/

4. If SUBDIVIDE is FALSE, extend trajectories
through voxel.

/ \ /

/ /

Figure 32: Expansion Operation for Heuristic Search

the following operations are performed on it. Let v be the voxel on which the subface x is attached-

Initially, the flag SUBDIVIDE is set to FALSE.

1. Test v for admissibility. One of three cases results:

a. Admtsstttfe: safe to move through the voxel. Continue the expansion at Step 2.

b. Inadmbsble: no room to maneuver through voxel. End the expansion and delete x

from tie open list.

c. Both: mixture of safe and unsafe. Set SUBDIVIDE to TRUE.

2. Test v for goal satisfaction. One of three rases results:

a. Admissible: all states in v are goal states. Stop and return success.

bo Inadmissible: no goal states in this voxel Continue with expansion at Step 3.

c Both: some goal states exist in the voxel Set SUBDIVIDE to TRUE.
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3. If SUBDIVIDE is TRUE, divide the voxel into eight subvoxels, vf-. Attach x to the appropriate

voxel V;, reenter it on the open list, and end the expansion. If x straddles four subvoxels

after v is subdivided, divide x into four substates and reenter them on the open list.

4. If SUBDIVIDE is FALSE, compute the set of subfaces reachable from x by moving entirely

within v. Attach backpointers from these subfaces to x and enter all of them on the open

list. Delete x from the list.

If the maximum voxel resolution is reached in Step 1 the expansion is ended and x is deleted from the
open list. If the maximum resolution is reach in Step 2, the expansion is continued at Step 3. Note that in
Step , each subface of the quadtree is entered on the open list as a separate state, rather than together
as a single state. This approach is adopted so that heuristics can be employed to selectively expand
parts of the quadtree that are likely to lead to solution paths.

Selecting an Evaluation Function
The selection of the evaluation function affects both the optimality of the trajectories planned and the

total search time required to find a trajectory. As discussed previously, completeness is more important
than optimality (of distance travelled) for the local path planning problem. Therefore, we would rather
have a suboptimal trajectory that is found in considerably less time than an optimal one.

The evaluation function consists of two parts: g(x) and h(x). We could choose g(x) to be the length of
the trajectory from the start state to the state x. With the appropriate h(x)t this selection would minimize
the distance travelled. The shortest trajectories, however, are generally not the quickest to find. Testing
voxels for admissibility is the most time consuming operation performed by the planner. Short trajectories
require the robot to pass close to obstacles where voxels are subdivided to a high resolution to define the
obstacle boundary. Instead, we choose g(x) to be the total number of voxels through which the trajectory
passes from the start state to x. Thus, trajectories that pass through a small number of voxels are
favored. Since large voxels minimize the number of voxels per unit distance travelled, trajectories that
avoid highly convoluted sequences of small voxels are explored first.

In choosing the function h(x) there are two problems: determining the goal point to which to estimate

the remaining cost and computing the estimate itself, in the case that the planner is attempting to

minimize the distance to a goal point, the goal point is given. A good lower bound on the remaining cost

is the straight-line distance (in voxel units) from the state x to the goal point As shown in Figure 33, the

voxel distance includes smaller voxels needed to reach the boundaries of the maximum-size voxels.

In the case that we have a goal spacet the problem is more difficult The true value of h{x) is the

minimum cost to any point in the space. The best estimate Is achieved by constructing the entire goal

octree before planning. For each state x evaluated, the goat octree could be searched to find the leaf with,

the lowest cost (straight-line distance) to x. This estimate is very expensive computationally. At the other

extreme, we could use an estimate of h(x) = 0 for all x. Although this estimate Is trivial to compute. It
provides TO information to guide the search, and the search becomes exhaustive.
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Figure 34: Estimating the Remaining Cost to the Goal

A good compromise is to construct enough of the goal tree as needed to guide the search. In the
expansion algorithm' of the previous section, the third step is to subdivide the voxel into eight subvoxels.
We then test these subvoxels for goal satisfaction. If the subvoxel contains at least one goal state
(classified as admissible or totf?), the subvoxe! is assigned a goal value of zero. If tie subvoxel contains
no goal states, its goal value is set to the value of its lowest neighbor plus one. Thus, the goal value
represents a lower bound on the remaining distance from the subvoxel to a voxel in the goal octree. The
last step of the expansion algorithm is to determine the set of states, xi9 reachable from the state x. Each
of these states borders voxel v on one side and a corresponding voxel vi on the other. The value of ACr̂
is set to the goal value of vt The process by which the remaining cost is estimated is illustrated In Figure
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34. States that border voxels with at least one goal state have a remaining cost estimate of zero (since
the goal state may lie infinitesimally close to the state), while the others have a remaining estimate of one
(the minimum voxel distance to the goal octree).

Even with a heuristic evaluation function that minimizes the number of voxels through which the
solution trajectory will pass, the search can be slow at times. The function can be tweaked to improve the
run time. A standard approach is to increase the estimate of the remaining cost, h(x), such that it is
greater than the true remaining cost This sacrifices optimality in exchange for reduced search time. With
such a function, the planner favors branches of the search extended the farthest, thus the search takes
on a depth-first flavor. This tweak is appropriate for typical NAVLAB scenarios, since most local planning
does not involve convoluted paths, but minor deflections to straight-line paths, where a depth-first strategy
yields faster results. Another tweak is to heavily weight (via a large h(x) value) states that do not explore
new voxels. This tweak prevents the planner from searching within existing voxel sequences to find
better paths until absolutely necessary.

Figure 35: Example of Planned Path Around an Obstacle

Figure 35 illustrates a planned path for t ie NAVLAB. In this figure, a trajectory is found around an
obstacle. The large boldface rectangle is a flat surface bounding t ie planning space* and the boldface
sqoare is t ie obstacle. The vehicle and solution trajectory are shown In boldface* and the remaining
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Figure 36: Trajectories searched for Previous Example

squares illustrate the xy projection of the expanded octree. In this example, the remaining cost estimate
is doubled, and states not yielding a new voxel expansion are given an added weight of 10. The number
of voxels expanded to find the solution was 182. An off-axis projection of the expanded octree is shown
in Figure 36. In this figure, all search paths are shown along with the subfaces between voxels (shown as
squares with one diagonal). Note that the planner is able to search quickly through the first large voxel
then must subdivide the second large voxel to find the boundary of the obstacle before moving through
the third. Finally, Figure 37 illustrates an off-axis projection of the solution path.

Path Smoothing

tt is desirable for a mobile robot to operate smoothly [50]. The effects from abrupt changes in the
robot's control can range from excessive wear on the robot's parts to instability during execution. Smooth
control of the robot often means slowly changing control parameters. Unfortunately, if we attempt to
smooth as we plan, the dimensionality required1 to represent separate, smooth paths uniquely is
prohibitively high. We therefore treat smoothing as a .posteriori process that runs after we have planned11
coarse path. This process amounts to selecting the smoothest path that passes through a connected
sequence of voxels.
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Figure 37: Solution Trajectory for Previous Example

Finding the Smoothest Trajectory
The end result of local path planning is a sequence of states (subfaces) extending from the start state

to a goal state while residing entirely within a connected sequence of N voxels. An //-tuple of

configuration points (c,,c2 cN) on the faces between adjacent voxels specifies a particular trajectory

within this sequence. Without a loss of generality, we define "smoothness" as a scalar function of these

configuration points f(cvc2,...,cN), such that smoothness is maximized when/is minimized. The problem

then is to find the set of admissible configuration points cL for a given voxel sequence, such that / is

minimized. Path relaxation [50] was used to find smooth paths in the FIDO system. The tedinique starts

with some initial trajectory, i.e. a set of configuration points ci9 and then adjusts each configuration point

one at a time in the direction that minimizes/. The advantage of such a scheme is that it is fast, i.e. linear

in the number of configuration points N. In order to guarantee that path relaxation and other gradient-

descent schemes will find the set of configuration points ci that minimizes/, the following two conditions

must hold:

1, The function/must have no local minima over the domain of admissible ct*.

2. The space of admissible configuration points must have no points P in (CPC2^J:N), such that

all neighbors of P which have lower/values fait outside of the space.

Bo* conditions ensure that no points P will be reached such that/cannot be decreased by stepping to a
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neighbor of P. Convex spaces of P satisfy the second condition, although some nonconvex spaces work

as well.

The problem with a direct application of path relaxation as developed in FIDO [50], is that kinematic

constraints can render the space P nonconvex. We extend path relaxation in this section to ensure that

during relaxation the trajectories remain in the space P as/ is minimized. Given a sequence of subfaces

through a voxel sequence, we can select an arbitrary "starting" trajectory given by an N-tuple of

configuration points. At each step in the relaxation process, we select some configuration point ci to

adjust in order to minimize/. As described above, for each ci on the entrance face of a given voxel v, we

precompute the se\fOUI of configuration points reachable on the exit face. Likewise, for each point ci on

the exit face, we compute the set/^ of configuration points that can reach ci from the entrance face.

Therefore, in order to compute the set of points in which we can locally adjust cit we take the intersection

°* fa* f o r c*-i w i t h fin f o r ci+v Selecting a point from this set guarantees that the trajectory remains

admissible.

It should be noted that some smoothness functions or spaces may not meet the above conditions for

relaxation. If not, the space of trajectories must be searched using a global technique. If the function/is

a cost function, that is, it is the sum of cost values between adjacent trajectory configuration points, then a

dynamic programming approach [1] can be employed to find the set of configuration points that minimizes

/ , even if both conditions are violated. (The cost function requirement is sufficient although not

necessary.) The disadvantage of dynamic programming is that the complexity is 0(NM2)t where N is the

number of trajectory configuration points and M is the number of discrete values for each configuration

point

Smoothness for the NAVLAB
Since the NAVLAB is controlled by setting arc curvatures and lengths, we define a smooth path as one

that minimizes the change in curvature from arc to arc. For a given pair of configuration points (c^c^ on

the entrance and exit faces respectively of a voxel v4. in an admissible sequence, there exists at least one

admissible path that lies entirely within the voxel. For purposes of the proof, this path consists of an

arc-segment-arc triplet (a^s^a^J, such that the arcs determine a circle of minimum turning radius. Turns

of minimum turning radius, however, lead to very rough control At points where the robot changes

turning polarity, the curvature of the turning arc jumps from one extreme to the other instantaneously.

Smoother paths may exist between the configuration points that lie entirely within the voxel. We define
a measure of the "smoothness* of a trajectory as:

where N is the number of arcs or line segments in the trajectory, k" and Jfcf are the curvatures of the first
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and second arcs respectively in the i-th voxel, mi is one if a tangent segment exists between the two turns

.outand zero if one does not, and k0 is the curvature of the last arc of the previous trajectory. We can

maximize smoothness by selecting the trajectory with the minimum Cs. For large voxels, however, the

"smoothest" trajectory may be grossly suboptimal in length. Define CL to be the length of a trajectory.

We select the path that minimizes:

(38)

where Ws and WL are weights chosen to balance the desired level of smoothness with trajectory length.

A configuration point c- on the entrance face of voxel vi can be adjusted in four dimensions, two in the
entrance face and two in the curvature space. Our smoothing process has two stages. First, we adjust
the two entrance face dimensions until a local minimum is found. Second, we adjust the two curvature
parameters until a minimum is found. The first step allows the trajectory to rapidly shrink in length with
minimal interference from the two-radius constraint (since the initial trajectory consists of turns of
minimum turning radius-the least restrictive case). The second step achieves the proper balance
between trajectory smoothness and length by varying the curvatures.

Each half of the smoothing process operates as follows. The N configuration points are adjusted

repeatedly in sequence until a maximum number of iterations has been reached or until no configuration

point can be adjusted to reduce C (i.e., a local minimum has been reached). For each configuration point,

c-, we add and subtract a small increment to its two free parameters and evaluate C at the resultant four

points. The point that reduces C by the greatest amount is chosen, provided the resultant trajectory

neither violates the two-radius constraint nor leaves the bounds of the voxel sequence. If none of the four

points are legal during the trajectory-shrinking stage, the polarity of the curvatures at c,- are reversed in an

attempt to create legal points. If that attempt fails or if none of the legal points reduce C, then ct- is left

unadjusted.

The smoothing process is illustrated in Figures 38 and 39. Figure 38 illustrates a voxel sequence for
t ie MAVLAB before smoothing. The largest voxel is 6.4 meters by 6.4 meters by 40 degrees. The

minimum turning radius is 8 meters. The weights ws and WL were set to 10.0 and 1.0 respectively. The
trajectory found by the path planner is shown. It consists of turns of minimum turning radius connected by
straight line segments. The crosses mark the points where arcs meet straight line segments or other
arcs. Some voxels appear to contain more than two crosses; however, the "extra* crosses are due to a
second voxel superimposed on the first (the sequence is three-dimensional). Before smoothing, the value
of C was 55.39, After 10 iterations of smoothing in x» j , and 0 with increments of 0.2 meters, 0.2 meters,
and 1.25 degrees respectively, the value of C dropped to 54.28. After 10 iterations of smoothing In
curvature {both incoming and outgoing arcs at each point) with an increment of 4 meters""1, the value of C
dropped to 46.40. The smoothed trajectory is shown in Figure 39. Note that the path is both shorter and
smoother*
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Figure 38: Voxel Sequence and Trajectory Before Smoothing

Experiments and Results

The environment modeling system and local path planner described In this section were implemented
and tested on real and simulated data. The modet functioned' as the search space for the planning
system. A typical environment Is shown in Figure 40. In this configuration, the environment conslste of
three terrain meshes spanning an area approximately 12 meters wide and 12 meters deep. The nneshes
are shown here from an off-vertical axis to illustrate the height of the polygons in the meshes. In tMs
example, the environment roughly consists of a flat center area, flanked by obstacles of various sizes on
either side.

Figure 41 lists the processing results for eight typical1 terrain environments (sequences of three images)
taken from a park adjacent to campus. For each sequence, the adrnissibifity of a configuration space
12.8 meters by 12.8 meters by 40 degrees was computed by constructing tie octree. The lowest
resolution voxels (level 0) in octree are 6.4 meters by 8,4 meters by 40 degrees. The highest resolution
voxels (level 5} are 0.2 meters by 0.2 meters by 1,25 degrees. Th§ terrain pyramid covers an area 20
meters by 20 meters with tie highest resolution terrain nodes {level 6) having dimensions of 0.31 meters
by 0.31 meters.
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Figure 39: Voxel Sequence and Trajectory After Smoothing

The first row in the table lists the number of the figure that shows the terrain sequence. The next six
rows indicate the number of voxels in the octree at each resolution. The eighth row lists the total number
of states needed to represent the environment, and the ninth row lists the total number of terrain
accesses required to construct the octree. If the configuration space were tested for admsssibility
everywhere at the highest resolution, the total number of states would be
(12,8xl2.8x40)/(0.2x0.2xL25) = 131072. At the highest terrain resolution, the number of terrain nodes
spanned by the undercarriage of the vehicle is 128. Thus, the total number of terrain accesses needed
would be 131072x 128 = 16777216. The tenth row in the table lists the ratio of this number to the terrain
accesses in row nine.

As illustrated in the table, the speedup in terrain accesses ranges from one to three orders of
magnitude. The actual reduction in terrain accesses and number of states realized by the octree
approach varies with the terrain itself. Completely flat terrain can be represented with a single voxel,
while pathological, undulating terrain can require many high resolution voxels, thus resulting In very little
reduction. In order to make the numbers in the table more meaningful, an x*y slice through ttie
configuration space at 6 « 0 (vehicle pointed forward) Is superimposed on the meshes in Figures 42
through 49. Figures 42ft 43, and 47 show terrain that is approximately flat or gently rolling. Figure 44
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Figure 40: Typical Local Environment for NAVLAB

shows ditches to the left and a long trench to the right of center. Figures 45 and 46 show trees on one or
both sides of the environment, and Figure 48 shows a tree directly In front of the vehicle. Finally, Figure
49 shows a tree on the left, and rocky terrain on the right

A number of heuristics have been employed to expedite the construction of the octree. The most
powerful of which is the observation that if the maximum difference in elevation across the terrain
overlapped' by the vehicle's body for a given voxel is less than the undercarriage height, then It Is not
possible for the txxly to intersect the terrain and the voxel can be labelled as admissible (with regard to
body collision). This test Is much faster than computing the 'positions of the four wheels, the tit
parameters of the undercarriage, and the intersection of the plane with the terrain itself. Note, however,
that many cases arise (e.g., a steep stope) where the elevation disparity is greater than the undercarriage
height, but no body collision occurs* In such cases, the system resorts to the brute-force method of
evaluating admisslbiity.
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Figure 41: Octree Construction for Typical Terrain Environments

In addition to reducing the construction time, the data and constraints are transformed to reduce the
total number of states needed to represent the admissibility. For example, in the case of sloped but
approximately planar terrain, high-resolution voxels are needed to localize the positions of the wheels to
determine that the plane of the undercarriage is roughly parallel to the plane of the terrain, and thus, that
no collisions exist. By performing a coarse sampling of the image, the approximate slope of the terrain
can be computed, and the terrain mesh can be rotated to an approximately level orientation. The tilt
constraint must be corrected for offset orientation. The result is that the separation between the robot's
body and the "adjusted" terrain becomes readily apparent in z, the elevation dimension, and large voxels
can be cleared for admissibility in a single operation.

As discussed in the previous section, for reasons of robot responsiveness it is desirable to plan through
more than one mesh. Care must be exercised in fusing these meshes together into a single environment
If the relative transforms between sensing poses of the robot is not known accurately, phantom "steps"
can appear between meshes. This case can arise if the robot is travelling over a bump while the ERIM is
digitizing an image. In such cases, the robot will perceive the misalignment between meshes as a step,
possibly too large to climb. Currently, we use a crude algorithm for registering the elevation values of
adjacent, overlapping images. This approach breaks down in rocky terrain. In the future we expect to
use attitude sensors to correct each image.

The above environment mode! functioned as the search space for the local path planner. We illustrate
a number of interesting features of the planner in isolated examples and evaluate it's performance on real
terrain. As mentioned before, our evaluation function favors trajectories that require the fewest voxel
expansions over trajectories that are short. This feature is illustrated in Figures 50 and 51. In both
figures the boldface square obstacle is small enough to fit under the vehicle without colliding with the
undercarriage but too large for a wheel to climb over it. In Figure SO, the obstacle is placed directly In
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Figure 42: Admissibility of Rat Terrain
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Figure 46: Admlssiblllty of Tree Flanking Path
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Figure 47: Admissibility of Flat Terrain
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Figure 50: Searching for a Trajectory at a High Resolution

front of the vehicle. The planner does not have enough room to maneuver around the obstacle, so it is
forced to find the solution trajectory that takes the vehicle over the object A total of 230 voxels were
expanded to find this trajectory. In Figure 51, the obstacle is moved far enough In front to permit the
vehicle to maneuver around it The planner finds a trajectory around the obstacle, rather than expending
the computation needed to find the trajectory over the obstacle (by searching through small voxels). The
total number of voxels expanded was reduced to 185.

As discussed above, it is Important to know the approximate slope of the terrain through a coarse
sampling of the data in order to level* it before planning. Without this adjustment, the planner will still
find a trajectory if it exists, but at a much greater search cost In such cases, it must resort to high
resolution voxels to ensure that the disparity In elevation values will not result in a body collision. This
point Is illustrated in Figures 52 and 53. In Figure 52, the terrain- consists of a single horizontal polygon.
The vehicle starts angled one degree to the left of center, and the goal Is positioned directly in front of the
vehicle just off the terrain. The solution trajectory and an xy slice of the expanded voxels are shown. A
total of 3 voxels need to be expanded to find the solution, in Figure 53, the terrain slopes upward from
left to right at an angle of 5 degrees. This tilt Is not corrected before planning and the planner must
expand 63 voxels to find the solution trajectory. The current system employs a crude tilt correction
algorithm.
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Figure 51: Searching Through Large Voxels to Reduce Computation

Another problem arises with the kinematic constraints in high resolution voxels. In such cases, even
the highest resolution subfaces are large with respect to the voxel, such that no subface is reachable (in
its entirety) via legal trajectories from another subface. Since the subfaces cannot be further subdivided,
the end result is the planner fails to propagate trajectories through the voxel. Our solution is to treat high
resolution subfaces as a single configuration point. For a given pair of high resolution subfaces, a
trajectory Is considered first between the centers of the two faces. If that test fails, off-center arcs of
minimum turning radius are tested in an attempt to "connect" the two subfaces. This solution is less than
perfect and still results in a loss of completeness. A better technique is needed.

The planning results for the real terrain meshes shown before are given in Figure 54. The first column
lists the figure number of the terrain environment used. The second column indicates the 'position of the
goal point For the data in the first eight rows, the goat was positioned directly in front of the vehicle off
the terrain. In the last eight rows the goal was positioned about six meters to the left of renter off the
terrain. Columns three through five list the number of voxels expanded, the CPU time in seconds
required to compute the robot's kinematics (on a Sun 3/260), and the CPU time required to plan the
trajectory (less the move time). The move time has been subtracted from the plan time since future
systems will employ a lookup table reducing this time to near zero. The time required to construct the
terrain pyramid from the polygonal mesh before planning is not shown since future systems will send
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Figure 52: Planning Across Flat Terrain

images directly to the planner and the pyramid will be constructed in a constant three seconds. Due to
the high cost of the polygonal intersection routine, the current time ranges from 5 to 200 seconds.

Note that the number of voxels expanded (and hence, planning time) varies as a function of the
difficulty of the terrain. Planning time is increased both by environments that require high resolution
voxels to resolve the constraints and by environments that require a convoluted solution trajectory.
Rather than indude figures for all sixteen planning problems, weVe included a few that best illustrate the
planning process. Figure 55 shows the environment in Figure 42 with the goal straight ahead. -Note that
this environment requires the expansion of only large voxels. Figure 56 shows the environment m Figure
46 with the goal left of center. In this case, the planner must find a path around the large inadmissible
area on the let. Figure 57 shows the environment In Figure 48 with the goal straight ahead, In this case,
the planner must find a path around the tree directly in front of the vehicle. Finally, Figure 58 shows t ie
environment in Figure 49. In this case, even though the environment is quite complex, the planner needs
only to test the largely admissible voxels In front of it to find a trajectory.
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Figure 53: Planning Across Terrain Sloped at 5 Degrees
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Figure 55: Planning through the Environment in Figure 42
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Figure 56: Planning through the Environment in Figure 46
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Figure 57: Planning through the Environment in Figure 48



96

Figure 58: Planning through the Environment in Figure 49
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Section IV
Conclusions

Evolution of the CODGER Blackboard and the Driving Pipeline Architecture
The CODGER system has been shown to be a good tool for developing a large robot navigation

system. The Hstar-shapedM architecture allows any module to communicate with any other module.
Although in the final system configuration the communication channels are typically less tightly coupled
than N to N, CODGER was designed to be flexible by allowing the data-routing to change as the system
evolves. The data format is flexible enough to represent a broad range of objects needed in a navigation
system, including map information, physical objects, status reports, hypotheses, and commands. The
system was designed so that changes in the data format affect only those modules which depend on the
changes, thus avoiding recompilation of the entire system. This feature is especially important since large
navigation systems typically include over one hundred thousand lines of code. Of special importance to
navigation systems is geometric data. Sensing, planning, and control modules all need to use this type of
data. CODGER provides mechanisms for representing and querying such data. It is able to
automatically handle these operations, while accounting for the fact that such data is typically acquired at
different times while the robot is moving.

CODGER is able to decrease the overall run-time for a navigation system by providing a means for
distributing the computation across multiprocessors. Modules in the system are able to run in parallel,
invoking a set of primitives in CODGER to synchronize the exchange of data between them. This
mechanism is especially important for balancing the load between sensing and planning modules at the
local navigation level. CODGER provides a locking mechanism to ensure data consistency between
modules. A tree-based hierarchy of frames and frame generators is used to ensure consistency for
geometric data. These mechanisms are needed to ensure that concurrently executing modules in the
system operate with an updated and consistent model of the world at all times.

CODGER has a number of limitations. First, it is not a real-time system. Due to the relative long
latencies in TCP/IP message passing and the varying execution patterns of processes in a UNIX time-
sharing environment, data transfer cannot be guaranteed within given time bounds. This limitation is
acceptable given the types of navigation scenarios we have addressed. For systems with real-time
constraints, however, the lack of fast, direct communication channels makes CODGER inappropriate.
Second, the low data transfer bandwidth of CODGER precludes the transfer of iconic or image-level data
through the database. Again, the systems we have developed decompose the problem in such a way
that high bandwidth is not required. Finally, the mapping of KS's or modules to processors in CODGER is
static. CODGER is unable to redistribute modules on the processors to balance the load; this
configuration must be set by the user a priori. We are able to compensate for this deficiency by adjusting
the execution times of the various modules in the system to balance the load.

The NAVLAB architecture was demonstrated in several systems to be a suitable means for separating
global, map-based navigation from the local sense-plan-drive cycle for moving the robot along a route.
We developed a three-tiered map format that separated semantic, topological, and geometric data tagged
accordingly with perceivable/navigable attributes. This format enabled components of the navigation
system to digest only that portion of the map data necessary to perform Its task. A system was
demonstrated that started with a topological map of roads and intersections with sketchy metric data, and
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filled in this data as it navigated.

The driving pipeline has been demonstrated as an effective way to increase the speed of the robot by
taking advantage of a multi-processing environment. If parameters are adjusted correctly, the velocity of
the robot can be increased by a factor equal to the ratio of the total processing time of all local operations
divided by the stage time of the pipe. The linear sequencing of operations through the pipeline
guarantees that the robot will not drive into an area that has not been cleared of all local operations. This
feature enables the system to use general purpose computers (non-realtime systems) in a variety of
navigation scenarios (where the time required by each stage can vary).

However, increased speed through pipelining comes at a cost. The Perception system must look out
farther in front of the robot where data may be less reliable than in the stop-and-go case. The local
planning space is reduced thus making the robot less responsive to its environment. The Driving Monitor
lags behind Perception and the Environment Modeler, thus providing less accurate predictions to
Perception.

Kinematic Path Planning for Wheeled Vehicles
A mobile robot such as the NAVLAB in rough terrain can be adequately represented by the

composition of the elevation values of the terrain with three configuration space parameters, (x,y,0).
Constraint inequalities defined over the terrain function can be constructed to determine admissibility for a
mobile robot. Examining the upper and lower bounds of each constraint is an efficient way of determining
the admissibility of a subspace of configurations. The octree is an efficient way to construct the subspace
of configurations representing admissibility over the entire configuration space. Finally, a pyramid of
elevations at multiple resolutions is an efficient representation for the terrain function.

We have identified five criteria for evaluating a path planner: admissibility model, soundness,
completeness, optimality, and complexity. Since the definition of admissibility in unstructured terrain can
be complex, it is imperative that a planning paradigm, such as the tesselation-based approach, that
supports approximations to the admissible space be employed. Existing tesselation approaches do not
adequately guarantee trajectory soundness. We have extended this approach to take kinematic
constraints into consideration. In the process we sacrifice optimality, which for outdoor mobile robots Is
the least important of the five criteria.

In order to integrate a local path planner into a larger system, the planner must be able to handle goaf
specifications more general than a single configuration point. We have developed techniques for
planning within local boundaries, for targeting goals not within the search space, and for planning wftti
goal subspaces corresponding to the set of possible vantage points for a landmark, or coverage points for
off-road navigation.

Once a coarse trajectory has been planned from start to goal, we have shown how to smooth the
trajectory without violating the path soundness. Gradient-descent techniques such as path relaxation cars
be ysed to smooth the trajectory, provided that local minima in the smoothing function can be avoided, I
not, a global technique such as dynamic programming must be employed*
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Future Directions
This is the final report for the current contract, so it marks the termination of the current research

program. However, we have identified several topics that we believe are important areas for further
research in the general area of mobile robot vehicles.

As we have gained more experience with the CODGER blackboard and the tightly synchronized
Driving Pipeline, we have seen the need to look beyond their horizons to the next evolutionary steps in
mobile robot architectures. For roadway driving, the Driving Pipeline has been very useful in
implementing continuous motion. However, it requires that the color vision for road-following and range
data interpretation for obstacle detection must work in complete synchronization. This is inefficient, since
the two different sensors have different fields of view and different perceptual complexities. Therefore, we
hope to continue research with the NAVLAB that moves away from this tightly sychronized architecture
towards one that allows each sensor system to work at its own rate.

At the same time, we believe we have identified a substantial subsystem of the NAVLAB that is
currently implemented with the blackboard but ought to be implemented differently. This is the lower-level
set of modules that performs obstacle detection by range data analysis, path planning, and monitoring of
the vehicle's actual motion. We are now planning a new system we call EDDIE, in which these low-level
modules would form a subsystem with highly optimized communication channels, while the CODGER
blackboard would be used by the higher-level planning modules to communicate with each other and with
this low-level subsystem.

In EDDIE, we would like to incorporate our new kinematic path planner, which is presented in this
report. It has so far been implemented and tested on real terrain data from the ERtM laser scanner, but it
has not yet been run on the vehicle itself. We would like to test it on the vehicle first as a replacement for
our current path planning module, then use it as one of the key elements of the EDDIE system.
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