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1 Introduction
Hierarchical knowledge structures are pervasive in artificial intelligence systems. Classic

examples include semantic networks [21], scripts [24], and frames [14] and their descendants,

which are employed in current knowledge representation technology. Planning and plan

recognition systems [7, 6, 23] make extensive use of procedural hierarchical structures. Despite

this pervasiveness, very little is understood about how such knowledge structures may be

effectively acquired.

We focus on executable hierarchies: those that represent control strategies, plans or procedures

[27, 9]. Grammars can provide a uniform representation for such hierarchical control structures.

The hierarchy of control is implicit in the rules of the grammar, but becomes explicit in the

derivation tree1 for a particular string.2 In this context, one can regard the rewrite rules of a

grammar as a way of transforming some goal into a group of sub-goals. The idea of creating

sub-goals to hierarchically solve a complex problem goes back at least to GPS [17], and is the

basis for several models of cognitive architecture [13, 1,2,26]. Different types of grammars

correspond to different classes of control structure; the activation of a sub-goal may depend only

on the presence of its parent goal, or it may also depend on the concurrent activation of other

goals with different parents (i.e. context free vs. context sensitive grammars). An effective

algorithm for inducing grammars may also be a powerful tool for learning hierarchical control

structures from experience [27].

Mitchell [15] highlights the importance of biases in induction problems. Failure (or impasse)

driven learning [25, 22, 27] is a particular bias that can make many induction problems more

tractable. This bias favours using the existing knowledge structures as much as possible to solve

a problem. When an impasse is reached, it adds just enough additional control knowledge to

bridge the gap and complete the solution. This bias may have psychological validity as well as

practical utility [28].

The combination of failure-driven learning and grammar induction yields a class of algorithms

lThe term derivation tree is synonymous with parse tree, and in this context is equivalent to a trace of a
procedure. The derivation tree can be a general graph for context-sensitive grammars.

throughout this paper we will use the term string to represent the end product of a derivation using a grammar.
The string is not necessarily a string of characters, but may equally well be a sequence of operations for performing
some task.



which we have referred to as Parse Completion algorithms. In Parse Completion one attempts to

build a derivation tree for some string, using existing rules of the grammar, until no existing

rules can be applied. The process may be thought of as a combination of top-down and bottom-

up parsing (Fig. 1). When the derivation tree is as complete as possible, new rules are added to

the grammar to fill in any remaining gaps in the derivation tree.
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Figure 1: Incomplete derivation tree prior to Parse Completion

Parse Completion is not a new idea. Specializations of it have been used in programs that learn

plans [12], procedures [27, 9], programs from examples [3, 4], and models of cognitive skills

[26]. Although the idea has been used by a variety of researchers, there has been no attempt to

characterize the space of parse completion algorithms, or to systematically examine where biases

[15, 27] may be most effectively introduced.

This paper is concerned not just with the problem of effective grammar induction, but with the

problem of designing an algorithm for a particular induction problem. Algorithm design is an an,

and like most arts, its mechanics are not well understood. This appears to be even more true in

the area of algorithms for AI problems, where the problems themselves are usually ill-defined

and lack mathematical structure that may be effectively exploited.



2 The Parse Completion Design Space
Parse completion is a particular approach to induction problems. An induction problem is the

discovery of expressions in some representation language (generalizations) such that each is (1)

consistent with the examples and (2) preferred by learning biases. The set of expressions is

partially ordered by a more-specific-than? predicate [16]. The induction problem is to discover

some expression that encompasses all positive examples and no negative ones, by searching the

tangled hierarchy of expressions.

The goal of parse completion is to build a complete derivation tree for some string starting

from an existing grammar. If the existing grammar is powerful enough to parse the string then a

complete derivation tree may be built. The interesting case occurs when the existing grammar is

inadequate to parse the string. If we combine a top-down and bottom-up parse, we will produce a

partial derivation tree that contains a number of gaps (Figure 1). Each gap becomes a completion

site, a point at which additional rules must be added to the grammar to complete the derivation

tree. The new grammar will be a generalization of an old grammar, since it will be able to parse

at least one string that the old grammar could not parse.

Although the above may appear to be a tight description of an algorithm, there are in fact a

wide variety of design choices to be made within this general framework. Each choice may

produce an algorithm with dramatically different characteristics. We wish to explore these

choices in some svstematic fashion.

At each completion site there usually exist many different ways in which the grammar may be

generalized to allow the derivation to continue. Each of these new grammars represents an

alternate path within the tangled generalization hierarchy of grammars. Our first decision point is

whether to consider all or just one of these alternate generalizations. This is a least-commitment

versus most-commitment distinction: a most-commitment algorithm will select just one

alternative, and continue its search in a depth first fashion, back tracking if necessary. Most

grammar induction algorithms fall in this category [8, 5, 19]. A least-commitment algorithm

attempts to explore all of the generalization alternatives in parallel, without committing itself to

one panicular path. In this sense it is more like a breadth first search. The best known example

3More-specific-than(x,y) is true iff the denotation of x (i.e., all possible instances of x) is a subset of the
denotation of y.



of a least-commitment induction algorithm is the version space algorithm [16].

Least-commitment algorithms are memory intensive compared to their most committment

counterparts, and are thus regarded with disfavour for most machine learning applications.

However, if the induction domain itself is ill understood, then a least-commitment algorithm can

offer valuable information about this domain. If we are interested in the impact of certain design

choices on an induction algorithm, then we need to know more than just the final solution

obtained by an algorithm. We would also like some idea of the blind alleys explored, and those

avoided. This ability to see more than just a narrow view is one advantage of a least-commitment

algorithm.

There are many other design choices available. A grammar may be generalized in two different

ways: by introducing new rules into the grammar, or by merging old non-terminals in existing

rules. Each approach defines a partial order over the set of grammars consistent with a set of

examples, and in both cases the partial order is a strict suborder of the partial order based on the

predicate more-specific-than. The partial order defined by merging old non-terminals has beenr

investigated elsewhere [29, 11, 20].

The parse completion algorithm provides an effective means to deal systematically with the

different alternatives possible within the paradigm of generalization through the addition of

rules. The approach taken is to classify rules added to a grammar in terms of the format of the

right hand side (RHS). One can think of parsing a string as involving two processes. The first

process partitions a string into several contiguous substrings. Each partition element is then

labelled with some symbol from the grammar, either a terminal or non-terminal. The panitioning

and labelling process is repeated on each partition element labelled with a non-terminal, until all

elements are labelled with terminals. At each stage the number of elements in the partition and

the labels assigned to each element correspond to the RHS of some rule in the grammar.

Conversely, a new rule RHS can be formed by taking a partition of a string and labelling its

elements (Figure 2).

We can generate a variety of different algorithms from the parse completion framework by

giving specific functions for generating partitions and labelling the elements. At one extreme, we

could restrict the panitioning and labelling so that only rules already existing within our

grammar could be generated. Under this restriction the parse completion algorithm becomes a
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Figure 2: Partitions and labellings for the derivation tree in figure 1.

"-" represents an unlabelled partition.

simple top-down parser. With different restrictions new rules of varying power may be added to

an existing grammar.

The RHS of rules may be classified according to whether they contain terminals, non-terminals

that have previously appeared in the grammar, new non-terminals, and various combinations of

the above. In addition, classification may be based on the length of the rules, and the order of the

RHS constituents (i.e., new rules may only be formed by extending the RHS of an existing rule).

Using these classification schemes, a panial order of RHS formats may be defined [18]. (This

partial order of RHS formats is distinct from the partial order of grammars in the generalization

hierarchy mentioned previously.) The algorithm is designed so that a particular point in this

panial order may be selected, or the program may be permitted to move through the panial order

itself. In this latter mode, the weakest class of RHS format4 is tried first, and stronger RHS

formats are tried only if the weaker ones fail to allow the parse to succeed. In this manner the

program searches automatically for useful combinations of RHS formats. RHS formats were

derived for several interesting types of grammars including Left Linear, Right Linear, Greibach

Normal Form, and Chomsky Normal Form [18].

4In this context weakest means least general, or smallest. This is in contrast to the standard logical definition of
'weaker" in which weaker classes are supersets of stronger classes.



In investigating these RHS formats,5 the allowed rule formats could be divided into those

which added additional structure to the grammar, and those that served to generalize the class of

strings accepted by the grammar. Additional structure is introduced by rules which contain

terminals or new non-terminals. It is perhaps easiest to see this by considering the class of Right

Linear grammars for a moment. There is a finite state machine corresponding to each grammar

in this class. Adding a rule with only terminals on the RHS corresponds to adding a new

transition from some state to the final state. Adding a rule with a new non-terminal corresponds

to adding a new state to the machine. In both cases we are creating a new path in the machine

from the start state to the final state which contains no loops or repeated states. This new path

contains at least one state or one transition that is unique from any other path in the machine

which contains no loops or repeated states. It is in this sense that we say structure has been added

to the machine, or the corresponding grammar. On the other hand, adding a rule containing an

old non-terminal corresponds to adding a transition between two existing states. We have

generalized the machine in the sense that we have combined the first part of one existing set of

paths with the second part of another existing set of paths. If in this process we have created a

loop in the machine, then we have converted a finite language into an infinite language

containing an arbitrary number of repetitions of some substring. These notions of adding

structure versus generalizing the grammar can be extended to context free grammars (see [18]).

The RHS formats for Right or Left Linear grammars and Chomsky Normal Form grammars

can both be shown to define a partial order over the set of grammars consistent with the

examples. (Note that this is a partial order over the grammars themselves, not over the RHS

formats.) Furthermore, these partial orders are well defined and finitely bounded,6 and can

therefore be used to define a version space-like structure for these grammar classes (see [18]).

This structure is useful in deriving a number of properties about induction algorithms for these

grammar classes.

One important result that can be derived is that under certain conditions, and given only a set

-Only Right Linear and Chomsky Normal Form were studied in detail, as these are representative of the classes of
Linear and Context Free grammars. The other grammar types may be converted to one of these two forms by a
simple mechanical transformation ( see [10] for proofs and definitions of these grammar types).

bounds however are quite large, even for simple grammars, hence computation of the entire partial order is
often not practical.



of positive example strings, a least committment induction algorithm will always converge to a

single grammar in bounded time (for proofs see [18]). The key idea is that it is not possible to

arbitrarily introduce rule forms which add structure and rule forms which generalize. Unless a

certain minimal amount of structure is present first, the algorithm will over-generalize and fail to

converge.

The important question is how much structure is necessary to prevent over-generalization. One

can show that if the examples are ordered so that the shortest ones come first, and if the learner

starts out by adding only rules that introduce structure, then there is a well defined point at which

no further structure need be added, and one can begin to introduce rules which generalize.7

Identifying the point at which no further structure need be added is equivalent to defining a space

complexity bound for the language being induced.

The derivation of the above results also suggested that certain felicity conditions [26] can be

defined which will also permit convergence. These conditions require the teacher to identify to

the student whether a particular example is an example of a new concept in the domain, or

merely a generalization of concepts the student has seen before (for details see [18]).

3 Conclusion
Our purpose was to explore the class of Parse Completion algorithms. In pursuing that

purpose, we have produced a well defined design space for this class of algorithms. This design

space is defined by a partial order over the RHS formats of new rules which may be added to

complete a parse. One of the most interesting divisions based on RHS formats divided rules into

those which added additional structure to the grammar, and those which generalized existing

structure. This particular division led to the discovery of biases under which an induction

algorithm can be designed which will always converge to a single, most specific, context free

grammar from a finite set of positive example strings. Certain additional conditions must also be

met to guarantee convergence. These conditions can be expressed as a complexity bound on the

language, which uniquely identifies the point at which no additional structure needs to be added

to the grammar. These conditions can also be expressed as felicity conditions, which require the

teacher to distinguish examples that introduce a new concept from examples that only serve to

7These results are based on the Pumping Lemmas for regular and context free languages and are discussed in
[18].
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generalize existing concepts. Perhaps the most imponant point to be learned from this study is

that a systematic attempt to understand an induction domain can lead to useful insights for

designing induction algorithms for that domain.
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