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Abstract

Advances in Software Engineering provided us a set of modem programming tools for building large,
complex software systems. Various toolsets can cover the wide range of the software development life
cydle from the requirement analysis phase to the debugging and the maintenance phases. However,
many of these modem tools are not quite effective for building and analyzing complex real-ime systems.
An additional toolset such as a timing tool, a schedulability analyzer, and a real-time monitor/debugger
should be developed to reduce the complexity of real-time software. In this paper, we describe an
interactive analysis tool, called Scheduler1-2-3, which can perform the scheduiability analysis for
development of real-time computing systems. The schedulability analysis can verify whether all hard
real-time tasks in a target system will complete by their deadlines or not at the system design phase.
Scheduler1-2-3 is a window-based inleractive standalone tool, and i can also be used as a synthelic
workload generator as a part of an integrated toolset that consists of a timing tool, a schedulability
analyzer, and a real-time monitor/debugger.

This research was supported in part by the U.S. Naval Ocean Systems Center under contract number
N66001-87-C-0155, by the Office of Naval Research under contract number N00014-84-K-0734, and by
the Federal Systems Division of IBM Corporation under University Agreement YA-278067. The views
and conclusions contained in this document are those of the authors and should not be interpreted as
representing official policies, either expressed or implied, of NOSC, ONR, IBM, or the U.S. Government.
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1. Introduction

Advances in Software Engineering provided us with a set of modern programming tools for building
large, complex software systems. Various tool sets can cover the wide range of the software development
life cycle from a requirement analysis phase to the debugging and the maintenance phases [1, 5].
However, we cannot simply reuse the existing tool set for designing and building complex real-time
computing systems without considering the time management capabilities. For instance, an interactive
debugging tool in Smalltalk-80 [6] allows us to track down a “logical® bug in a program very well.
However, it is almost impossibie to detect or fix a timing bug (error) for real-time programs.

What we are missing in real-time systems engineering is good real-time programming methodclogies,
real-time specification methods, high-ievel real-time languages, and a real-time toolset which allows us to
manage real-time programs in a reliable and predictable fashion. For instance, Ada' [22] is a good high-
level language for managing a large, complex programs, however, there are many practical problems in
its tasking semantics for embedded hard real-time applications [4]. Classical linear time temporai logic is
also rather insufficient for expressing real-time systems safety or liveness properties. H cannot specity its
temporal property within a certain time bound. An extended mods! of the temporal logic such as a Real-
Time Temporal Logic (RTL)[16] is necessary to deal with the real-ime programs. Similarly, many
existing software tools cannot provide support for detecting and eliminating a timing error in the target

program.

Recently, several attempts have been made to provide better real-time software tools for developing
complex real-time systems. At Carnegie-Melion University, development of a real-time kemel, called
ARTS, is currently underway. The ARTS kernel provides a distributed real-time computing environment
based on an object-oriented computation model. This kerel Cooperates with an integrated toolset which
consists of a timing too!, a schedulability analyzer and a real-time monitor/debugger. In this paper, we will
focus on our interactive schedulability analyzer, Scheduler!-2-3 2. First, we present the overview of the
real-time computational model we use. Then, we present the objectives of Scheduler 1-2-3 and its
internal structure. We also describe both techniques adopted for the schedulability analysis and its
interactive operations, and we Compare our approach with other reiated approaches. We then summarize
our works and mention future extensions. First of all, fet us review software tools which focus on the
prediction, detection, and elimination of the timing errors in real-time systems, before stepping into the
detail discussion of Scheduler1-2-3.

1.1. Timing tools

Unfortunately, most high-level programming languages do not treat "time" as a first class object, then
any timing constraint on a reakHtime activity must be imposed implicitly. This type of “implicit binding"
between a code segment and time causes many common timing errors. One way of avoiding the error is
to use "time” in the real-time program explicitly. Then, a timing tool which can estimate or measure the
average, the worst, and the best case of the timing characteristics of a given program module would be
very handy. The timing tool shouid be available at the design phase as well as the debugging phase.

'Ada is a registered trademark of the U.S. Government, Ada Jaint Program Office.

20f course, the name of Schedulert-2-3 came from Lotus?-2-2 which is a registered trade mark of Lotus Deavetopment
Corporation.



An example of such timing tools has been developed for the SARTOR Envircnment {15], and it can
estimate the timing information (i.e., cpu execution time) for a given code segment using a
microprocessor simulator. There is also a real-time programming language, called Real-Time Euclid
[71 which was designed with a set of schedulability analysis provisions built-in for the sake of
schedulability analysis.

1.2. Schedulability Analysis Tools

A schedulability analysis tool can verify whether a given real-time task set can meet their timing
constraints or not. The benefits of this tool is that it is possible to foresee the schedulability of the target
system in prior to the implementation phase. In general, the predictability of the analyzer heavily depends
on the scheduling policies the target system use. It is desirable that the analyzer can be applied to
various scheduling policies. Moreover, the analyzer should be able to take into account various types of
practical system overheads.

There are well-known schedulability analysis algorithms [10, 11, 14], however, practical interactive
analysis tools have not been demonstrated yet.

1.3. Real-Time Monitoring/Debugging Tools

By virtue of systematic programming paradigms like data encapsulation, modern debuggers fully
support to detect and eliminate logical errors in non-real-time programs; on the other hand, testing and
verifying timing correctness has been done only in ad hoc manner. It is very hard to track down the timing
bugs, since the timing bug sometimes affect the system beyond the task boundaries. This makes it really '
ditficult to find out the origins of the timing errors.

Time encapsulation, the notion 1o capture timing error at the point where the probiem originates, is
needed [21]. A powerful real-time monitoring/debugging tool should be able to capture a timing bug in
cooperation with the previously mentioned tools.

Furthermore, a monitor/debugger shouid be able to show the runtime system behaviors and is
hopefully noninvasive. Like non real-time debugging tool, a real-time debugger may also require ordinary
debugging features such as traces, breackpoints, and stack examiners. However, the difficult probiem in
real-time debugging is that the system overhead due to the debugger might cause a new timing error in
the integrated testing stage. For instance, debugging statements seen in non-real-time programs are
fikely to affect timing correctness, even though logical correctness can be verified with such features. In
this sense, the real-time monitor/debugger should minimize the system overhead.

A real-ime monitoring tool has been built in the DCT (Distributed Computer Testbed) system [2]. In
DCT, a large amount of hardware is used for system instrumentation and it could achieve a high degree
of noninvasive monitoring. A global synchronized clock provided the system with the system-wide
monitoring activities. The ART Real-Time Monitor [21] employs a software approach to the runtime
monitoring. Many probes are embedded in a real-time kernel to capture interesting events, and collected
events are reported to a remote monitoring subsystem. A Distributed Program Monitor by Miller [13] is
also a software approach for monitoring system behavior in a distributed environment. Software oriented
approaches cannot be completely noninvasive; nonetheless, maximum interference caused by monitoring
activities should be predictable and minimized.



2. Real-Time Computational Model

The biggest difference between real-time systems and non real-time systems is time-critical nature.
Real-time systems must respond on external activities. Response must be done in time. Ameng various
types of real-time systems, we first classify the real-time computing tasks as hard real-time or soft
real-time. By the hard real-time task we mean that the task must complete its actlvities by its "hard”
deadline time, otherwise it wili cause undesirable damage or a fatal error to the system. The soft real-time
task, on the other hand, does not have such "hard” deadline and it still make sense to the system to
complete the task even if it passed its "critical” (i.e. soft deadline) time. Suppose we use a "value function®
[12, 20] which represents the task’'s contribution {i.e., semantic value} to the system as a function of time,
we can illustrate the difference. The hard real-time task indicates a step function where the discontinuity
occurs at its deadline while the soft real-time has a continuous (linear or non-linear) decreasing function
after its critical time.

In both types, a task can be either periodic or aperiodic. A periodic task P, is defined by the total
computation time C,, period T, while an aperiodic task AP, is defined by the total computation time C,, its
distributicn D;, mean arrival time M, and standard deviation S;. In particular, when a hard real-time task is
an aperiodic, we call it a sporadic task where consecutive requests of the task initiation are kept at least Q
unit of time apart [14). It shouid be noted that it is not our intention to {imit the task execution time as a
constant. We can always incorporate a stochastic execution model, once we have a better analytical
result. The classification of the hard and soft real-time tasks is depicted in Figure 2-1.

- Pariodic
ard Real-Time)
(_Periadic )
Soft Reai-Time )¢ Perladic

Aperiodic

(Real-Time Task

Figure 2-1: The Real-Time Computationaf Model

In general, real-time systems do not consist of a specific type of real-time tasks. It often consists of a
mixture of hard and soft, and periodic or aperiodic (sporadic) activitles. For instance, in the Inertial
Navigation System (INS) experiment [3] , there are seven hard and periodic tasks: Attitude Updater
(0.9/2.5), Velocity Updater (4/40), Atlitude Sender {10/62.5), Navigation Sender (20/1000), Status Display
(100/1000), Runtime BIT (5/1000), Position Updater (25/1250) where a pair of numbers indicates its
execution time over the period. There are also a few soft and aperiodic tasks such as a Keyboard
Command Processor, Console Keyboard Interrupt Service Routine, and Console Screen Interrupt Service
Routine. In some of embedded real-time systems, the majority of the task are hard and periodic reai-time
tasks, while some of large, distributed real-time systems may have more soft and aperiodic activities due
to the use of distributed database systems or expert systems,



" 3. The Schedulability Analyzer

3.1. Objectives

The main objective is to provide an interactive design tool that makes it easy to design a complex
real-time system. For the existing systems, the Scheduler1-2-3 can be used to predict the timing effects
due to software and hardware modification. Another objective is to utiize Schedulert-2-3 as a synthetic
workload generator, which can be integrated with the other test tools, the timing tool and the real-ime
monitor/debugger. The objectives are summarized as following.

« Schedulability Analysis

The schedulability is verified for the given hard deadiine task sets under the given scheduling
algorithm. Currently, we are interested in analysis on the the rate monotonic [11], the first-in
first-out (FiFO), the closest deadline first and the round robin scheduling. If a given task set is
not scheduiable, the following information is reported, namely, when a deadiine will be
missed first time and which task misses its deadline. Furthermore, Scheduler1-2-3 gives
some intelligent suggestions based on the period transtormation method [18].
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Figure 3-1: System Configuration of the ART Real-Time Testbed

« Response Time Analysis for Aperiodic Tasks

Performance of the given sets of aperiodic tasks with soft deadlines is given under arbitrary
scheduling algorithms for aperiodic tasks. By means of a simulation, Scheduler?-2-3
estimates the average response times of those aperiodic tasks based on the given statistical
parameters, like mean arrival time, standard deviation and distribution.

« Monitorabillty Analysis
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Figure 3-2: System Flow in the ART Real-Time Testbed

The interference of the monitoring and debugging activities in runtime should be not only
minimized but also predicted because real-lime systems are time-criticai. Our runlime
monitoring approach [21] adds a monotoring task in advance to the target task set so that
monitoring overhead can be analyzed by Scheduler?-2-3 before hand. in addition,
Scheduler 1-2-3 predicts the maximum capacity of the monitoring task under a given
scheduting policy so as not to have the monitoring capacity overwhelmed by too many event
occurrence. For the sake of simplicity, we call this analysis monitorability analysis in remider
of this paper.

+ Easy-to-use Interface

An interactive user interface is provided on a window system of bitmap display for ease of
use. This interface makes it possible for users to enjoy schedulability analysis without precise
knowledge of intemnal analysis procedures.

» Synthetic Workload Generator

To confirm the schedutabiiity of the given task set on a practical environment, Scheduleri-2-3
outputs a workload table on which a synthetic real-time task set can be generated. Synthetic
tasks with workload specified would be tested on the ART Real-Time Testbed as ilustrated in
Figure 3-1.

3.2. Structure

Scheduler1-2-3 consists of three major modules. They are the Analysis module, the File interface
module and the User intertace module, as depicted in Figure 3-2. It is easy to port Scheduier1-2-3 to
other hosts or to apply the analysis module to another purpose. Those major modules are structured
independently of each other.

= Analysis Module

The analysis module performs schedulability analysis, response time analysis for aperiodic



tasks and monitorability analysis. The rate monotonic algorithm (1 1] is currently available for
schedulability analysis of hard deadline tasks. The scheduling algorithm for aperiodic tasks
is currently based on the deferrable server algorithm [9]. Analysis steps are explained in the
following section.

« File interface Module

Generating a synthetic workload table and reading/writing a task definition file are done by
this module. As depicted in Figure 3-2, a test program is created from a synthetic workload
tabie to be executed on the ART Real-Time Testbed. A task set definition table is a collection
of binary data of the parameters of the given task set. This table is used to save the time to
re-input the task set definition.

« User Interface Moduie

This module provides an easy-to-use interactive user interface based on a window system.
The user interface is implemented independently of the analysis pan. The current
implementation has been done on the window system on Sun3 workstation®. It is possible
noth to use Scheduleri-2-3 on windlowless hosts and lo port it on other window systems
4owing to the independent structure of major modules.
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Figure 3-3: Analysis Steps in Scheduler1-2-3

35un3 is the trademark of Sun Micresystems. Inc.

*Porting it onto X.11-window is now underway.



3.3. Task Analysis

We will describe the task analysis techniques based on the rate monotonic scheduling algorithm in this
section. Although scheduiability of real-time tasks is very difficuit to predict, the rate monotenic scheduiing
makes it possible to analyze the schedulability with the closed formula described in this section. Even If
the activities of the task set include interprocess communication or mutuai exclusion among the task set,
the closed form analysis is still possible by using the priority inheritance algorithm [18]. Simulation part will
be added to deal with the other scheduling policies.

3.3.1. Schedulability Analysis

The rate monotonic scheduiing gives higher priority in execution to more frequently executed periodic
tasks. The scheduiability analysis is carried out along with the following three steps as shown in Figure
3-3. Suppose there are n periodic tasks whose periods and execution times are represented as T; and C,
respectively, where 1 < <n and Iy sT, < ... <T,

Step1 - Utllization Bound Check:

Under the rate monotonic scheduling, if processor (CPU) utilization is less than # . 2177 1) with »
periodic tasks in the given task set, which is approximately equal to /2 2 = 0.6935, it has been proved to be
schedulable [11). Therefore, a task set with CPU utilization which is not higher than this limitation is
reported to be schedulable, and the subsequent steps are omitted.

Step2 - Harmonic Task Check:

Further research on the rate monotonic algorithm leads to a more sophisticated verification technique,
called the Task-Lumping Technigue [17]. This technique is used to predict the schedutlability if CPU
utilization by a given task set exceeds /n 2. This Lumping technique tries to lump tasks together so that
schedulability test becomes easier and simpler. The Lumping technique is applied iteratively from the
most frequency task up to the least frequency task. If all tasks are successfully lumped together, the given
task set is proved to be schedulable. One lumping is described as below.

1. The first step tried to lump task, and task., ,, where | < < n-1, K T.,, 18 a multiple of T,

I3
those two tasks are calied hammonic and lumped together into one task, T; whose period is
T

M+l

2. CPU utilization of task 1, is verified, if task; and task,,, are harmonic. CPU utilization of T

1

C/T;+Cy I T;,,, is below 100 percent, schedulability is guaranteed up to task,, .

3. If those two tasks are not harmonic, namely T , is not a multiple of T;, schedulability has to
be checked explicitly. In period of T4y, i both tasks get allocated CPU time that are longer
than or equal to their execution times, those tasks turned out to be schedulable and those

two are lumped into 7; whose period is set o the least common multiple of 7, and 7, ,.

4. If task; and task., , are scheduiable, T; would be regarded as task in the next lumping.

I

Step3 - Critical Zone Check:

Because the Lumping technique is slightly pessimistic, all schedulable task set cannot be found by the
lumping technique. In this case, the decision is made by the third stage test, which is a kind of numerical

Sin average case, the rata monotonic algorithm can schedule task sets with (.88 or more CPU utilization [8}.



simulation of the criticai zone as itlustrated below,

1. Schedulability of task, the highest frequent periodic task, is verified by confirming its
execution time is less than or equal to its period (C, < T,).

2. For every periodic task(2<i<n), check points are set by calculating arrival points of all
periodic tasks that are higher frequent than task;

Sets of check points are represented as S; = (k- T;} for 1 sk s[T,/TJand t <1<

3. At every check point, CPU utilization is calculated and checked whether utilization is less
than or equal to 100 percent. If CPU utilization exceeds 100 percent at any check point, it is
reported that task,s |7,/ 7] + 1% anival causes missed deadiine, and the simutation fafled;
otherwise, there is at least 1 way to schedule / tasks so that all of them will meet their
deadlines.

4. If this simulation finishes successfully for all n periodic tasks, the task set is schedulable.

An amendment - Context switching overhead:

Overhead caused by the context switching must be taken into account, because task creation and
elimination consume considerable processor time, and this overhead is not avoidable when periodic tasks
which repeat creation and elimination are handled. Scheduleri-2-3 can take context switching overhead
into s schedulability analysis by adding those overhead twice into the execution time of every periodic
tasks before an analysis begins.

3.3.2. Integrated Scheduiability Analysis with Aperiodic Tasks

It is important to minimize the response time of aperiodic soft deadline tasks as well, because real-time
systems are often mixture of hard real-time tasks and soft real-time tasks. The deferrable server algorithm
[8] is a newly proposed algorithm which performs better than other algorithm for handling aperiodic tasks,
{i.e. the back ground or the polling) under the rate monotonic scheduling. Suppose a set of n periodic
tasks, this algorithm adds an extra periodic task, called the deferrable server, with C, execution time and
T, period with priority defined by T in the rate monotonic scheduling. If T, is the shortest, the deterrable
server has the highest priority. The deferrable server uses preserved CPU time C_ to service to aperiodic
tasks which arrive by the end of period T,.. Because the highest priority is given to the deferrable server
and the maximum cpu time is reserved for the execution time for the server, namely, aperiodic tasks, this
algorithm improves response time of aperiodic tasks in hard real-time environment in comparison with the
back ground or the polling algorithms.

Scheduler1-2-3 sets the deferrable server's period to the highest period in the task set, when an
analysis includes aperiodic tasks. Then maximum stack time that may be allocated to the deferrable
server is found by means of a binary search. Nonetheless, it is possible to set the period arbitrarily by
hand and to see the schedulability.

3.3.3. Monitorability analysis

The analysis that verifies whether or not the runtime system behavior can be monitored is done by the
worst case analysis. First, if the monitoring task (Reporter) is not included in the task set, it reports that
the task set cannot be monitored. The Reporter task is in charge of sending evertt information over the
network to the "Visualizer", where event information is anailyzed and visualized. if there is the Reporter,



the maximum number of events that can occur in one Reporter's period is estimated. If the number of
events taking piace in one Reporter's period overwhelms the Reporter's capability of sending event
information over the network, event information will be lost eventually. In that case, this task set is not
"monitorable”. The precise analysis steps are described in [21).

3.4. User Interface

Scheduler1-2-3 is characterized by its interactive user interface based on a window system of bitmap
display. As illustrated in Figure 3-4, the window of Schedulert-2-3 is conceptually divided into 3
subwindows. To begin with, a user gives a set of parameters to Scheduler1-2-3 through the editing
window, and all input parameters is displayed on the display window where the task set under analysis
are displayed. Operations are triggered by clicking the buttons on the cperation window with a mouse. For
instance, clicking the Cyelic button tells Scheduler1-2-3 to stant schedulability analysis for periodic tasks.
The results would be printed on the message window, which appears and disappears as necessary. The
schedulability analysis, handling context overhead and integrated analysis including aperiodic tasks, are
operated in the following interactive manner.

Display Window

sedow l

Editing window

Figure 3-4: The Window Layout of Scheduleri-2-3

3.4.1. Schedulabillty analysis

An analysis is performed for the INS task set [3}, (see Section 2), in Figure 3-5. All necessary timing
parameters were already set through the editing window. By clicking the Cyclic button on the operation
window the analysis is started, and then as displayed in the message window, the result of analysis
shows this task set is schedulable with 0.86 CPU utilization.

3.4.2. Context switching overhead

Context overhead was taken through the editing window. The effect context overhead has on
schedulability is typically iilustrated in Figure 3-6, which first shows the task set that used to be
schedulable in Figure 3-5 becomes non-schedulable when context overhead is added. Then, as a resuit
of the analysis, Scheduter?-2-3 reponts that the Velocity Updater task will miss its deadline at its 4th
arrivaf.
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3.4.3. Integrated analysis

Creation of the deferrable server and the result of anaiysis with the deferrable server task is depicted
by Figure 3-7 in case of the INS task set. Clicking the Acyclic button creates the deferrable server task
automatically and goes into the analysis steps. This example indicates that the schedulability is
maintained with 0.96 CPU ufilization.

3.4.4. Monitorability analysis

Monitorability is analyzed simuitaneously along with other analyses as shown in Figure 3-8, where the
INS task set can be monitored with maximum number of events coming up in a period of the monitoring
task being about 51.6. '

3.5. Synthetic Workload Generator

This facility makes Scheduler?-2-3 an efficient integrated tool, which can work in the practical wond.
For the purpose of testing on the ART Real-Time Testbed, Schedulert-2-3 generates a workioad table
after the schedulability analysis. The workload table would be included into a testing program that
generates synthetic workload, then the schedulability is practicaily tested on the ART Real-Time Testbed,
A workload table is shown in Figure 3-9, which would be an include file of a C program.
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Figure 3-7: An Analysis with a Deferrable Server

4. Related Work

We introduced our approach to schedulability analysis based on an interactive analysis tool. Our
approach can be classified as the "lool oriented” approach introducing an integrated toolset. Similar
approaches has scarcely attempted. On the other hand. some theoretical approaches and language
oriented approaches has been proposed. An strong point of the theoretical approach is its generality.
Theoretical approach is not limited to a specific scheduling algorithm, the host machine's architecture or
the language used to describe the target system. Meanwhile fewer constraints sometimes leads to a
pessimistic or oversimpiified analysis. The language orented approach uses real-time praogramming
languages. This approach takes advantage of precise analysis based on the fanguage specification. By a
real-time programming language, we mean a high-level language which explicitly binds the timing
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typadaf struct{

char t_avail;

char t_name [MAXTASEKNAME] ;

char t_typs;

unsigned int t_period;

unsigned int t_axec;

unsignad int t _prio;

unsigned int t_phase;

} XL_SCHED ELM;

r\o001
"\QOL’
' \OOL’
\ool’
7\001’
r\O01’
"\00OY’
*\000’
\00o"
’\ooo’

v

v

’

r

’

3

r\opo1’,
T\00L1,

'\001’
*\000’

’

Data structurs

"Attitude Opdater”, ’ \000’, 25, 9, 0, O,
"Velocity Updatar”, ' 000/, 400, 40, 0, 0,
'lttitud._s.nd..r' , *\o00‘, €25, 100, O, O,
"Navigation Sender", \000’, 10000, 200, 0, O,
“gtatus_Display”, ’\000’, 10000, 1000, O, O,
“"Run_Time BIT", \000’, 12500, 250, O, O,
"Position_ Updater”, '’ \000’, %00, 5Q, 0, O,

"HAT,
g

.
.

A",

*\o0O’,
' \000',
\0go’ ,

500, 0, 0, O,
500, 0, 0, O,
500, 0, 0, O,

"Conlol._ﬂ_:!ll', r\oo1’, %00Q, 20, 0, O,
“consola Jcresen ISR", '\001’, S00, 34, 0, O,

"KB_CMD Processor”, '\001’, 500, &, 0, O,

"HA*,

*Yoo1’,

500, 0, 0, O,

File format

Figure 3-9: The Workioad Table for the INS Task Set

constraints with the code segment. However, a big drawback is that it is very hard to analyze systems
written in other fanguages.

In this section, we review two theoretical approaches: Leinbaugh's well known formula [10] and Real-
Time Temporal Logic. A real-time programming language {Real-Time Euclid) oriented is also discussed.
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4.1. Leinbaugh’s Algorithm

A formula well known for analyzing the schedulability of periodic tasks with hard deadline has been
given by Leinbaugh. The schedulability analysis technique introduced in this approach congists of the
following items.

rate; = TOIN, / (GI; ~ TOTR, ~ TOTD, - B))

* rate;: The ratio of processor time allocated to perform non-critical sections of task, The
following constraint must be kept. Y1 rare. <1

* TOTN;: Total processor time for performing non-critical sections, which implies task, can be
interrupted and taken over by taskj that begins non-interruptabie execution.

* GT;: The Guaranteed response time of task,, representing the period of task,.

¢ TOTR;: Total execution time for critical sections included task;'s execution. Critical sections
are non-preemptable. TOTR, may be called non-interruptable execution time.,

* TOTD;: Total time spent by task; on handling devices; the worst case should be known
precisely.

* B;: Blockage delay by other tasks due to preemption, queuing delay in handling device,
critical section and delay by time sharing policy. in the worst case, 5. is calculated with the
following formula.

B;=3, TOTR; - (GT,/ GT} + 1) + 8D,

where i%; and if taskj has possibility to interfere with the activity of task;. BD, represents
queuing delay in handling devices.

In other words, if TOTR;, TOTD,, TOIN, B, and BD; are known for all task, where | </ < n, and
schedulability can be verified by check whether or not the condition Zf:l rate;<1 is kept. This approach
takes into critical sections in schedulability anatysis. And it is scheduling algorithm independent.
However, the items above strongly depend on the scheduling policy, so the analysis results in scheduling
policy dependent; otherwise, the apalysis is too pessimistic. For example, B; can be reduced to

T.

TOTR; (. T'_'f + ). The priority inheritance protocol provides us with another approach for handling critical
I

sections,

4.2. Real-Time Euclid and Schedalyzer

Stoyenko introduced Real-Time Euclid [19], which is designed with a set of schedulability analysis
provisions built-in for the sake of schedulability analysis. The worst case analysis is done by the closest
deadline first algorithm based on the Leinbaugh's approach. The Real-Time Euclid based Schedulability
Analyzer, called Schedalyzer consists of the front end and the back end. The front end is a sort of timing

can be aiso anaiyzed at the compiiation time. However, the available scheduling policy is limited.
Besides, it is very hard to apply this approach to existing systems implemented in various languages
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other than Real-Time Euclid.

4.3. Real-Time Temporal Logic

Real-Time Temporal Logic (RTL) is proposed by Ostroff [16] extending Extended State Machine (ESM)
with time bounded events. This approach models a Real-Time syslem such as a chemical plant with
ESMs, and specifies timing specifications of those systems in RTL. Then, system behaviors, l.e. including
schedulability, can be verified. Therefore, this approach might give us a scheme to analyze system
behavior more precisely, not only in the task level but the procedure or function level, if all timing
specifications of target systems can be represented completely in RTL.

5. Future Work

One of our primary objectives is to provide an interactive tool for a real-time sysiem designer to modify
or upgrade the existing real-ime systems. However, the current implementation of Scheduler1-2-3 can
analyze the rate monotonic algorithm for a hard and periodic task set. To analyze other scheduling
policies, Scheduler1-2-3 should be extended to be able to perform an efficient simulation of the given
policy. Another immediate extension is related to the response time analysis for aperiodic tasks. Not only
the deferrable server algorithm, but a background, polling, priority exchange algorithms should be
included to compare the effectiveness of the algorithms.

Two important extensions are also planned in more sophisticated capabilities for the analysis. One is
an extension for intelligent diagnostics which include intelligent suggestions (e.g. a result from a period
transformation method) to improve the schedulability. Another extension is related with the response time
analy_éis for aperiodic tasks. The current analysis for the aperiodic task set is to estimate their response
time under a given scheduling policy. However, a reversed analysis is also important. That is, for a given
response time requirement of the aperiodic task set, Scheduler1-2-3 should be able to estimate the
necessary specifications of the deferrable server or anything that can produce the given response time.
The goal of this reversed analysis would be to exploit a scheduling scheme for a mixture of periodic and
sporadic tasks. Finally, we are also planning to extend the domain of the real-time computationai model
to a distributed environment, a stochastic execution modei, as well as a cooperating task set using shared
variables or message passing by using the priority inheritance algorithm.

6. Summary

Despite advances in Software Engineering, a good programming tools for real-time systems are
missing. In particulas, we need to develop a better tool set which can easily deteci or eliminate nasty
"timing error” from a real-time program. In this paper, we described an interactive schedulability analyzer,
Scheduler1-2-3, which can analyze whether a given task set can meet their liming constraints or not at
the system design phase. Scheduler1-2-3 can also be used as a synthetic workload generator for the
ART testbed and can cooperate with a real-time monitor, [t then allows us to verify our scheduling policy
on the testbed. We also demonstrated the practicability and ease of use of Scheduler1-2-3illustrated by
a few examples of the INS task set. Our priority based scheduling analysis scheme is much effective in
the communication domain. Finally, various exiensions of the analysis capabilities of Scheduler1-2-3 are
under way and soon it will be able to perform more sophisticated integrated analysis for the mixture of the
hard periodic and soft aperiodic tasks.
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