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Studies in Problem Solving: Subject 3 on the.Crypt-arithmetic*
Task DONALD 4 GERALD = ROBERT

Allen Newell

This paper provides another item in a larger effort to develop infor-
mation processing theories df human problem solving. The conceptual foundations
of the theory stem from work in constructing computer programs to accompliah
tasks requiring intelligence. Since the peneral issues, methodology, and pribf
work in applying theze tools to theories of human behavior have been coverad
elsewhere by several investigators, we will only bring out those aspects
necessdary to put the current work in context.*k

lInformation processing theories lend themselves to the dgvelmpment of
programs that simulate segments of Iindividual behavior. Typically, a subject ,
is put to a task requiring complex reasoning -- playing chess, proving thecrems,
discovering complicated concepts -- and asked to think aloud while he works.

The raw data available for analysis, usually called the protocol, consists of

a tape recording of the subject's verbal behavior plus other notations‘necessary
to record pertinent behavior, such as writing. The protocel lancludes the experi-
menter's behavior as wéll, although his participation is usuwally minimized

inteationally,

* I am indebted to my colleague H. A, Simon for his contribution to this
work, This research was supported by Research Grant MH-0772201 from the
Wational Institutes of Health.

b The collection of papers in Feigenbaum and Feldman [7] provides many
examples of work in artificial intelligence and computer simulation of coguitive
procesges, More extended discussion of the methodelogy i# to be found in
Reitman [24], Newell and Simon [20] and Miller, Galantetr and Pribram [12].

The current study 1s used extensively in a more general paper on protacol
analysis [15].




The task of data analysis consists of at least two steps. First is the
production of the transcript from the raw recording and measurements, This
invariébly loses information, since the total range of verbal behavior is not
rendered with fidelity by standard secrctarial-level transcriﬁtion, even when
done carefully. Pauses, pace, intonations, and much paralinguistic material
are lost. Since no one has yet concerned himself with this aspect of the data
analysis in connection with simulation studies, we will have nothiné more to
gay about it here directly {(but sce [23]). Even without it, a protocol of a
typical session lasting a quarter of an hour provides a wealth of data.

The second stage of analysis is the production of a computer program
that "simulates" the behavior as revealed in the protocol. Simulation means
putting the behavior of the program (whose record is often called the trace)
in one-oune correspondence, at some level, with the human's behavior.

There are difficulties in assessing this correspondence, The most
important relates to qualitiative comparison on task information. In chess,
for example, both trace and prﬁtocol identify not only moves made or comsideread,
but features of the board that are notiéed and evaluated, decision points in
the analysis, etc., Numerical measures are not easily adequate teo these com-
parisons, since the full range of task contént‘is invelved. This difficulty
iz a direct consequence of the richness of the theory -- of the kinds of things
it is able to assert about the human behavior, Still, it makes the apparatus

of statistical testing difficult to apply.

There are other difficulties as well, Errors in correspondence are of
different sorts. One expects the verbal output to be unecven -- to pass in

silence over many things of importance. Therefore, not everything in the trace
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would be expected to show in the protocel, ﬁléo, one must speclfy (but, very
seldom does precisely) at what level the program's behavior ié to be taken
serigusly. As one moves from gross behavior towards machine code, both the
organization and the instructions reflect increasingly the structure of current
programming languages (and ultimately, computers).

The paradigm presented gbove suggests the development of a unique program
to correspond to each protocal. In truth, of course, one wishes to postu-
late a common set of mechanisms to describe the behavior of the same person
over many tasks, or even to describe the behavior of many pecple. This commu-
nality is to be tempered by the Ffact that large individual differences do exist,
and that it may be possible to evoke quite distinct sets of behaviors froﬁ the
same person by changing the siruation sufficiently. In any event, there have
been some attempts to develop general program structures,.within which indi-
vidual variants can be formed to account for individual protocols‘[9, 19],

A difficulty plagues the analyst in deoing this. Programs do not lend

themselves to parameterization im the same way that standard mathematical systems
do. More p;ecisely, the variations cannot always be represented easily by re-
placing 2 constant by a variable in the expressions of the theory, where the
variable ranges over a éimple domain {such as the feal numbers}, In programs

thé variaticn is often over a class of data structures, or a class of programs

-- e.g., problem solving methods.

Actually, the close fit of the individual program to a single segment
of behavior looks more like a data point than a theory. That is, each program
is a completely particularized version of 2 more general theory not yet

formulated precisely., Hepefully, developing a large number of examples may
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lead to inducing more clearly the common structure and the form of individusl
differences. The particularizéd program may be the appropriate description of
the raw behavior, from which properties of revelance can be extracted., One
cannot read significant features of the behavior without £{irst describing it this
way, any more than one can read signal out of noise without appropriate statis-
tical processing,

The present stuay continues the accumutation of specific examples and
the develcopment of techniques for protocol analysis. It is devoted exclu-
. sively to the analysis of a single protocol. It follows up a technique used
in a prior study of a chess protocol [21], in which an attempt was made to
provide a rather exhaustive analysis prier to construction eof a progfam. No
attempt was made there to take the final step to the program. 4 similar
approach will be taken here, making use of a different task.

We start with an analysis of the task, introducing the technical
app#ratus needed to describe the subject's behavior. Then we give a gross

description of the protocol, followed by the detailed analysis.

Analysis of the Task

Crypt-arithmetic task. The following problem is presented to the subject

DONRALD D = 5
+GERALD
ROBERT
In the above expression, each letter represents a digit;
i.e., 0, ¥, ... 9. For example, you knew that D is 5.
Each letter is a distinct digit. For example, no other

letter than D may equal 5. What digits should be assigned

to the letters such that, when the letters are replaced
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by their cdrresponding digits, the above sum is satisfied.

This form of puzzle has been christened "cf?#t-arithmetic" by Maxey

Brooke, who has ccilected a large number of examples [4]. Apparently, the
“only prior use of the task in psychology has been Bértlett‘s [2], which

stimulated cur use of the task.

Problem Sggcés. To analyse the behavior of the subject we Introduce

the notion of a problem space., This consists of a set of positions {or nodes)

each of which represents a gtate of knowledge about the pfoblem. There is also

a set of operators that apply to states of knowledge to produce new states of

Enowledge. & problem'is posed in this space by giving an initiai;;tate cf
knowiedge‘and requiring that a path be found to a finai state of knowledge
that includes the answer to the problem,*

Many problem spaces can be defined for a single problem. Each is to be
defined by giving the class of expressions that can represent the states qf
knowledge, and then defining the set of coperators in terma of these expressions.
To do this convéniently-wé will make use of Backus Hormal Form terminolopy [13.
This permité us to construct schemes for expressioﬁs, and assign suitably

restricted domains for them. For instance, consider:

e i= 1cg
1 := a|B|D|E|c|L|n]o|R|T
4 1= 0]1]2}3}4|516]7|8|9

These notlons are essentially those Introduced in constructing heuristie
programs, sometimes geing under the name of the maze-model of problem solving
[17], sometimes under the name of heuristic search [16]. Our use ¢f the term
probiem space is consistent with these; cur use of "state of knowledge® for
the node expresses a preferred interpretation, : :




The lower case underlined alphabetic symbols represgent c¢lasses, Jd is
the class of digite; 1% is the clags of all letters in the problem. The vertical
bar, |, is a metasymbol, used to separate alternative expressicns, or c¢lasses of
expressiong, for a class. Likewige, the colon-equal, :=, 18 used to geparate
the c¢lass name from its definitions. £ is the c¢lass of all expressions where 1
is replaced by a member of 1% (i.e., a letter); 6 is replaced by a digit; and the
aggignment arrow, remains. Examples of je are: B2A<-6, D<-5, etc. Non-members
of e are U-6, be-D, G«-10, H<HL, D=5b.

With these definitionsg in hand we can define a simple problem space for
the DONALD + GERALD tagk. First, we define £, the set of knowledge states:

g8, = e]

We use the metacharacter, *, to indicate the null expression. The last
component of the definition is recursive. Thus it includes £ and £,£ and

and so on; that is, £ consists of lists of assignments. The inter-
pretation is clear: an es expression is the association of a digit to a letter;
an jg expresgsion 18 the conjunction of its termg. Therefore, duplicates from

£ iare strictly redundant.

A

Next we define 7, the sget of operators:
(}> := Make e
Thus, an operatcr makes an assignment, adding it to the state of knowledge.
If s were the current state and Q were the operator BA<-2, then
« Q{s) = s,h<-2

We will call the problem space just defined the legal problem space.

It is about the simplest one in which the total problem can be defined. Simplic

ity refers here to the ease with which such a problem space can be constructed
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on the basis of the instructions given about the problem, Let us state the
instructions for the problem in this space:

legal problem space:

3 i=
o
s* := 5 such that
% in 1 implies x in 3 exactly once
# In d implies x in 5 exactly once
Ded in §
DONALD
+GERALD
ROBERT
Our purpose is not to provide a complete formalization of the specification of
the task, 1In particular s* is not really defined in the space at all. That
1s, a description is given so that a specific state, s, can be recognized.as
an s*., It is possible to consider definitions of a problem space In which the
symbolic expression defining s* 13 gn admissible expression in the gpace. They

would be linguistiéally much more elaborate than the legal problem space we

have just  defined,

Problem Behavior Graphs. Given the operators and the starting node,

one can lay out trees of search that might elther solve the problem or repreaent
the subject's search (or bofh). Figure 1, for example, shows the search tree
férmed by a problem solving system proceediné under the following rules:
1. Search according to the "deprh First" gtrategy;
that is, when ét a pogltieon 5, select an operafﬂr

Q, find Q(s) = s', determine if s' 'is a solution;
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if so terminate (success), If not, search g' according

to the "depth-first" strategy (thét is, ‘recurse), 1If

the search terminates from s' with success, then

terminate with success., If not, then select the next
operator at s, and repeat, If there are no more operators
at s, then terminate with failure.

Generate operators, led, by generating the columns from
right to left, ana 1 within a column from top to bottom,

Generate d in the order 0 through 9.

The test for terminating a branch is the construction of a state that cannot

possibly lead to the solution: one having two different digits assigned to

the same letter, having the same digit assigned to two letters, or having a

false sum. These last steps that reveal the contradiction are not shown ia

the figure. If no checking for failure had been done until the end, then a

tree with 10! terminals would have been generated (or 9! if D5 taken into

account).

The search tree is a way of displaying behavior that permits inferences

back to the program used by the subject.

It is an empirical question whether

the subject will generate a tree in the course of solution, or will use some

quite different solution technique. Likewise, it needs to be shown that a

significant amount of the tree can be inferred from the pretocol. But prior

work and the remainder of this paper settles these doubts,

The example of Figure 1 is overly simple in one important respect: no

part of the tree is searched more than once. Thus the time sequence of genera-

tion can be inferred from the total tree generated. In gemeral this will not
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be the case; the subject (or program) will wander over the same ground rapeatedly.

Thus we will introduce a modification, which we will call.the problem behavior

graph (PBG), which will retair the full information about the dynamics eof search,
The rules for PBG's are:

Rules for Problem Behavior Graph (PRG):

A state of knowledge is represented by a node.
The application of an operator to a state of
knowledge is represented by a horizontal arrow
to the right; the result is the node at the
head of the arrow.

A return to the same state of knowledge as
node X is represented by another node below

X and comnected to it by a vertical linme,

A repeated application of the same operator

to the same state of knowledge is indicated by

doubling the horizontal line,

Time runs to the right and down; thus, the graph
is linearly ordered by time of generation,

These rules are illustrated in Figure 2, The subject starts iﬁ node 1-
in the upper left-hand corner. The first operater applied is Ql, leading the
stdte of knowledge indicated by node 2. Then Q2 is applied, leading to node 3,
At this poiﬁt the subjeet returns to the same state of knowledge as in node 2;
this is shown in node 4. The act of returning was not done via an operation
in the problem space -- that is, by one of the Q's -~ but by some other- operation,
such-as recalling the prior state, or abandoning the information produced by Q2.
Thus, the move from node 3 to node 4 does not show as an operation. At this
point, Ql is applied to node 5 and then a return is made to the state of know-
ledge represented by node 1. Node & must go on the line below nodes 4 and 5,

since it occurred later in time. Ql was again applied, as indicated by the
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Figure 2: Basic definition of Problem Behavior Graph (PBG)
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double line emanating from node 6. The connection between node 7 and nodes
2 and 4 12 not indicated in the graph.

The problem selver is viewed as alﬁays being located at some ncode in the
PG, searching for a solution by generating yet other nodes, Yet the act of
search itself gener;tes information in addition to that represented by the

state of knowledge at the current node. One varilety is path information: the

subject knows something about how he got to the node. Note that there may be
many paths to the same node (as 345 = 8, 444 = 8, 2%4 = 8, 24/3 = B, etc.), so
that path information is not necessarily derivable from the sgate of knowledge.
In our earlier example, given the state it 1s possible to derive which operators
were applied; but it is not possible to determine either their order or whether
they were applied more than once. Another variety of additional information
is about past attempts.  At-node.-4 (Figure 2).the problem solver muat know that
hé has been in this state before and that Q2 was applicd. Otherwise, hé should
lapp}y Q2, rather than Ql. Tt is of céurae pogsible to be back in the same
situation without kﬁowiﬁg the full history of past attempts; this is quite’
possible at node 7, for instance, Both thesec varieties of information are
functions of a node, so that we should think of the state of knowlecdge in each
node being expanded to include them.

Initially two nodes are given directly to the problem solver, s, and
-s% (often, as we noted, oply a2 test for s* iz piven), During the ecourse of
search additional nodes may be retained in such a way that they are avgilable
to the problem‘aolver "directly" =-- that is, without regeneration within the

problem space. Some of these may be tied to the path leading to the current

node, but others may become independent of the current position, The stock,
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as we will call it, constitutes the pool of states that is available for the
caontinvation of problem solving if the current node is abandoned (as it must be
eventually on every dead branch). It‘plays an impartant rale in problem solving.

Additional information of a permanent nature (avallable independent of
the current position) may be extracted from the states of knowledge as the
problem solver searches through them. No special representation of such black-
board information* is included in the PBG, despite 1ts importance.

Begides these varieties of knowledge, there ig associated with each node
several processes;

Evaluation:

Does g=a*? ' :
Does s have information that should be saved?
Should 5 be added to the stock?

Should search continue from s?

Should the problem space be abandoned?

Select next operator to be applied

Is it desirable?
Will it work?
Yas 1t been used before?

Apply operator to produce new sktake of knowladge

(May not always be successful)

Select new node from stock
{Given decision not to continue)

All these processes may be highly complex and extended in time. They may

involve further search in problem spaces of their owm, and extensive variation

*
"Blackboard"™ refers to the analogy of many people putting information on

a common blackboard where it is available for all to use, independent of its
order of recording and source,
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in the state of knowledge about facets of the total problem not represented by
this pfoblem‘space. Likewise, several of the processes may be absent in
speciél cases, or independent of the current node and so hetter viewed as a
conmon process -~ e.g., the selection of a new node. We will still write a node
at the head of every arrow, even though no new state of knowledge was produced;
thus, a node may.be vacucus. This convention is convenient, since the inference
that a resﬁlt 1s not éctually produced may not occur until late in the data

analyszis,

Varieties of problem solving. We are councerned in this section with how

problem solving proceeds in a given problem space. The next section will dis-
cuss multiple problem spaces for the same problem.

The basic structure of problem spaces dictates that problem solving takes
the form of search. 1t also determines where the opportunities (and necessities)
for further choice occur, and hence where intelligence can enter, The three
iteﬁs Just given -- evaluation, operator selection, and node selection --
summarize these entry points, However, they cannot be dealt with independently,
lsince problem solving appears to proceed according to various strategles or
methods that dictate coordingtion between all three categories. Thus, we will

organize our comments around generalized methods,

Forward search. The simplest way of searching invelves generating

the operators in some fixed order (according to their own structure, such as
trying the-digits in numcrical order), and testing for whether a solution (or
progress) is obtained. The search given in Figure 1 was so generated. We will
term any method that uses an operator generator that is basically independent

of the position, a forward search method.




Even with a fixed generator there are still various gtrategies of
search available. One extreme 1s the depth-first strategy. already illustrated,
in which a position once generated and accepted immediately becomes the starting
point for further search, and all search that will occur from that position is
completed before returning to any positions pricr to it. Another extreme is the

breadth-first strategy, in which all positions at a given depth from the

initial pogition are generated before going on to any that are deeper.

Both these strategies have substantial, though differing, memory requirements
for the stock of positions. The depth-first strategy demands perfect retenticn
of all the positions in the path leading to the current position; the breadth-
first strategy demands perfect retention of all positions at a given depth
(whose number generally will increase exponentially with increasing depth).
Other strategies can be constructed that have legs gtringent memery reguire-
ments; these involve repeated searches over the same ground. An example is the

progressive-deepening strategy discussed in the analysis on chess already

menticned [21]. One version of this requires only that the initial position

be retained, since the search always returns to the initial position. However,
gome other blackboard information must be retained to gradually move the search
through the space.

Means-ends analysis. In the definition of a prcblem a desired

object, s*, is given (or determined). 1In the forward search method z process
must exist that tests if s is either g* or constitutes progress toward s*.
If, in addition, s* is used in the selection (or ordering) of the operators to

be applied at s, then we term the method, means-ends analysis. That 1s, the

means (i.e., the operators) are chosen with a view towards the end {i.e., s+*).
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Both forward search and means-ends analysis provide direction to thinking, But,
to use some analogies, the direction shown by forward search is like that of
water flowing down a hill:; it would spread in all directions, and it is the
shape of the environment that makes it appear to seek the bottom of the hill
(the tests of progress). The direction of means~ends analysis is like that of
the servo: a comparison is continually made with the final end, and action
taken to diminish the difference.

In general means-ends analysis requires the detection of a dif-
ference between the current state of knowledge and the desired one, d(s,s*),
and thié difference is used to make the selection, Q¢ = £(d). Of course, only
selection functions leading to operators that reduce or eliminate differences
would be of much use. Only in limiting cases will the selection be dependent
only on g%, These mechanisms ave well illustrated in GPS [19], where the
ldifference is obtained by a match process and the selection function {(f, above)
_is given explicitly as a table of connectlons,

In terms of the PBG there is no need to represent the final state
in the graph, since it is common information available at all nodes. Conse-
quently, the existence of means-ends analysils will be revealed only by the kind

of lawful behavior shown in the selection of operators.

Goals and goal hierarchies. As we have just noted, in case there
is # single goal there is no need to represent it in the PBG. However, if the
goal changes from time to time, then it is important to know.what‘goal {or goals)
is being attemﬁted from a given state of knowledge, We could view this infor-
mation as being part of the state of knowleage. This would require, howefef,

that we augment the set of operators with some that set and abandon goals,




T

& ~ 1 rm

™

™

=

AN T anas TR v B i

- 17 -

for we have identified the states of knowledge as constructable on the basis
of the operators: if we are at s and apply Q, then the new state of knowledge
is s' = Q(s). If there were to be an unrecorded change of goals, this would
no longer be the case.

What sbrts of goals are possible within the framework of a problem
space? First, one can seek states of knowledge as yet unattained. That is, one
may say "get s." This implies that s is obtained through the applicatioh of
operators to states of knowledge that already exist. It need not be the case
that the desired ilis fully known; the s* in our legal problem space is only
specified as a member of a set of s. Exactly what sets are possible of expres-
sion depends on the particular problem space, It will have to be specified as
¢learly as we have specified operators, in order to define the goal setting
operators. It is also possible to ''check s"; that is, to verify some knowledge
already obtained.

Besides seeking new states of knowledge, it is possible to seek
to apply operators. A given operator need not be applicable to an arbitrarily
given state of knowledge. One can then have a goal to "apply Q to s." Such a
goal can be attained only if something changes, since, by hypothesis, Q cannot
be applied to s. One can either seek an s', such that Q can be applied to s';
or seek a Q' such that Q' does apply to s (one might fiddle with both, of
course), In fact the formef appears much the more likely, since the problem
space is already devoted to obtaining new s's. To find new Q's in any way be-
sides relatively fixed operator selection processes, requires a problem space

that has operators for states of knowledge and metaoperators for searching

through these.




- 18 -

These ideas lead to PBG's like that shown in Figure 3. At sl the
act of setting a goal is selected, so that at s2 the search is on for s*,
. Operatox Ql is applied, yielding a new state, 3. From s3 operator Q2 is
attempted but fails, and the goal of applying Q2 is selected {nstead. Thus at
4 the search is on for how to do Q2, Q3 is applied, leading to 55, which is
apparently the end of the search for the acting goal, saince Q2 is applied, lead-
ing to 56. Next, Q4 is applied
Figure 3 is ambiguous about what goal is being sought at a6, 0One
assumption, which defines some of the path information kept by the problem
gsolver, is the following:
Goal stack assumption: The goals occurring in the path
to the current state of knowledge are stacked in the
order of thelr occurrence (most recent on top). The top
geal in the stack is the current goal. When it is

attained or abandoned the stack is popped, and the next
goal down becomes the new current goal, o

It is an empirical matter whether this goal stack assumptibn is
justified for.a particular problem solver, If it is (and it will be true to a
first approximation for the protocol of this paper), then Figure 3 becomes an
adequate reﬁresentatioﬁ of the search; and Q4 is being applied in the search
for s*,

We have discussed the representation and mechanics of goal for-
mation, but have net dcélt with the various rules for when to change goals and
what new goals to introduce. For instance, one rule used by GPS is always to
set up the éubgoal of applying an operator if there is difficulty in so doing.
In fact, the simplest versions of GPS can be completely described as a means-

ends analysis problem solver obeying the goal stack assumption and always
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Figure 3: Example of goals as operators.




- 20 -

setting up apply operator subgoals,®

Desired states, as we have already seen, may be expressed as a
set of possible states to be attained. Desired operators may also ba only
partially specified. For example, "Adding some odd digit' is a possible operator
in the DONALTHGERALD taék. In both céscs it is possible that further acticns
could be taken to sﬁecify the goal, Thus Figure & shows a series of specifying
actions, both of the desired state and of the operator Lo atiain it, In terms
of problem spaces we could say that there exists a problem space whose states
of knowledge are the various expressable subelasses of operators. The operators
of this space are acts of specification that produce ever smaller subclasses.
Likewise, we could talk of a similatr problem space for the specification of
degired states. In some cases we may feel that such problem spaces are nec-
essary to describe the subject's problem solving, More often, as will be the
¢ase in the analysis of this paper, the specification acts can be adequately
characterized as fixed processes of the same kind as operater selectien and
state cvaluation processcs.

Several problem spaces, The foregeing comments have tried to make clear

gome of the different.ways problem solving wmight proceed in a given space and
how it might be reflected in the PBG. Even there, as we enriched the kinds of
things talked about ~- to desired states and desired operators -- we had to
decide whether to introduce several spaces or stay with one. More generally,
problem solving can proceed with the aid of several related spaces, as long

* This is the informatlion expressed in the diagram showing the three main
methods [sce, for example 19, Figure 3],
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as operations exist for passing information back and forth between them. Of
course, given two problem spaces (g, Q) and (s', Q') it is always possible to
consider that there is only a single space, whose states are the pair (g, 5")
and whose operators are the uniom Qu3}'; where it Is understood that an operator
only acts on its own subspace, Factorization into two spaces maﬁes sense where
interaction between them -- expressed by the number of creoss-over links -- is
low enough for the spaces to have separate identities, Let us consider some

examples,

Working forward and working backward. Given a problem space,
{s, Q), we can construct amother, (5, '), that has the same states of know-
ledge, but uses the operators inverse to these in Q. Working with § is working
forward; working with Q' is working backward. It is possible for a problem
solver to wander freely from one of these spaces to the other -- closing the
gap from giﬁher direction, Often, both for computer programs and for humaﬁs,
'solving occurs exclusively in one or the other. If a pféblem solver worked
alternately in one for awhile and then the othef for awhile, one would still
want to keep the two spaces separate, Sometimes the difficulty in wcrﬁing back~
ward stems from the additiomal generality required. Thus, in the legal problem
space the desired state, s¥*, is given as a set of states. Consequently the in-
verse operators of Q cannot work on it, To work backwards would require creating
operators that derive an expression for the states that lead to classes of
states, Once this was done, one could apply these extended operators both for-
wards and backwards and have a more powerful problem solver. But none of the

subjects we have observed created such operators in DORALTHGERALD,
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External and internal responses. The amount of informatiom

obtained from subjects about an instance of probleni solving can vary. At the one
extreme we can cbtain only the final solutien, if found. Alternatively, we might
provide some way for the subject to indicate something about where he is during
the solution process. In the DONALDHGERALD task a matural way to do this is to
permic (or require} the subject to write down the varlous digits asseciated with
the letters as he determines them, We can view the subject as working in a
problem space that has a2 written disgplay of the problem with vari@-us letters re-
placed by digits, Filgure 5 describes this a little more formally, where the
display is indicated by rows (r} and columns ().

We view the subject as dolng considerable internal processing, sco
that the act of writing (including the decision of what to write) is wot a simple
cperation, but is {tself developad after a search in some internal problem space
(or spaces), We use verbal behavier to tap into this internal space. WNow, the
verbal comment

Myell, N might be 7. If it were..”
is as much an overt resﬁonsa as the command "Will you write down N equals 7 on
the board." However, rather than erect yet ancther problem space, we will view
the verbal behavior as'ﬁ direct sampling of the internal space.

The question at the moment is how Lo represent the action taking
place in the two spaces. One view Is given in Figure 6. The PBC in the internal
space 1s represented as if it were the main one., At those nodes where a decision
18 made to aﬁply an operator in the external space, a notation is made. In our
figure this is shown by a vertical line down to the lower plane. The external
fBG is much distorted, since the positiom of the operators is dictated by the

internal PRG.




External Problem Space

r := rl|r2|r3
c := Cl|c2|c3|c4|c5|c]|cT
w o= 1jd
i := 1|lcller
7654321
wwwwww Tl
X = ra

WWWWWW
WWWWWWW T3

Figure 5:
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rows (r dropped if clear)

columns (¢ dropped if clear)

characters in display

ingtances of a letter

board
DONALD 50NALS
XI: GERALD XI' : GERALS
ROBERT ROBERT

write operators

5/D12 write 5 for D at cl,r2
9/E5 write 9 for E at cb
2/G write 2 for G

L/1L21 rewrite L at <2,rl

Externial problem space definition.
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INTERN 4L

Figure 6: 1Internal-external PBG, type 1.
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An alternative view is shown in Figure 7, This is the view from
the external space. Each writing act is shown having an entire PBG in the
internal space devoted to its determination., Such a subgraph might be devoted
to selecting the operator, to testing its feasibility before 'actually"
applying 1it, etec.

Each of these two views can be correct under different assumptions
about the processing.' Figure 6 assumes that the act of writing produces no
change in the state of knowledge. The external space is epiphenomenal, so to
speak, However, it still might play a role with respect to the recording of
information ~«~ functioning as the blackboard or the stock of nodes to which the
subject can return., Contrariwise, Figure 7 assumes that all the processing in
the internal space is entirely subservient to the external act, so that after
the external act is made, no other information is available to the subject than
that shown by the now external state. A completely stimulus bound orgaﬁism
.woqld be represented by Figure 7. If neither of these e%tremes were approxi-
mated, one could treat the two spaces as one, showing operators of both kinds

intermixed in one large FPEG.

Individual operators and class opérators. Let us start with the
legal problem space (s, Q) for DONALIHGERALD, If we take the kinds of infor-
mation that make up its states of knowledge -- the assignments, led -- as‘
'primitive,lthen we can construct a new problem space whose states of knowledge
;re disjunctions of these primitive individuals. That is, it may be known only
that R is 1, 3; 5, 7 or 9 or that E is 0 or 9. For these states of knowlgdge to

be operational there must exist operators tha take such states of knowledge and
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WRITE

Figure 7:

Internal -external PBG, type 2.
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produce new ones, For example, knowing that two letters were assigned odd
digits, we could conclude that their sum is even, without ever considering the
exact digits that were assigned. Thus, class information need not be given as
an explicir enumeration, but according to some system of properties (in this
case even-oddness),

Much additional power comes through the ability to work with
classes rather than individuals. Basically, it provides the ability to do in
one search what would take a vast examination of cases if the members of the set
were enumerated, (When dealing with infinite sets, of course, such enumeration
is ruled out in principle,) Thus in the even-odd example, the same conclusion
about the sum ¢an be reached by considering 5x5 = 25 caseé (since we are working
only with the ten digits),

It should be clear that there are not just two spaces, the primi-
five one admitting only elementary facts, and the one édmitting all degrees of
clasgification, Rather, there is a series of inereasingly powerful spaces
depenéing on what operators exist for producing néw states of knowledge. 1In
general one would expect a problem solver to operate in the most powerful $paée
for which hé has the operators, However if the more powerful operators are too
costly in some way (such as having to take time to write on paper)}, then the
subject might alternate between a less powerful space (in his head) and a more
powerful one (on papef). '

Planning. To drive across thé country one can first consult a map
and then; héviﬁg planned the trip, take to the car and actually drive it, It is
clear that problem solving in two spaces is being carried out: in the space of

the map and in the space of the actual country, Figure B shows the relationship.
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/ BIAHINE SIHEE

| S
A~ 7T
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DETHAILED
SHBL @f-'

Figure B8: PEG for planning.
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The top plan is the map, the bottom the country. Problem solving first takes
place in the map. When a solution ("the plan") is found .there, as indicated

by the first sequence of nodeg, labeled {1) through {4), problem solving
{"implementation™} can start in the more detailed space, Each ¢f the nodes in
the plan sets up a goal in the lower space, which requires some search to atrain
it.

The map-counkry exampie involves two spaces that are quite distinct
in their characteristics. However, planning and implementation often car occur
in the same space. The requirement is a vich encugh set of operators so that a
solution can be found that ignores er assumes some kinds of information. Then
this solution path can become the plan for working out the details., Actually,
in the DONALDHGERALD protocol that we will examine no extensive planning oecrurs,
However, a conceivable type of planning is one that endeavors to determine what
erder to consider the letters, as in the following line of reasoning:

Since D is determined, then T is determined. Thus, the

carzy infa column 2 is known, Hen;e something is known

about R, But then column 6 should tell us semething

about G, D being known and R being partly known. But the

carry into celumn 6 isn't known, so the value of O and

maybe E had better be found first. ..."

The operators here are akin to the counting of equatioms and unknowns, The
result is a gdod order for the generation of operations, as in Figure 1. (It

is doubtful that a plan at this level could discover the optimal order.}
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First Phase Analvsis of the Protocol

Overview of the protococl. The previous section has given us enough

tools to start the protocol analysis. The protocol is reproduced in full at

the end of the paper. It was taken in the Spring of 1960; little is known about
the subject except that he was a male college student at Carnegie Institute of
Technology. No separate record ié available on what was written down, although
it is usually clear from the protocol when something is written, as in B9,
Likewise, no separate timing information is available. However, there are a
total of 2186 words. Since other protocols under similar ¢onditions average
about two words a second, we estimate the length of this one at gbout 20 minutes.
Timing information is not critical, since we have no way of making use of it..

The protocol has been broken up into short phrases, labeled B1l, B2, ...,

B321l. This includes the remarks of both the subject and the experimenter, The

phrasing is based on a naive assessment of what constitutes a single task
assertion or reference, It is meant to ease reference and does not affect the
analysis explicitly. However, the total number of phrases, 321, does give some
indication of how many ﬁata are present -- one phrase every three to four
seconds, Considering how much most of us think can go on in a few seconds this
may seem a rather low density.

The most basic question about such data is to what extent the phrases
have an unambiguous meaning. The verbalizations are free, and so we can expect
-- and get -- exchanges such as B169 - B176 which includes "I still feel as
though I'm baring my soul." In general, however, the task provides an extremely
narrow context which m;kes interpretation relatively easy.

One might feel that the verbalizations should be encoded into some formal
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categories, in order t& make it clear what information was being used in the
analysis. This was tried in the chess analysis already mentioned {21], without
returns commensurate with the effort. There appear to be some objections in
principle to such an encoding, especially where the content of the utterances is
to be preserved. 1In any event, in practice those parts which are easy to code,
don't need it -- e.B. B189: "I'm going to make R a 9" or73208: "that means that
A 4+ A has to equal 10." Those parts which are not, should be kept in their
original form in order to extract any information they do contain -- e.g., Blb6
and B17: "that are each -- somewhere --" or B62 - B65: "Now if the -- Oh, I'm
sorry I said something incorrect here, I'm making -- no, no, I didn't either."
As a matter of fact, breaking the utterance up into small phrases goes a long
ways towards isolating a series of unambiguous "measurements" of what information
. the subject had at particular times. These measurements carry the main burden
of the analysisj the ambiguous ones that are left operate mostly as weaker checks
of consistency, |

We now turn to an analysils of §3's problem solving behavior. Various
additional issues of interpretation willtbe dealt with as they come up in the
context of'fhe analysis.

The Problem Spaces of S3. An examination of the protocol shows the

following characteristics, which must be encompassed in a formalization of the
subject's problem spaces.

1. The subject writes some things down, but long periods go by with
no writing.‘ Thus, there are at least two problem spaces,

2. Several kinds of actions occur: the assigning of digits to letters;
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inferring of relationships from the columns of the sum; and the generating of

digits that satisfy certain relationships. For example:
B43, "if we agsume that L ig, say, 1." (assignment)
B44. "we'll have 1 + 1 that's 3 or R --" (inference)
B26. "So R can be 1, 3, not 5, 7 or 8." (generatiomn)

3. The relations that occur are equality, inequality, and even-oddness.
Equality must be kept distinct from assignment, since the subject appears to
know throughout whether a digit has been inferred equal to a letter or assigned

to that letter. Examples:

B134. "A would have to equal 5." (egquality)}
B58. “R has to be a number greater than 5." (inequality}
B22. "which will mean that R has to be an odd number." (parity)
BYS. "0f course, this is all going on the assumption that
R is 7 --" [after Bfl, ‘Bo we'll start back here and

make it a 7."] {(asgignment distinct from eguality)
4. The subject is able to comnsider disjunctive sets. Example:
B74. "But now I know that G has to be either 1 or 2.0
5. Although the subject frequently states equations, these all corres-
pond to the reading of a column; there is no evidence of the algebraic manip-
ulation of equations. (Such manipulations do show up clearly in protocols of
other subjects.)
6. With respect to carries, the subject is able to use them in infer-
ences, to infer them, to seek them, and (possibly) to assign them. For example:
B70. "because 3 + 3 is 6 + 1 is 7." (use)

B85. “which would mean that I was then carrying 1 into
the left hand column." (inference)
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BZ61. "Ihere's no place where I can get L + L
to equal more than 10,s0 I could make -- (seek)

B221. “"suppose I would carry 2 from the columm.™ (assign)
The last example shows that the valves of the carry cannot be restricted to 0
and 1 fox this subject,
7+ There exisgt a few actiens and kinds of informatlen that lie ocutside

the range indicated above. These occur so rarely that they mest be handled in

an ad hoc fashion in any event. Examples:

B40.  "Possibly the best way te get to this {(reference to
problem is to try different possible a method)
e solutionsg, !
- B50, "it's not possible that there could be {an operation to
another letter in front of this R is it? obtain infor-~
Is it or not? mation from
experimenter)

e

We can now describe the preoblem space that appears to cover most of the

protocdl. It is an infernal gpace, in which writing operations into an extermal
space occur occasionally, in the manner of Figure 6. This internal space is
ghowvn in Figure 9. It is an expanded version of the legal problem space,
althcuéL for completeness we have repeated thing:s set forth earlier. Some of
the distinétions made within it are dictated by coinsiderations yet to come,

A few examples will serve to ﬁake the specification c¢lear and to explain

the few sﬁecial symbols that occur in iz,
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Internal Problem Space

2 la [~
%

Tre

i<

Im‘ to

R o

o
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i}

e

1

I

1t

a|B|p|E|GjL|N|oO|R]T

0j1]2]3]4|5]6|7|8|9

dlxly

tl|e2] 3] t4| 5| t6]t7 |

PC(e)|GN(w | av(x) | D, 4d)
get yv|get ee|get 1s|

check e|check cs

Figure 9:

letters

digits

digits or variables for digits

carries
variables

letter sets

ls = all 1

fls = all d still free
digit sets

ds = all d

fds = all d still free

column sets
cs = all ¢

relations

properties

suffixes

elementary expressions
expressions

states

operators

goals

Internal problem space definition.
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Dex the letter O is assigned a digit x
{a spccific one, but whose value is
not yet known)

A=5-p A=5 is not possible
G=3,4 G iz 3 or 4
t6? The value of t6 (the carry into column 6)

15 unknown.

get B Obtain the valuc of B
get t3=] Obtain the value of t3 tao be 1
N free N is any digit; i.e., there is no additional

constraints to the selection of a value of N.
Four operators are given, which are used to generate new states of infor-
mation from old. Initially, we will describe these in gross terms by the kind
of information they put out and the kind of Information they use as Input. This
will be enough to identify their occurrence in the protocol., We will discuss

later what consistent algorithms can be fashioned that describe the occurrences

of the operators.

PC(e) Process column ¢, The input to PC is all the information
in the state about the three letters and two carries
associated with a column. The ocutput is an expression, e,
about some of the variables (1 and t) of the columm,

The specification of what variable to get information
about may or may not be determined prior to performing
PC; if so we can write PG(c,v).

Examples: t1 rl + 12 =13 ¢, output

i+1
cl 0 D=5 D=5 T 7 T=0, t2-1
¢2 1 L L R 7 R odd

c6 ? D=5 6 R 0 G=1,2; t6?
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GH(¥) Generate v. The input to GN is a variable with
whatever information is known about it. The ocutput
is the set of admissible values, not taking into
account whether or not the values are assigned to
other letters,

Examples cutput
L {nothing known} 0,1,2, ...
R odd -1,3,5,7,9
R odd, R>5 7,9

AV{v) Assign value to v, The input to AV is a variable with
- whatever information is known about it, The output I1s
an assignment of a digit to that wariable., If the digit
to be assigned is determined prior to performing AV,
we can write AV(v,d).

Examples cutput
AV(L) Lel
AV(R) - RS

TD(1,d} Test if d admissible for 1. The input to TD is a
letter with whatever is known about it, and a
digit, The ocutput is a statement either that the
digit is admissible or that is not. TID takes into
account 1) whether d is used for another 1, or 2)
whether d is outside the known restrictions for
the given 1.

The Problem Behavior Graph ef S§3. Figure 10 gives the behavior graph

for the subject. The conventions are those already laid out., No operationé
into the external problem space are shown; instead at those points where some-
thing was written we have put an Xi in the ﬁpper right hand corner of the box,
giving the name of the new external display. These are shown on the last page
of the figure, Figure 10 has had to be folded rather badly to pet the tree onto

page-sized sheets, Figure 11 gives the cutline of the total tree. It also
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Figure 10: Crypt-arithmetic: Initial segment of Problem Behavior Graph.
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Figure 10 (continued)
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Figure 10 (continued)
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Figure 10 (continued)
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Figure 10 ({continued)
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B45

B72

Bl64

B185
B186
B187
B191
B249
.B??l

B278

X1

X2

X3

X4

X5

Yl

¥2

Y3

Y4

X6

X7

X8

DONALD
GERALD
ROBERT

50NALS
GERALS
ROBERO

50NA1S
GE3Al5
30BE30

SONA35

GE7A35
7OBEVO

S0NA3S
1E7A35
70BE70

DONALD
CERALD
ROBERT

DONALS

GEBALS
ROBERO

DONA95
GERA95
ROBERD

SONA4S
GE9A45
90BES0

5xNA35
197A35
7xB970

SkNABS
197485
7xB970

5xN435
197485
7xB970

B295

B301

B302
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X9 5x6485
197485
7x8970

X10  5x6485
197485
7x3970

X11 526485
197485
723970

Notes for numbered operators

)

(2)

(3)

4)
()

(6)
(7)

(8)

Interaction with experimenter to define
problem,

Asking experimenfer about t7 -- i.e.,
on definition of the problem.

Recall of information from B136; we
have no operator for this,

Experimenter interjects E:U*p(TzOS). '

Digit based operation (given O-p find
all 1 affected)?

Given a solution, to evoke checking behavior,

Given a sclution, to evoke findimg all
solutions, '

Shifting assigoments, but how?

Figure 10 (continued)
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provides a summary of the main problem sclving episcdes, a matter that we shall
not ;ake up qntil all the other analysis is completé.

Each 6f the nodes_corresponds to an interval iﬁ the prnfocol. The
B-nuﬁbersrin-the upper left give the approximate starting peint; and lines have
been drawn across the protecol at these peints. Where the divisions were not
fine enough, we have simply used decimal numbers -- e.g., B64.1 -- to indicate
an occurreﬁce somewhere after the—phrase. Occasionally items of information
occur‘thay are sufficiently unique so that itrﬂid not seem apprepriate to add
them to.the repertoire of operators or states; these are iﬁﬁicated by circled
footnote numbers == e.g., around B48, B49. The oﬁly_other convention adopted'can
be seen at B30G,1. Here each generated digit is tested by TP and one of them,
R=5, is rejected, Rather than depict the entire loop between GH and TD, we haﬁe
simply put & jagged right side to B30.1 to indicate fhat the B28 box is sub- -
ofdina£ed to the generator and executed repeatedly, Other examples of this
occur at B99 and B103.

Let us see how the encoding goes. We adopt a point of view that anythiﬁg
that makes a difference in thelstaté, as defined by s, should be noted and maﬁe

into an operator. (The four operators given are the end result of ceding, of
course, and were not deﬁided upon ; prioril.) Various other kinds of information,
mﬁst notably what columm is being considered, are not shown in this problem
space,

Starting at the beginniﬁg {Bl} we have an exchange that 1s really cutside
the problem space, since it involves clarification of the ?ules.' Not wanting to
include it iﬁ the first real n&de, we simply indicaée this by a special feotnote

{(1). Likewise we conventionally indicate that the initial board position, X1,
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is already set up by the experimenter. For the second node, B5, we have a clear
~ statement considering the two D's, asserting their value, and concluding that T
1s zero. The coding of this as the operator PC(cl) is clear. Some open
questions are 1) when did the inference actually occur; 2) why was ¢l considered;
35 was it desired to find the value of T before processing cl; and 4) was it also
concluded that t2=1? About some of these questions we do not need to have
answers. As to the first question, we only need the approximate ordering of
pFocessing, which 1s quite clear from the protocol. As to the second question
" we have declared the selection of columns to be internal to each node and thus
irrelevant to the problem graph. (Actually, we will return to it later.) The
tﬁird quastion is relevant, but we adopt the view that unless specific infor-
mation is available on the vari;ble desired, we will not record it. Finally,
although it is plausible that t2=1 ig inferred since 5 + 5 = 10, there 1is no
immediate evidence. However, later behavior (B21) shows that in fagt this
information was retalned.

Turning to the next node, B8, we will find it useful to consider it in
‘conjunétion with node B20. 1In this latter we clearly have a consideration of
¢2 with the inference of R odd, 1f we write down what happens before this we
“have:

B8-B9Y Writing prior result

B10-~B11 Searching for a next step with no result
in terms of our problem space.

B12-B13 Another writing step, when the D in c6 is
noticed; conceivably new information is
obtained, but certainly no evidence for it
appears.
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Bl4-B1%9 Consideration of c2, ¢3, A4, L and R in-the
apparent seacch for a next step, No new
information obtained in our problem space.

© B20-B22 Processing of c¢2,

The concern with R, clearly indicated in Bl8 and B19, lead to the Inference that
the decisfon to process c2 L¢ based partly on the decision to obtain some infor-
mation about R. Thus we code B8 with the goal of getting R. The things occur-
ring prier to B18 all belong within a node: the operatlons of writing and the
(attempted) selection of eolumns on which to work. If the inference to 'get R"
were ieés.clear, we would have only & single node for BB to B22, whosé operator
would be PC{c2).

It is cle;r that in B23 and B25 rhe reasoning.used in B20 to B22 is
Tepeated, Why the repetition occurred is not as apparent, It might be that the
repetition is to check the processing =~ to assure that the inference is correct.
That a correction cam occur the second time around is shown by thé sequence B3Z2 -
B15, yielding G even, and the Immediate repeat, B36 - B3B8, leading to the reali-
zation that nc such_inference is possible., MHowever, the repetition may alsc be
determined by the structuring of the experimental situation to get the subject
te talk. In any event, we need to create a node, B22.1, for the result of thé
firét PC{c2) and then back wp one for the second at B23,

In B26 - B30 there is an expliéit generation of the odd diglits, following
immediately upon the (confirmed) conclusion that R is odd. Thus the inference
ihat GN(R) occurred i3 not problematic. It is also apparent that the generation

does not take into account what values are already used, That is, the already

used digit, 5, is generated and explicitly rejected, rather than skipped over.

‘ This supporta the inforence that TD was applied to the output of GN. It is not

o
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as clear, of course, that TD was applied to 1, 3, 7 and 9, since these were QK
and no special indication of their acceptability is provided. Thus, some assump-
tions of parsimony enter into the coding: if TD was applied sometimes and some-
timeé not, then a process must have existed to make this decision: but this
process would have had to perform (uniformly) the same function as TD, namely,
to determine if a digit were used; consequently, it is simpler to assume that TD
was applied uniformly. (A comment has already been made on the special struc-
turing of the graph for B30,1 and 328.,)

B31 signals a pause, since the experimenter breaks in with a prod to talk.
Since there is no evidence in what follows B32 that the refinement of the infor-
mation to R=1,3,7,9 is used, rather than the more primitive, R odd, it is
inferved that the search backed up., Tt is quite possible that some additional
processing did go on from B30.1 during the pause, but since we have no evidence
for it, we make no explicit note of it, If some new information were obtained,
either. it should show up at B31 (which it doesn't) or at some later time in terms
of some facts for which there is no way to account for how the subject obtailned
them,

Qur purpose is served in the last three pages if they give some appre-
ciation of how one gets from théﬁhata to the behavior graph., Most of the
insténces discussed so far are quite transparent. Similar discussion could
elaborate the rest of the graph, Since we have discussed above about 4% of the
graph, another 70 pages would be required, Much of it would be equally trans-
pareﬁt (and equally dull); a few places would raise serious issues of interpre-
tation. Following the protocol at the end of the paper, we have added notes
that discuss most of these interesting cases. They are labeled by the corres-

ponding B-number,
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Summary. The problem graph is a projection of the total behavior of the
aubiect into a space of our own devising. Thus,‘inrinterpreting the problem
graph we must.take into account the various possibilities for the true situation
relative to what we see in the graph, Let us state first, in strong form, what
the problem graph implies: and then follow this with some possibilities that

could seriously qualify these statements.

The successful encoding of the 83's behavior intc the problem graph of

. Figure 10 implies:

1. The subject's problem solving proceeds in the set of states
of knowledge giveg in the figure. That is, evidence exists that $3 had these
various states of knowledge and that paths exist through them that go from the
initial state to the solution.

2. The operators PC, GN, AV and TD acéount for all transitions
to new states of knowledge. (Returns to prior states are'governgd by other
processes,)

3. The operators, along with a set of processes for selecting
operators, evaluating states of knowledge for termination, and selecting prior
nodes to which to return, constitute a sufficient set of processes for explainiﬁg
the subject's behavior,

In short, the subject's basic ﬁroblem solving method is search, hence
"trial and error," but in a space defined by intellectual operations of a fair
degree of sophistication (PC, GN, AV, TD). These operators provide a definition
of basic competence, similar to the abilities that Gagne [8] has tried to

identify in somewhat simpler arithmetiec situations.
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The true state of affairé can deviate from the zbove assertions in several
ways, deriving either from the sort of information actually used by the subject,
or the complexity of the processes.

1. So far none of the component processes -- the.cperatnrs or the
selection and evalution processes -~ have been spelled out in detail. It may be
that the essential problem solving is done in ome or more of these. If this
were 50, the analysis of the problem graph might be texmed superficial, since
although true emough, it would mot explicate the important processing. Note that
the basiz issue is not the amount of selection performed by the components {e.g.,
by the operator selection process), but whether problem solving is required:
either search in another space; or some other as-yet-unspecified intellectual
Process.

2. It may be that the anzlysis has gone too far -- is too dis-
aggregated, Thus, the graph would show the means vsed to carry out some larger
plan or method without giving any clear indication c¢bout this higher organization.
An analog would be the trace of the machine instructioms carried out by a com~
puter in executing a program., Such a gituatlon woulsl reveal itself in the
capriciousness of various seclectioms, viewed iﬁ terms of locally available infer-
mation, whenever the information about what to do next available in the structure
of the plan or wethod manifested itself.

3., The worst case is that in which the present graph is epi-
phenomenal. That is, cother processes using different (or at least addirional)
informaticn would be actually responsible for the problem solving. As a con-
sequence of these other processes, the subject wﬁuld come to know (and reveal)

the information contained in the graph. If these other processes themselves
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involved a search process in some problem space, the situation would be exactly
like.that depicted in Figure 6; if it were of some other as-yet-unspecified
nature, a pié;ure is not so easily made.

| To illustrate further this possibility, suppose that we had taken as our
problem space the external space, described in Figure 5, Figure 12 shows the
problem graph we would have obtained, and this indeed is epiphenomenal. It
contains very few clues.as to the essential processes that are determining the
" course of problem solving. Indications of this would arise as soon as one tried
to.spécify.the rules for operator selection in terms of the states of knowledge.
For example, since there is no representation in the external space for the fact
that R is 7 or 9, there 1is no way of éaying why R was assigned the value 7 at
B61 and 9 at B189. Or again, note that not until B249 does any evidence for al
concern with E, 0 and columm 5 occur, although these &ominated the subject's
attention from B80 to B162 and from B219 to B243, almost hal f the‘total time,

"Returning to our graph, evidence that it was epiphenomenal would be
expected in a failure to find any rules based on the states of knowledge of ouf
problem spaée for selecting operatbrs and evaluating and selecting nodes.

In all three of the difficulties we have mentioned, in which our chosen
space is superficial, disaggregated, or epiphenomenal, the empirical question is
whether simple selection and evaluatioh rules can be found that make use of the
Information given by the problem space. Examination of these rules is the task

of "the second phase of the analysis.
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Second Phase Analysis of the Protgcol

We now turn to a more intensive analysis of the component processes
assumed by the problem graph. Looked at one way, the graph has segmented the
total protocol into 238 parts, each of which has associated with it one of a
finite set of behaviors (the operator with its particular inputs and outputs).
Each of these nodes also has an associated state of knowledge., If there exist

for the subject definite processes for selection, evaluation, and the carrying

" out of the operators, then within these 238 occurrences enough repetitions of

essentiélly the same situation may occur to induct the proéesses and have some
faith in their reality. It is clear that repetition of decision situation is the
key issue, for if each of the occurrences called forth a unique process, then we
could never have any verification that a broposed process was in fact the one
used. Note, however, that the definition of "the saﬁe decision situation" is

not given a priori. Each of the 238 states of knowledge is uniqué. Therefore
theramount of repetition is definéd after the fact by the nature of a proposed
process and the proposed laws of its evocation.

If the esseﬁtial problem soiving is carried out in the'sgace of Figure 10,
then we would expect that simple, definite algorithms should exist for thé -
component processes, These might utilize'information_not in ti« knowledge state,
but only of either a local kind (such as where aLtention'has been immediately
before) or of a universal kind (such as properties of integers). So far, except
for the operators, we have not beeﬁ entirely specific about thé processes tao be
perfofmed, other than designating them by the funcéions of selection and evalu-
ation. It is not clear that the processes should belorganiied in one-to-one

correspondence with these functions. In fact, our first task is to describe a

scheme for stating rules.
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Productions. Given that our data are a set of correspondences between

states of knowledge and the action that resulted, the natural form for a rule 1s:
cues in knowledge state . 3action

This is to be taken as a conditional expression, in that the action (meaning one
of the 0peratufs along with its operands) will ocecur enly {f Lhe cues occur; if
these do not oceur nothing is imﬁliéd about what aclkion will occcur.

"We can conslder thac the total behavior of a system is made up of a great
many such conditional rules:

Condition[&———aactionl

Cmndltioniwh——;actionz

saa —_— ...

Conditionﬁ-m—h)actionn

Suclh systems are often referred to as production systems, each rule being termed

i EEEﬁEEEEEE' They are often used in syntax analysis {#], but also have bcen
made the base of a general theory of algorithms, called Markov algorithms (11].
Te get a wviable system from a set of productions it is necessary to add
some priﬁciple to resolve conflicts when thé conditions of several productions
are concurrently satisfied. The simplest such scheme, corresponds to a simple
priority. Execcute the first satisfied production in sequence, starting from the
top; then repeat again from the top. Other, more complex, principles are pos-
sible, such as associaring with ecach production a link to the next productien to
he considered., But we will try the simplest first. From the viewpoint of
inducing produclions from the problem graph, the priority scheme is the last

feature Lo become evident since it depends on the toral system of rules.




—_———

——

- 585 -

As introduced above, the action consists of the single operation performed
at the node. We might consider extending the action to include a sequence of
operations:

Condition—————aactionl; actionz; e actionk

Such preductions would‘consist of short plans of action that would integrate

the behavior over a series of nodes. They would correspond to the fact that cur
problem graph was somewhat disaggregated, How much conditionally we admit in the
sequenice is an open question, and need net be decided in advance. At one extreme
the seqﬁeﬁce is totally unconditional. MNext, the sequence'might be terminable

if the actions did not produce appropriate outputs for the next gction in the
sequence. Thus the sequence could be of variable leﬁgth, but of fixed compo-
sition. Next, it might be permitted to have several alternative routes, as in
the standard_flow diagram with conditional transfers:

action_-
9 action3

Condition——3 action test

15
actioné; action5

In the limit, of course, one could admit an entire system of productions for the
actlon part. This latter invclves the ﬁotian—of a subsystem of productions being
evocable in isclated context. With each expansicnrof the conditionality of the
action part of a rule, the rulerbecomes less and less a unit of behavior.

.Since path informétion is part of the state of knowledge of the problem
s&lver, there is no increase in the generality of the behavior producable és we
increase the conditionality pe;mitted. By suitably recording the occurrence of

prier actions any of the more elaborate schemes mentioned above can be reduced
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te a primitive production systeﬁ in which only a single action is taken atAeach
production. TIndeed, the use of a place keeper in the action sequence, which 1s
required in any of the schemes except the simplest, is just such an encoding of
past behavior.

Production system for S3. Thé production system given in Figure 13

purperts ko describ? the behavior of 53 in the problem graph of Figure 10. These
rules were inducted by examinatien of the problem graph aleong with various
notions of how problem solving might proceed in the erypt-arithmetic task,

The notation is that used in describing problem spaces, except for a few
additions, which will be noted in the discussion of individual rules.

The productions are divided into four classes on the basis of their
function.* The first set, Sl to 85, involves the selection of one of the opera;
tors PC, GN and AV. The second set, Gl to ¢5, provides mechanisms for setting
goals, The third set, Tl and T2,acts to terminate a line of search, The selec-
tion of the fourth operator, TD, is governed by these rules, ¥Finally, the last
set, Rl and R2Z, ﬁermits the repetition of previcus paths,

Several new processes are introduced. These all preduce ocutputs that_do
not change the knowledge state as we defined it -- they preduce calumns,_letters,
prior acfions to be considered. Thus none of these should have been included in
gur set of operators. (They do iﬁdicate that it might have been ﬁorthwhile to
opefate in an expanded problem space that made attentioﬁrcontrol explicit.) We
define these processes here at the same level used for the operators.

*  There is no significance to this grouping as far as the operation of the

production system is concerned; we have not yet provided the priority order in
which the rules are to be considered.
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Productions
:I
Selection
[ 7 .
{‘ 81 g;g}lgfgf - FC{v}=> c; PC(c) {not repeated)

52 get v|get v=d - FC{v)=> c; PC{c,¥v)

- $3 get 1 »FA(L)=> clv]; Av(y); PC(g,1)
I 84 get v[constrained]1' [ simple]=> d[first]; AV(v,d)
A 1 free - GH(¥) {not repeated)

[-simple]=> ds; [small] — AV(v)
¥ constrained = ¥ odd|v even|y>d|v=ds[small]

S5 check cs — GHC{cs)=> ¢; PC{c)

Goal setting

L Gl ee? o get ee ‘ (immediately)
G2 eel[v]-p o get ¥ (note: ee-p accepted) (immediately)

- G3 check ee[new] — get ee

G4 get 1s - FL{1s)=>1; get 1

{ G5 =e! — check ee : {not repeated)
.
Terminating
E ‘ L
. T1 1=d|GN(1)=> d — TD(_L,_Q)=.>{ {not repeated}
| 1=d-p(eel)

T2 ee-p - FA(ee)=> ge'; ee'-p
(except )

- Repeating
R1 Q=> e[v][unclear] — get v; repeat Q

R2 check eelold] — FP{ee)=> P; get ee; repeat P

Figure 13: Production system.
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FC(v) Find columm containivg v, The input to FC is the ~
variable (1 or t) for which it is desired to find
the column. The output, if it exists, is a column
that involves that variable, The column currently
being attended to is also known,

FA(ee) Find_the antecedent of ee. The input is an expression
or a variable. The output is the colum or relationship
that was used in deriving the expression, or that can
be used in determining a value for the variable,

GNC(cs) Generate columns of cs. The input is a set of coelumns;
the output is the columns of the set from right to left.-

FL(ls) Find letter in 1s. The input is a set of letters, 1s
(not letter occurrences). The output is a letter, 1,
of the set, The display and current knowledge about
letters is available to FL, so it can select, for
instance, that 1 that is still undetermined and occursg
a maximum number of times In the display.

FP(ee) Find production that produced ee. The input is an
expression that was derived at some prior point in the
analysis. The output is the production that gave ge;
thus FP is essentially a recall process., (It differs
from FA in providing a production, and not juat the
situation on the board.)

We now provide a brief discussiom of each of the productions,

Selection Sl. In words: if anm expression determining a value

(either v=d* or ved*) has been produced, then find a ecoluma, ¢, that contains
the varigble finvolved in the expression, and process-that column, PC(c). If no
column is produced by FC, of course then PC i3 never evoked; that i3, the
sequ¢ntia1.action iz conditiOnaI on appropriate outputs being produced by

prior actions, This production represents the abiiity to take new information
and apply it elsewhere te get yet more new Information. Its evocation depends
only upon some new informarion oceurring., Once such a production has been
executed 1t will not be repeated, (This constraint deoes not apply to repetition

forced by R2,)
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Selection S2, In words: To get a variable, ¥, or a specific

valué for a variable, v=d, fiﬁd a column, ¢, containing fhat variable and then
process that columm for the variable, PC(c,v). Again, 1f no column is produced
by FG, FC 1is nﬁt evoked. It can be applied repeatedly to the same variable to
gradually acéumulate information about it. The geoal can either be to get infor-

mation about a variable, or tc .obtain some relation, as in, ''get t5=1." Both SI

and S2 have fundamentally the same action sequence; yei they derive from quite

-different concerns. (The fact that one has PC(c), the other PC{c,v) has little

oferatinnal significance, since only rarely is there ambiguity over what variable

is to be used Iin PC.)

Seléction §3. In words: To get 1, find a column!-g,'from which
1 can be derived; then assign a value to the other variable, v, that exists in
¢, after which 1 may be determined using PC{c,l). Brackets are used to indlcate
a dependence, as in ¢[v], or a condition, as in l[constrained](sﬁj. 83 provides
an alternative means for abtaining a goal. It pives the appearance, whether
justified or not is another gquestion, of being less arbitrary than simply

assigning a value to 1.

Selection S4, In words: To get a varilable, v, that is constrained
in its set of possible wvalues, or to get the value of a free letter, generate its
values; if the constraint is simple, then generafe only the first and assipn it
to w3 if it is not simple, but there are only a few of them, assign a value,
ﬁV(z);.otherwise do nothing. .This production appears to be complicated because
it consists of two action parts, both involving generation and assignment. The
issue is whether ko generate ail the values or only the first. This decision is

based on the process of generation itself -- whether simple, such as all digits
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greater than five, or complex, such as all odd digits greater than five., Thus
the test is carried out within the pfoceSs of generation, and not at the point
where the préduc?ion is evoked. Additional conditionality occurs in the case of
full generation; namely, that the action sequence only centinue to éssignment if
the set is small. One rationale for this is that the large set makes the choice
seem too arbitrary, but such an assessment occurs only when the full set is
actually generated.

Selection §5. 1In words: To check a set of columns, generate the

columns from right to left, executing PC(c) on each, This production -is only
evoked énce during the course of problem solving; namely at the end. However,
it is sufficiently clear that it is included anyway (and in fact governs a
rather long sequence of behavior).

Goal setting Gl. 1In words: If an expression i{s relevant but

unknown, ee?, then set up the goal of getting it. This production must be
applied immediately after ee? is produced, or not at all. That the expression
ee is unknown only gets evoked because some other process attempts to use ee and
finds that it is unknown. Thus, there does not exist in the knowledge state
expressions for all possible things that are unknown. This illustrates that the
knowledge states are not to be taken in the sense of "all things that the
observer can infer the subject could know are true."

Goal setting G2. 1In words: If it is known about a variable, v,

that a certain fact is not possible -~ i.e., ee[v]-p ~- then set up the goal of
getting v. This production must be evoked immediately upon producing the nega-
tive information, or not at all., The additional note in Figure 13 affirms that

-

this production is not an attempt to deny the new information (which would then
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lead to check ee), but aceepts the information and looks for what other value v

might have,

Goal setting G3. In words: To check an expression, ee, that is

new {that is, has not been derived before), set up che goal of getting it.
Although it ocecurs only rarely, it taﬁ happen that a fact becomes assumed or
knoum withoﬁt therc being any specific prior derivation of it., This production
eimply bridges the gap betwéeﬁ the goals "'nt:}nc:::‘k'-I and "get" in these situations.

Goal setting G4. In words: To get a set of letters, find one

{according to FL) and set up the goal of getting it. This production simply
mu*es from a set to its members. Its role is essentially that of finding some-
thing to work on when all e¢lse fails, since the initial problem iz stated as

getting s,

Goal setting G5, 1In words: If an expression has been critical in
determining some pfucess, az expressed by eel!, then set up the goal of checking
ee. The production has been stated unconditionally, but clearly hew certain the
subject is about ge, expréSSed in sowe manner, will}aiso condition its hvocation.
For instance the subject will not check D5, Some, but not all of this is taken -
care of by not permitting repetitions of the production, A

Terminating Tl, Tn words: Anytime a new digit is derived as the

value of a letter, 1=d, evoke TD, The result is either +, indicating that every-
thing is OK, or the expression rthat l=d 1s not possible along with the starement
of the critical fact {gel!}. Tl is also evoked by the generation of digits that

oc¢curs in the context of obtaining walues for a variable. Notc that there is

no similar check on the values of a carry.
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Terminating T2. In words: If it is determined that an expression,

ee, is not possible, then find the expression, ee', that was used in deriving ee
and declare it not possible also. Clearly this cannot be evoked on assignments
and these are excluded. ‘This production provides backtracking dowﬁ a succession
of implications when one is finally discovered that is contradicted.

Repeating R1. 1In words: If the result of a process, Q, is unclear,

then repeat Q, setting up as a goal to get the variable that was involved in the
unclear statement. The process in question is normally PC, but can be others on
occasion. As with the terms "simple" and "small," the term."unclear"_requires
further delineation., Addition of two digits, as in 5 4+ 5 = T, must be "cléar";
and complex determinations, such as R odd from 1 + L, + L, = R, must be "unclear,”
at least the first time encountered, Likewise, processes that lead to contra- -
dictions or from which no definite conclusion can be drawn should also be
"unclear."

Repeating R2., 1In words: To check an expression thatrhas been

previously derived, find the production involved in that derivation and repeat it
‘(after setting up the goal of getting the expression). R2 implies some-memory of
producti&n occurrences.

The production system of Figure 13 is not complete, First, it is still
necessary to specify the priority system to resolve conflict between productions.
These conflicts willloccuy frequently, since some productions have identical
conditions; e.g., S2 and $3. Furthermore, other productions, such as Sl and S2,
although different can both be satisfied at the same node,

More important than the priority ordering is the fact that not all of the

nodes of the problem graph are intended to be covered. The productions arise
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from the regularities that are found; and nodes that are either idiosyncratic

in their behavior of sufficiently unclear do noct give rise to production. Thus,
the production system is incomplete from a task point of view. It is not capable
of solving the task of DONALD+GERALD, nor many other crypt-arithmetic tasks,
without augmentation.

The productiong of Figure 13 form an integrated system in at least one
non-obvious way. The context in which the conditions are tested is provided by
the products of the productions themselves, at leagt insofar as the svstem 1is
complete. Thus the conditions can be adequate to make the right discriminations
within the restricted context, even though they would be non-discriminative with-
in a larger context. .

We can summarize these rules in relation to the evaluative and selective
functiong that are required for anv system that is capable of generating a
problem graph.

Operator selection. The functicn of Si, 82, 83, 84, 85 and "T1 is

to select which of the four operaters, PC, GN, AV and TD is to ke performed. Two
of these, 83 and 84, specify a pair of operators to be applied in segquence, if
all goes well. In addition, Rl alsc selects an operator, ag does RZ2' indirectly.
Evaluaticn. Terminal nodes occur either on the occurrence of an
impossibility, ee-p, or on the product of an operator being unclear. Termination
on impossibility is implicit in that none of the productions that can select new
operators do 80 with ee-p as a condition. Those that do respeond to ee-p imply
the selecticon of an old node from which to proceed, thus terminating the current
one. Pogitive evaluations ("go on") are implicit in all the selection rules,

and there is no special process to determine this.
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Node selection. T2, Rl and R2 carry out the function cf node

selection. Rl and R2 determine the actual node; T2 simply backs down the tree
eliminating nodes as candidates for starting over. Implicit in T2 is the reten-
tion of path information, Implicit also Is the principle that-if-you_are at a
node and it isn't prohibired, then it is selected. This, 1n conjunction with
path memory, is gquivalent to a depth-first search strategy.

Goal éetting. The productions that create goals have been pulled

together already in Gl - G5. Three of these, Gl, G2, G5, along with R1, form
one component of means-ends analysis; namely, that of immediate reaction to dif-
ficulties by setting up goals of dealing with it. These produce the phrase

structuring of behavior by setting uwp subgoals within subgoals,

Empirical Evaluation,

Giwven the production system of Figure 13 we want to evaluate to what
extent it characterizes the problem graph. The first step is to write down forx
each noede what prqduction, if any, seems to have been evoked. This is done on
the protocol itself, rather than on the problem graph, te permit comparison of
‘the productions with the wverbal behavior that is the main evidence for them. We
require a few conventions.

Fifst, it is often the case.that we can not discern the information on
which the production conditions are based, or can discernm neither conditiﬂn ner
action, We use a question mark (?) to Indicate these cases; this is to be dis-
tinguished from the questlion mark assoclakted with outputs, as in production Gi.
"Sometimes we make a comment in English, especially when the beﬁavior 1s clearly

outside the problem space and is coded by a footnote on the problem graph.
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Examples:
Bl 17: (ask Exp. about rules) (outside space)
3157 ?: . — get R (evidence for action only)
B39 7: (no production in evidence)

Second, several of the productions cover more than one node. We use an
up arrow to indicate at a node that it is covered by the production named at the
preceding node.

B22.1 Rl: PC unclear — get R; repeat PC
B23 EE PC(c2,R)=> R odd

Third, on occasion we need to indicate that TD is aﬁplied to several
members of a generator. We do this by using a variable (d) for the input to TD.
Sometimes this aépears to interrupt another production, since the TD is being

applied to each output,

B59 S4: get R - GN(R)=> 7,9
B60 Tl: R=d - TD(d,R)=> +
B61  tS4; AV{(R)=> Re7

A question of more substance arises from the fact that once a productidn
occurs at some point in the protocol, a sequence of production occurrences 1is
automatically generated by the outputs of one becoming the inputs of the next;
Sometimes several members of this implied sequence happen within a node. &n
eéxample is at B8, where FC=> ¢, so that two Sl éroductions occur within the node;
another is at B7 (and several other places) where Tl produces an occurrence of TD
for which no node occurs in fhe graph because TD=> +. The question is whether
to consider the set of production occurrences fixed in advance by the number of

nodes in the problem graph or to expand it by the additional implied occurrences.
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We do the latter; consequently expanding the data set from 238 nodes to 275
production cccurrences (about 15%). We can call each of these places a context:
i.e., a place where a production was (or should have been) evoked.

Now we are in a position to make an accounting of the producti?ns. Con-
sidering each rule separately, the protocol provides all the positive cccur-
rences. But there could also be a number of other contexts in which the
conditions of the production were .satisfied, but either some other production
was evoked, or mo recognizable production occurred (?). These are the negative
instances. This information can be obtained by asking for each context (il.e.,
each place where a production or ? occurs In the protocol) and each production
whether its conditions were satisfied. The data appears at the end of the
pretocol in the State — Producticn Table., This table was constructed by first. -
recording the expressions produced as cutput from the productions that actually
occurred, and also the goal stack, The horlizontal lines in the table simply
indicate when an éxploration terminated and the arrows at the left show at what
peint the new exploration starts out. With this state.infcrmatidn recorded{
eacﬁ production was matched at each context point and one of five marks made:

+ The conditions are satisfled and the production is ewcked;

t the production was evoked in a prior context and is
still in effect;

- the conditions are satisfied but the production is not evoked.

=3

the conditlons may have been satisfied, but the production
is not evoked,. .

blank the conditions are not satisfied.

Motice that it is nok pessible for a production to be evoked but its conditions
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not.satisfied; for we do not recognize a production only by its action pért. For
exaéple, in B185 the action part is taken to be similar to that of 85, but a ?
COded‘for the production. However, we accept as evidence for the condition part
either explicit data from the protocol or implicit data output by prior produc-
tions that have been evoked.

Figure 14 summarizes these data in a matrix. The labels at the top, hence
columns, are the préductions that did occur in a context; the labels at the side,
hence rows, are the productions that could have occurred in the context. Thus
the entfy (i,j) of the ith row and jthe colump gives the nﬁmber of times pro-
duction i could have occurred, but instead production j did occur. The total
number of times the jth production did occur is given by the diagonal entry
(j,j). Each entry has two possible numbers. The top one is the main one; it
counts the contexts in which the conditions of a production were definitely
satisfied, hence marked with a plus (+) or minus (-). Thé lower number shows
the additional contexts which were questionable, hence marked with a question
mark (2).

For any pair of productions, the symmetric two off-~diagonal entries (i,})
and (},i) tell how they fared against each other. If there were no joint occﬁr—
fences, then both entries would be zero; in thig case they have been left blank,
The zZeros that do occur imply, then, éhat choices existed, but the column pro-
duction was never chosen. Thus, we see that in the 10 cases in which either
51 and-SZ could have occurred, §1 did in 8, aﬁd $2 and 2. Similarly, in the
14 cases in which either $3 and S4 could have occurred, S4 did 14 times and $3
did not occur at all (0). -

These strong biases towards one production dominating another are con-

sistent with the imposition of a priority ordering on the production system,
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Crypt-arithmetic: Matrix showing production conflicts.
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The neceszity of this was discussed earlier, although it was left somewhat open
whether a wmore complicated principle of conflict f2501ution might be invelved,
We can attempt to impose a linear ordering on the productions, always placing
production j above production i if the (i,})th entry is greater than the (j,i}th
entry. In generai_this can lead to difficulties if there are intrans;tivities
in the data, such that i before j and j before k, but k before i. However, it
turns out we do not have to face this problem, éincé no inttaﬁsitivities show up
in the data. Figure 15 shows the reordered matrix. No éntry-abové the diagonal
is greater than its symmctric mate below the diagonal (there is one tie between
T2 and GSi.* Note that the dataz are not everywhere equally strong, and that in
several cases there is no data at all to specify the ordering. The three pro-
ductions that aré essentially isclates, R2, S5 and G3, are placed at the top,
but they could equally well be anywhere, The one additicnal rule we impose is
tﬂat once a production is evoked there is no opportunity for evoking new pro-
ductions until its action part has run iés course, Operatiocnally, this means
that t has tep priority of all.

Thé consistency of the ordering does not imply that a priority system

is without error. Every non-zero entry above the diagonal in Figure 15 gives

*  In constructing Figure 15 only the definite comparisons {the top entries
in each cell) have been considered, éhe questionable ones {? in the State -
Production Table) being ignered, If these were to be added, the picture remains
about thelsame. The tie between T2 and G5 would be broken in the direction
Gpposite.from the way we have it; in addition the ordering between G2 and S4
would be reversed. Thus the four consecutive preoductions, G5, 54, T2, G2, would
become reordered as T2, G5, G2, S4. This would introduce one intransitivity in

that the single comparison between §4 and T2 showed 54 to be preferved,
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cases where the data shows that the production lower on the priority order was in
fact selected. The further off the diagonal it is, the larger is the inversion.

Figure 16 provides a way of looking at the total performance of the pro-

duction system. Some productions account for many items of the behavior; some

for only a few. Thus, one can think of adding new productions, each of which in-
creases the total amount of the protocol described, but with a diminishing mar-~
ginal utility (especially, if we view the extra production iﬂ the total desﬁrib-
tion as a "cost"). 1In Figure 16 the productions are recorded according to this
marginal utility. Rl comes first with 38 instances; G3 comes last with 2.

| As we increase the numbervof productions in the system, two other changes
occur simultaneously. The total number of contexts increases, Originally 238,
the number of nodes in the PBG, it gradually increases to 275. As described
earlier; this is due to carrying along subsequent evocations of productioné to
implied products as long as these are not ‘contradicted by the data, The top
line in Figure 16 1s drawn 8 below the total, running from 230‘on the left to
267 on the right. This is called the relevant total, since eight contéx;s are
clearly outside the problem space we are dealing with, involving conversations
with the experimenter, discussion of the rules, and so on. Thus the amount of -
the protocol to which some production applied must be viewed against this varying
total. It starts at 16% with only R1 énd climbs to 89% at the end.

Simultaneously with the increase in the amount of coverage we begin to

get positive errors; that is, contexts in which the wrong production is evoked.
This is shown by the lower curve. Following the solid line, which corresponds
to the definite errors, it starts out at zero for Rl alone.(since there is no

possibility of conflict) and clumbs to 23 errors for the total system. The upper,
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dotted, curve adds in fhe errors that have been labeied questionablej it rises
to 38 for the total system. These error figures come from adding up the appro-
priate subset of entries above the diagonal in the matrix in Figure 15.

if we dock the system for its errors, thén we might say that it had
described (237-23)/267 = 80% of the.protocol. In fact, this is not very infor-
mative, since it mixes errors of omission (30) and errors of commission (23)%*,
More important, we should be interested in understanding both of t#ese typés of
errors to see why the system was unable to do better.

Errors of omission (7). The failure to find a production (er sequence

of productions) that fit a segment of protocol has various causes, ranging frﬁm
lack of data to lack of ideas about how to comstruct a mechanism that will do
the task. Below we discuss the types of failures under a series of ad hoc
headings that seem to be indicated by the omitted instances. Two instances
illustrate more than one concern, so the sum of the listed labels is 40, rather
than 38, the total number of 7-nodes.

Although we do not deal with it as a sepgfate category, many of the
failures are due implicitly to lack of information in the protocol., As a
similar point, it will be noted that most of the failures occur at‘tgrminals
(26) or begimnings (8). However, the causal arrow undoubtedly runs from failure
to interpret the protocol to the exis&ence of a termination, and not vice versa,
Given that lines of exploration are not excessively long, once the thread is
lost, for whatever reason, it is unlikely to be picked up again until the subject

has stated a new line. In particular the apparently obvious inference that the

* If we also add in the questionable errors, we get (237-38)/267 = 75%.
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model is in most trouble on "evaluation,f because most 7-nodes are terminals is
false, being due to this artifact. |
Evaluation. (B39, B119.1, B143.1, B183, B222.1, B238.1.) There

are several nodes where there is explicitly an evaluation -- i.e., we -do not
just loose the thread -- but we are unable to incorporate it. The decision to
"forget it™ at B39 1s most explicit. B119.1 is an example where the subject-
clearly runs out of gas; but it is not clear how to stop the production system,
In B143.1 he clearly enunciates his options (R<7, R«2); then decldes to remain
kwith Re7. Part of the same dilemma is the decision to switch at B183, and then
the decision to switch back at B238.1. 1In all of these the subject shows some
persistence, then finélly backs down. We have no repfesentation of this kind of
gvaluation process, A related pair of evaluations concern t5>1. At B222.1 the
subject opts not to investigate t3>1; whereas a little later at B230 he does.
The system only founders on one of these options, but in fact we_face a general
problem formulating the effect of multiple tries at the same decision.

Selection of nodes in stock. (B97, B137, B175, B178.1, B217.)

Besides the immediate path and the initial situation, the subject appears‘to keep
two additional nodes available, the decision situation arcund R and the one
around E. A look at the total PBG in Figure 11 reveals three substantial breaks
in the continuity of the search (lines 16-18, 23, and 31). (The other candi-
dates, lines 7, 17, and 47 are all intermediate nodes in the process of backing
down.) These breaks are all oscillations between E and R, as is the one other
that is hidden, when the subject decides to explore R¢<9 at line 34, We do not
have any formulation that.predicts these jumps. It might be handled partly by

appropriate evaluation (a difficulty already noted) in conjunction with a better
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handling of the goal stack. That is, the return to E after a jump to R is
because "get E'" never leaves the goal stack, but is simply pushed down.

Memory mechanisms. (R158, BiB8.1, B275.) A substancial number of

memory mechanismg are built into the problem space as we have used.it: know-
iedge of the current states, ﬁath memory, nﬁdes in the stock, and a goal stack ‘
{see the State«Production Table). However, in a few places there is clear
evidence of additional memory. At B158, the subject recalls that E=D leads to
a contradiction {at B136)., Although we require memory of values assigned for
the operation of TD, we do not have this more elaborate recegnition that exactly
thg same path will be followed. At B188,1 we ﬁavc an immediate recovery from the
error of setting L¢P to setting R«9. At B105 the error was the same, but the
recovery was much more involved. Although plausible that he would not stumble
50 badly the second time, we have nothing In the production system to make this
sort of change. At B274 we have, first a forgetting that is only partly explain-
able by the system, and then a recall for which we have no mechanism. .
Although the examples are few, the Impression -- strongly reiﬁ-
forced from much else that we konow about human memory -< is that wé need a more
generalized memory that is not completely tied to the service of theIProhlem
space.  On cccasion 1t would deliver some information of useful walue, although

it is not clear it could be relied upon to do seo.

Extensions of production svstem, (B90.1, B10GO, B1l1iO0, Bl24, Bl4B.1,

B155.1, B20L, B237, B238.1, B244, B303.) We include here examples of mechanisms
that seem close to being incorporated in the production system, but which we
were unable to formulate properly. An important example are operations that are

digit oriented. That is, instead of selecting a letter and finding a digit,
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select a digit and find a letter. The two examples having some of this flavor
are close together. In B237 the subject, after asserting E=0-p immedlately
asserts A=0-p; it appears the subject is finding all the things not posaible with
0, now that he knows that 0 is used. 1In B238.1 the subject seems to be deciding
whether to assign 9 to R d4r 9 to E; that is, the letter to be assigned to 9 is
the focus, not the Qigit to be assigned a fixed letter.

A second important type of mechanism is induction, where the
§ubject sees the general case from an examination of several specific instances.
The one clear example is at B155.1, where the production system does not have
too much difficulty incorporating the generation of values of 0, but cannot make
the Inductive step to "Actually, that's almost the case no matter what the
situation is =-."

Most of the other mechanisms seem of lesser moment. There is a

lthird return to getting E due to unclarity (B90.l1), which does not quite fit the
production system. At B100 the subject makes the conﬁectiun between E even and
E cannot be 9, at least enough to go back and chgck. There is no place yet in
the system for such partial glimpses. At Bl10 the gap should be successfully
bridged ﬁy setting up a goal to check, but it does neot seem to work, B124 (and
its repetition, B148.1) apparently involves seeing that, since one is already
assigning a value to get E (53), one would be better off to use O rather than A,
The key seems already to be in the behavior of the production system in producing
0?7, since If the prior scheme didn't lead to determining 0, then it would be-
preferable to assign O directly. However, the gap from 07 to 83 on ¢5 doesn't
quite close, At B201 there is apparently a switch to exploiting Re9, rather

than getting F, once Re9 becomes the focus of attention via Re9!. At B244 it is
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quite clear that the subject initially thinks in terms of the full digit set

{ds) aﬁd then transforms his analysis to use the digits remaining (fds). At

B281 ~ B2B2 the same reasoning-processes iz repeated but more smoofh]y {and
without causing an omission error, as it happemed). The production gystem coﬁld
ﬁrobably be extended to handie this; the main requirement is to have the internal
structure of GN and AV explicit. Finally, at B303 we have nco means of evoking
the final checking operation, We could have written a production that reacted

to the final positive solution. Actually, this is only indicated in a negative

way in the current system, by FL=> #. Thus, two productions would be required

probably, one to say "Eureka,”™ the other to say, "if Eureka, then check."

Interaction with External Problem Spacé (B185}. -The main judti-
fication for not making explicit the writing operations is that they éo not
appear to affect what goes ‘on in the Internal problem space. B185 is one
exception, not only in terms of the ability to have two external displays, but
also in having a copy operation that takes information from one to build éhe
other. A second example, nog recorded as an omission, cccurs at Bl2, where the
‘Tesponse to Finding D in c6& is te write 5 for D, rather than to process cb, We
might have found moxe interaction, especially in attention control, if we had
incorporated a set of writing productions and thus tried to determine the

conditions under which writing would be evoked.

Extcnsions of the Problem Space. (Bl1, B39, B30, B169,.322d.1,
B225, B317, B313, B3l9, BBZO.j Eight of £hese situations (all but B39 and B169)
were so far outside the problem space as to be irrelevant to evaluating the per-
formance of the production system, and deleted from the total set of contexts,

Several of Lhese instances, Bl, B50, B169, B224.1, B225, and B3220, invelve
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interactions with the experimenter. To handle these involves a quite new problem
space {assuming such were the appropriate construct), and ome that should not be
constructed on such skimpy data. However, given that one had developed the
general characteristics of such a model elsewhere, one might import it here with
good effect., Contentwise, the extensions cover the areas immediately bordering
the task itself: concern with the rules (Bl, B50}; concern with new methods
{B39); concern whether the top goal is a single solution or all sclutions
fBJl?, B318, B319%9); and the exit from the problem space to the larger world
(B320). Some of these areas conceivably could be developed as problem spaces,
but they would be more complex than the central ome we have worked with. For
example, development of a space of methods for solving crypt-arithmetic problems
is decidedly non-trivial.

As to other types of behavior in this group, B169 is the one clear
example of the injection of emotionally temed behavior. B224.1 and B225 are
task orlented behavier by the experimenter,

Blank periecds (B30.1, B85.1, B103.1, B114.1). The last group of

Aomissions are those that show extended pericds of silence, usually broken by the
experimenter asking the subject to continue to talk. Clearly, the FBG of

Figure 10 does not show the final extension of exploration. However, if critical
information were obtained during fhis period, we would expect it to show up at
some later time.. There is no clear evidence of this. It seems more likely that
these silences constitute periods of not knowing how to proceed.

Errors of commission., The 38 errors (23 defimite, 15 questionable) in

which the wrong production was evoked according to the established priority

scheme are best discussed by considering the various pairings, Table 1 breaks
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Errxor Separ- Definite Question-

P—

pair ation errors __able errors Nodes
s3/s2 1 9/16 B40,B104,B120,B125,B144,B149,8186,B189,B218
G2 /12 1. 5/9 B158.1,B203.3/2,8227.1,B229.2,8243.1/2
T2/05 2 4/4 4 /0 B106.2,8203.2,B234,1,B243.1; ?B136,78229.1,
: 78238, 7B269
s2/s4 4 2/15 2/0 B116,B139; ?BI111,?B299
s2/s1 1 2/8 B85,B290.1
s1/T1 5 1/24 2/0 B207; ?B129,7B278
G2 /34 2 01 3/0 7B158.1 (see G2/T2), ?B265,7B269/2
83 /54 5 0/14 2/0 ?B104 (see $3/S2), ?B218 (see S3/52)
G5/R1 2 0/3 | 1/2 7B94
G2/cs 3 0/5 1/0 ?B227.1 {see G2/T2)
23/ 15/

Table 1, Errors of commission
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the errors out this way. Taking the top row, $3/52 indicates that we are
dealing with cases wheré 53 was chosen q;er 52, although the priority ordering
(Figure 15) indicates that 32 should be chosen over 53. The next columm gives
the separation in the pricrity ordering; in this case they are adjacent. The
third column gives the-number of choices both ways. Thus in 25 co-occurrences,
$2 was ﬁhosen 156 times and 53 9 tiﬁes; thus the number of éfrors is 9. The next
column gives similar numbers for questionable errors, although in this case there
were none, Finally, the noﬂes at which these errors occur are llisted., In the
rows where questioﬁahle errors are recorded, we prefix the node with a question
mark {?) to distinguish them from nodes with definite errors, More than one
error can occur at a node. This happened four tiﬁes; in ea;h case a quesfion-
able error occurring along with a definite error. We have noted these cases in-
parernthesis; e.g., the bottom row shows that the single error of G2 over G5
occurred alse with G2 chosen over T2,

83/82, $3/54. The difficulty here is that we do not have the

appropriate discriminators to tell when 83 gets evoked. The % errors ceonstitute
all occasions on which §3 was evoked. 83 is clearly a secondary method; it
never gets evoked until after S2 has been tried at least twice.

The total-nuﬁber of errors (9) is deceptive, either as an "amount
of error” or as a semple from which to dlagnose what is wrong. There appears
to be only three essentially independent evocations of $3: on R at B40, on E at
B120, and on E at B218. The rest involve various degreces of repetition. B104
repeats B40, as does B186 when the subject starts over with ReS instead of Red;
and B189 is an immedliate repeat of Bl86 due to an error in executing the 1a§ter.

B125 is the shift of B120 to try it on ¢5 with O rather than on ¢3 with 4;




this whole pattern is repeated in B144 and B149. C(onseguently, how many errors
have really occurred here is quite uncertain. They are not independent, but the
acts of repetition themselves are part of what is to be explained.

G2/T2, G2/84. G2 is the producticon that converts a failure into

a goal of establishing the value of the variable just affected. ©f the 8 occur-
rences, all but one are implicated in gome error, so that it clearly ig of
marginal efficacy. Even more significant, when a moderately careful account is
taken of goals (see State-sProduction Table) 5 of the above 8 already have the
goal sgitting at the top of the stack. ©Of the three remaining casesg one
(B243.1/2) perhaps should have the goal in the sgtack, in that the system has
been attending to obtaining 0 for some time before running into the difficulty
that setg the goal of obtaining 0. In the other two cases {(B203.3/2 and B229.2)
a genuine switch of attention is made by G2. Both of thesge involve, the carry
and are among the most obscure passages in the protocol. In short, with only
glight medifications of the system one might disgpense with G2 altogether.

T2/G35%, G2/G35, G5/R1. The entire issue here is under what condi-

tiong a c¢ritical feature will trigger off the attempt to check it. As we
chserved earlier, we did not add additional discriminating conditions to G5,
even though it i1s clear that discrimination is necessary. Thus, all four of the
guestionable errors on T2/G5 as well as the single G2/G5 are due to the subject
never checking D*-5! or T<-0 | (except with the latter, after the experimenter
brings it to his attention). These are not open to much uncertainty. One can
find plausible reasons in the four cases of definite error why there is little

sense to checking. However, no clear pattern emerges, especlally when viewed
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agalnst the times wheﬁ checking is evoked. More generally, there 1s a relatively
thin line between getting a value and checking a value, and our explication of
this 1s only marginally satisfactory.

The one case of ﬁS over Rl is with noting, since 1t is one of the
few places where a critical feature 1is generated by a process other than TD.
The protocol at B%4 is quite clear on the attention directed at t3=0. However,
it is possible that B25 reflects a much more géneral switch to a concermwith
R - this happens elsewhere in the protocol. In fact, B35 provides a nice
‘instance of ambiguity over the antecedent of "this,"

§g[_ﬁ. 4l1 four errors in this case involve repetition in some
way, and show that our system is not explicit enough about exactly what things
are remembered from the past and how processing is handled when guided by the
past. The two definite errors {Bll6 and B139) both involve repeating the final
path of a previous branched exploration. In both cases this implies not
repeating the genefation of values for the constrained variable. 1In one gues-
tionable error {¥B111) it is unclear where the starting peoint is in repeating R;
even if it were started from R odd, the previous concern about whether to repeat
the generation still applies. The issue in the last error (?B299) is a little
different. Im obtzining a value for B wvia PC(c4), the subject is sidetracked
because of an error in determiniﬁg the set of available digits (fds). Having
cleared this matter up the subject returﬁs to get B. He now has both a simple
way to get to B via a repeat of PC (which is what it does} or he can generate
values from the restricted set and assign one of them, This kind of choice only
occurs at this ome point in the protocol. Im all other places where S4 occurs

there is no such alternative.
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82/81, One of these errors (BSS) is-simply_ambiguoué. Both S1 and
$2 lead to exactly the same result;‘namely, the determination of FG. The other
error (B290G.1) occurs in the midst of a céntext of processing larger than the
new information that 1 is carried out of column‘é.' This test sequence fequires
[. fiyvst deriving t¢5=1 énd then backing off to test N. Our production system is

not constructed to back off this way. Even if onec tried to model the method by
a direct recall of t5=1, the error would still crop up. The‘system has not
capturcd the higher level of organization adequately.

S1/Tl. 1In all three of these errors, the main question 1s whether
the ﬁroduced relationship is new or not, It is clear generally that the subjecf
does nof evoke TD on o0ld material. As we will see in the final- summary, the.
issue is dritical for.the subject -- and not just for us -- since the failure

i to-evoke TD on E=0 at Bl29 and again at B207 is one of his major errors in
problem solving. The definite error here-is at B207; however, this may we11 be
an analogous repetition for the R¢% case of the prior processihg fof the R«
cagse, The correspondent of B207 is B129, This'seems like a questionable crror
v (for ug), since E=0 has already occurred several times. The l_ast?qu.estix-anable
( ETLOT (?B278) occurs very late in the protocol when E=9 and A=4 are ?ederived;,
[“v it is not clear whether they should be treated ;S new or not. - —-

. Any discussion of errors is only partial, and is fundamentally
. biased since it takes placé against a background of positive choices about how
to fashion the production sysgem. A number af these errors could have been
transforﬁed into non-errors by modifying the production system. Of course an

equivalent number {actually somewhat more, in the cases investigated during the
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course of analysis) of errors would have shown up elsewhere. Still, this
enumerated discussion provides some feeling for the places where the system is

weak, and for what some remedial actions might be.

Basic processes. In the analysis so far we have introduced a set of

processes that have been defined only by rough input foutput descriptions: the
main operators, PC, GN, AV, TD, and the auxiliary processes, FC, FA, FL, FP, GNC..
These descriptions were sufficient for the task required; namely, to permit
identification that a process of the specified type had occurred in the data.

One can determine that a column is being processed, and even know exacfly the
information output, without being able to specify by what means that output was
determined. -

The use we have made of these processes, both in the PBG and in the
productions, implies that a single process is to be associaﬁed with each name,
and not merely that these names stand for types of processes., That is, these
processes are to be subroutines. We should be able to write down expressions
for them in some process lénguage, such that the entire variation of output is
determined by the variation of input, Sgated one other way: to predict the
output of the processes we should not have to appeal to information about the
context in which they occuf other than the specified inputs.

Insofar as this fails to be the case, the total errors in our description
of the subject are underestimated, since some production occurrences will be
judged correct when in fact any algeorithmic specification of the basic processes
consistenf with other occurrences leads to an error. Consequently, the errors

in the basic processes require investigation. They should not necessarily be
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combined with the errors in the production system, since_it is quiée poésible
for the proauctions to be correct, even if éhe basic processes are in error;
e.g., errors in arithmetic are possible. .In the present context there is
unlikely to be sufficient evidence to predict wﬁy such errors are made 6r when,
In such cases, the error is assigned properly to the processes unaerlying PC and
sheds no doubt on the validity of the productions that use PC; At some point,
of course, if such errors are too numerous, they implicate the entire'system..
But our independent knowledge that errors of perception, memofy, and elementary
processing occur makes division of errors appropriate.

To fu;ly_egplicate the basic processes requires postulating yet another
set of processes (call them BB for basic-basic processes) in terms of which thé
basic processes can be described. Consideration of the basic processes, shows
the BB-processes to bé at the level of elementary operations of perception,
immediate memory and accessing of long term memory. FC, for example, involves

a visual exploration of the board under the direction of alreédy assimilated

{nformation about the structure of the task display; it might take less than a.

second. Even the most complex of our basic processes, PC, involues operations
of the order of adding a pair of digits and recalling the known properties of a
letter (e.g., R>5). Thus, a model for the BB-processes 1s in fact—zdetailed
model of immediate memory and immediate processing.

This is too large an undertaking for the present analysis, requiring
extended consideration of the available experimental material ofi immediate memory
and processiné. However, we can proceed part way, if we permit ourselves to be
considerably more informal and incomplete. We can examine the input/output

correspondences for evidence of inconsistency or complexity of processing that
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seems incommensurate with the postulation of these processes as basie.

We give below, grouped into six subsections, a discussion of each of the
nine basic processes. The numbers in parentheses in the section titles give the
number of occurrences of each process. Each section also has a table that pro-
vides a listing of each otcurrence with its input and output.

PC(88). The most cﬁmplex of the basic processes by far, PC, also
occurs often enough to give considerable evidence about its mature. If PC were
simply a routine for adding pairs of numbers (as in 5 + 5 gives T=0 and t2=1},
concern over its internal mechanism would reduce completely to concern for how
a human does arithmetic. As noted above, this Is indeed an issue involving the
detailed structure of immediate memory, and the detailed handling of attention.
But much more is involved, since PC generates a rather wide variety of final
responses, In fact, the power of 83's problem solving hinges strongly on the
sophistication of PC. (This is evident if S3's behavior is compared with that
of subjects whose PC admits only of simple arithmetic.)

The diversity of processing apparent in Table 2 implies that even
if PC is in some sense a single subroutine; it is a highly conditional ome.
Hence, the key question is whether some uniform scheme of processing can yield
this diversity. To provide some evidence on this we give in Figure 17 a sketch
of a produétion system that might perferm PC, There iIs a general progression
through five stages of processing. First, the variable about which information
is to be obtained {the unknown} is determined. This is done by the subsystem
called U, which consists of the four productions, Ul to U4, It produces

a value for u. If PC is entered with a goal already set -- e.g., get R --




1¢
11
12
13
14
15
16
17

12

19
20

21

22

Item Goal ¢

B5
820
323
B32
B36
Béd
B47
B49
B58
B62

B6S

‘B?ﬁ_

B8
B3l
B33
B35
B8E

B9Z

B95
393

BlO1

B106

t7=1

th

cl

c?

c2

ch

ch

c2

ch

c/

chb

cZ

c2

cb

c5

c5

c5

c5

c5

cl

c?

c3

c5

c2

t

[1}
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Notes

no new goal

unclear

E even
not used

rl4+r2=r3 t' Result Microsequence

5 5 71 T=0,£2=1 U4 €1 TI0 A2 Al3

L L R Rodd €l Mi Il M7 M3 A3

L L R R odd Cl M4 I1 M7 M3 Al3

5 ¢ Rfodd] 6 even €1 A6 C2 M3 Al3

5 ¢ odd  t6? G2 M3 12 ¥3 ALO

1 1 R R=3 - cl I1 Al3

5 ¢ 3 t7=17 U3 C2 A8

-p(z1!) U2

5 6 R 0 RS Cl MI 413

L L 7 L=3 U3 €2 M5 I1 A3 Al3

L L 7 1=3 C2 M5 I1 A3 Al3

5 G 7 G=1,2;t6? U3 €2 I1 Al3 Al3

0 E O E=0 Ul C1 M& A5 A6 C2 M4 Al3
0 E O E=0 c2 Mh AL3

0 E O E=9,t5=1 C2 M& 12 A7 Al3

0 9 0 t6=1 Ul cl M} 11 A2 Al3

G E O [unclear] _

4 A E E even Cl M& I0 a4 A3 .

t3=0]

3 35 7 [0} +,R=7!  UZ2'U4 Cl I1 AlD Al12

A A E - E even Cl M4 10 A% Al3

0 E © E=0,9  C2Z M4 12 A7 Al3 Alg——_—_

[even]
9 ¢ R R=9 Cl Il A2 A13

Table 2,

PC occurrencas




23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

Ttem

B108

Bill

B115

Blle

B118

B123

B123.1

B128

B129

B132

B138

B13¢%

B147.1

Bl48

B152

B154.1

B156

B157

B160

Blel.1l

Bl162

Goal

t5=0

E

£

c2
cé
3

cs

cd
a3
ch
ch
c3
c3
c2
cé
e3
c5

ch

cs

b

(13}

ch

ch5

cé

t

rl+r2==r3
9 8 R
5 & R
A A E
0 E O
[evenl]
N 7 B
X X E
0 ¢ O
$ E 9
a2 a 0
A A O
L L R
5 @ R
X X E
0 ¢ 0
1 E 1
2 E 2
X E X
x E X
o 9 0
o 9 0
5 ¢ 7

- g8 -

Result

R=9

E even

E=0;t5= 0?

[0] N<3

. A=5
R odd

0 R>5
E=y
0?2

E=9;t5=:1

E=%;t5==l

E=9; t5=l

té=1

0 G=1

Microsequence Notes

CI 11 a2 al3

CI M1 &al13

CI M4 10 a4 Al3

¢2 M4 12 A10 Al13

U2 U3 C2 M1 Al3

CI 10 Al3

U3

C2 12 aAll Al3 210 on E/97?

U3 C2 M5 10 A3 All A8 A3 Al3

c2 M5 10 A3 Al3 t't-4 now

CI M4 11 M7 M3 Al3

CI M1 Al3 ni

CI 10 al3

U3 C2 M6 AL

C2 11 ag Al3 why 117
0=17?

C2 11 a8 aAl3

C2 M4 12 A8 Al3

€2 M4 10 Al3

U3 C¢2 M6 A5 A6 C2 M4 A7 but t5=1
known

U4 CI M6 11 a2 al3 U4 because
A5 on 0

U3 C2 11 Al3

Table 2 (continued)
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N Item Goal ¢

44

45

46

47

48

49
50
51
52

53
54

55
56
57
58

59

60
61
62
63
64

65

i

B165

B167

B179

B182

B182,

B185
B187
B190

B197

B199.

B203

B203,

B206
B207
B210

B211

B212
B220
B222
B230
Bé31

B240

A
E=9
A

9

R

L

2 tb

(t5)
1

A

t3=1

E
t5=2
t5=2

t5
{max)

c3

c3

c3

c3

t3=1

cl

c2

Ce2

cb

c5

c5

c3

c3

c2

c2

c5

ch

cth

ck

c5

rl4r2=r3 t' Result

A

A
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9 E=9-p
9 E=%-p Cc2
[9] “p uz
9 t3=17 | Cc2
7 [11 -p(R7!) ©2
0 1 + U4
R R=9 .Cl
9 14 c2
9 ﬁ G=3,4;t6? U3
0 E=9;t5=1 Ul
B t5=1 u3

ul
0 E=9 ~  u3
0 E=9 u3
0 =5 U3
0(?) t3=1? c2
R [1] L>5? U2
R 1 R=3 123
8 . t5=27 CZ‘
B [2] -p u2
B 2] —5 U2
B B=8;t5=1 Ul
o t5=1 u2

M5
u3
M5
U4
c1
11
M5
c2
c1
c2
c1
c2
c2
c2
M5

U3

cl
A7
u3
u3
cl

c2

Table 2 (continued)

U3 C2 M5 10 A3 (T2)

10

c2

A9
c1
10
A2
11
12
M6
M1
M1
M4
M4
M5
A9

c2

11

c2
c2
M9

M6

Microsequence '~ Notes

T2 because
A-p => E=9-p

A3 (T2)
M5 10 A3 (T2)
12 A3

I1 Al0 Al2
A2 A12

Al3

A3 Al3

Al3 Al3

A5 A6 C2 M4 12 Al3 knows
too much

A6 C1 M1 A2 Al3 if goal=
A2 Al3 get t5

I1 A7 Al3 assume U3=>F
I0 Al3

10 A3 All A8 Al3

M5 ML I1 A3. Al3 => 1>5,
not 1>57

A10 Al3

ML Al
M1 Al
I2 M9 AZ Al3

A5 A6 M4 A7 Al3




66
67
68

69

70

71

72
73
74
75
76

77

78
79
80
81
82
83
84
85
86
87

88

Item
B242
B255
B257

B258

B260

B261

B262.2
B264
B268.1
B271
B276

B278

B279
8290
B290.1
8295
B299
B304
B306

8309

B311

B313

B315

Goal ¢

t4

t3

R

N

N

B

1

cs
ch
c3

c3

c3

c2

c2
cbh
c2

c2

c5

ch
c4
ch
ch
ch
cl
e2
cl
ch
c5

cb
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t rl+r2=r3 t' Result Microsequence Notes
1 09 o0 0 free U3 G2 M6 I1 A5 Al3 -
N 7 B 1 N>2,t47 U3 C3 ML 12 Al3 Al3  —SN>1,N>2;eh?
0 A A 9 A-p Ul C1 M4 10 A4 AlO
0 A.A 9 A-p A6 C2 M5 10 A3 continuatign
of 68 -
A A9 A=4,t3=17 C2 M5 A9 I2 A3 Al3 T
1 L L R[1]L>5? U2 U3 €2 Ml M4 I1 A3 AL3—:E>5, -
not I>5?
1 6 6 R[1] R=3 ‘U4 CL T1 A2 ALO Al3 o
5 6 R 0 RS Cl M1 Al3 R
1 7 7 R([1]R=5 U4 C1 I1 A2 AlO Al3 U
1 8 8 R [1] R=7 U4 C1 I1 A2 ALO Al3
1 A A E[9] A4,E=9 U3 C2 M5 Il A3 AL0 Al3 =>‘A=lt,+
1 x 9 x + U4 C1 M& I1 Al10
[free] [free] PR
g(?2)N 7 B N free C2 M1 Al3 -
0(?)x 7 B B=y,t5=1 U4 C1 M8 AlC recollect .t3=1
O(N 7 vy 1 N2 C2 M1 Al3 - -
0 6 7 B 1 B=3 U4 C1 I0 ALD Al3 —-
06 6 7 B 1 B=3 Cl 10 Al0 A13 Tt
0 55 0 1 + U4 C1 I0 A0 | -
1 8 8 7 1 + U4 €1 I1 Al0 e
1 4 4 9 0 + U4 c1 11 Al0D
0 6 7 3 1 + U4 C1 I0 Al0
1 29 2 1 + U4 C1 T1 AlO -
1 5 1 7 0 + U4 C1 1 Al0

Table 2 (continued)
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PC: U-SC->M->1I-A
Defermine unknown (U)

ul -get t' — set u=s

vz get v=d — set v=d; get new goal

U3 u undefined and 1 above -» set u=1

U4 u undefined and no 1 above — set u=s
Sef to compute (C).

(£1 u below — set to add; set a=r2

C2 u above —» set to subtract; set a=r3
Modify operand (M) (comparison of operand and a)

MiI d vs 1 — convert 1 to inequality:

1 above - >0
=r3 and t'=0 - <10

1=r

1=r3 and t'=1l —»>9
r3
r

1

1

—

I

and t'=2 5 >19

and t'? - undetermined

Lo

M2

[

vs inequality — convert 1 to inequality

M3

1o

vs even/odd — convert d to even/odd

ﬁ4 1l vs same 1 - con;rert 1 to 1:1 (i.e., 1 unit of 1)
M5 operand = u and 6:1 same side — add 1 to n:u -
M6 operand = u and on opposite side — subtract 1 from n:u
M7 d vs 2:1 — convert 2:1 to even

IM8 d vs specified unknown digit — convert d to specified unknown digit

M9 v and max and add — GN(v)[top]
{(others from (max,min)x(add,subtract) not used)

Figure 17: Micro production system for PC.
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Carry into (I)

10
11

12

It
[~}

t=0 -» set operand

I
ot

t=1 — set operand

t? - get with t=1

Analyze answer (A)

Al
A2
A3
AL
AD
Ab
A7
A8
A9
AlQ
All
Al2

Al3

Notation

t'

a>9 and u above - -p

2>9 and u below — decompose a into digit and carry

niu and n>0 - divide a2 by n

a=2:1 — convert a to even

0:u —» u undetermined

a undetermined and another v — change u to v
a=0, subtract d -—)l a= complement d

a-p(too small) — t'=17

a-p - set t?

u is also e —» compare a to e

a=d = operand — -p

u is get v=d - compare a to d

- u=a (including a undetermined)

= unknown

= the developing answer (accumulator)
= sum = r3+10¢"

= carry into column

= carry out of column

Figure 17 (continued).

PUSNEING LSS S
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then u will already be determined. The second stage (C) sets up the system for
how to calculate. Either operands are to be added into the accumulator (called
a), or operands are tolbe subtracted. 1In the latter case r3 is set és the
fnitial value of a. ‘Then follows as the third stage a series of attempts to
‘take the information in the column and arithmetically combine it with-the devel-
oping answer. However, since the cperands can be other kinda of information tha;
digits a.seg of reacticns is required, which depend on the nature of the operand
and the nature of the developing answer. These reactionz are contained in M.
The fourth stage (I) consists of determining whether there is a carry intc the
column (t}, and taking it into account, To do so may invelve additional operand
modifications. The last stage (A) analyses theAanswer. It may require some
additional operations on the accumulated answer, a, depending on the nature of
the unknown, u, ‘

Table 2 gives not only the cccurrences of PC along with the inputs
and the result, but also the sequence of micro-actions that suppéSedly would
generate the result if the production system of Figure 17 were in operation. 4
‘couple of examples will make clear how the system works,

The simplest casze is shown by the first item B5. HNo unknown 1is
specified, and all letters above the line have digits for values (both D=5);
hence U&Vis évuked, which makes v = T. Since u is below the line, Cl is evoked
whict sets fo add, Addition of the fwu 5's proceeds without need for modifi-
cation, and iﬁ obtains no carry, leaving é with the value of 10. A2 is evoked
eince a is greater than 9; thus the answer is decomposed into a digit of 0 and

& carry of 1, Finally, A9 makes the assignment of a to the unknown; thus gétting

T=0, and t2=1.
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A more complex case is shown in the third occurrence, B23. Since
getting R is already the goal, no U-#roduction is evoked, and Cl sets to add
with a initially equal L. 8ince the next operand is L,-Ma is evoked, which then
allows a to become 2:L. HNext, Il fetches the carry of 1 and the ét&empt to add
a digit to 2:1L evokes M7. This says, in essence, that there is no way to add
aﬁples to oranges and so abétractﬁ the 2:L to even. The attempt to add 1 to .
even evokes M3 which forces the conversion of 1 to odd. This 1eaa§-to odd plus
even is odd for the Qalue of a, which A9 then assigns to R. l(Thué the system is
capable of both digit arithmetic and even/bdd arithmetic.)

We asserted earlier that we would not produce a formal model of
immediate memory and processing, but would proceed informally. The scheme of
Figure 17 is in this spirit. Thefe are several ways in which it falls short
of a complete model, most notably in not being completely specific on what evokes
each production, on how the variocus operands are actually picked up, and on the
handling of the answer (a) when it consists of both a digit and the carry out
~(t'). Even so,it does indicate one kind of system that can yield the variety
of responses recorded for PC. It also shows that there is no gross inconsist-
ency in the behavior of PC from occasion to occasion,

One regularity is apparent. The carry is attended to only after
the other operands. There are eleven instances in the data in which some evi-
dence of language is available on the order of addition (B20, B23, B36,B65, B182,
B271, B276, B306, B309, B313, B315) and in all of these the carry is dealt with
afterward. Furthermore, no evidence of any kind exists for the carry’being

considered at any other position (such as picking up the first operand, adding
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in the carry and then the dealing with the second operand). This issuc hears on .
another one; namel&, whether the carry is in fact taken into account at all on
gome occasions. There are three occasions (B20, B32-36, B?B*Bl-Bﬁ), all‘at the
beginning, ;here the carry is not attended to at first, However, it is always
discovered eventually, and tﬁroughoﬁt the remainder of the protocol the best
fitting assumption seems to be that the carry will always be taken into account.
Very often, of course, when the carry is 0 or when it is undefined, there is
nothing cxplicit in the protocol to indicate that the carry has been noted.

The system of Figure 17 alse points to a few rough spots. Among
the more prominent difficultiés is the handling of ¢5; in particular, whether
E=% is obtained by subtraction, by complementation, or by some form of recog~
nition. As to the last, in a highly overlearned task, such as arithmetic
operations on simple numbers, the possibility always exists that answers are
obtained by recognition rather than by applying arithmetic operations. Sometimes
the language evidence is compelling that operations occurred, but often it is
not. Thus in the present cas..e, transforming O4+E=0 Into E=0, the subject may
.simply recognize that 941 provides a solution,'and then afterwards connect the 1
with t5. Subtraction seems less likely, especially since no questions about
whether t'=1 appear to get raised (as the evocation of A6 would imply). We chose
to encode with complementation, both to avoid the difficulties of t' and because
item 61 (B220) seems consiétent with taking the complement of 8 to get 2, over-
looking the fact that it is 0 that.is 8 and not E. -
In addition to the bias of the present scheme toward deolng opera-

tions rather than recognizing the answers, it does not reflect any short term
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learning, some of which must be going on. A good example of this failure is
item 53 (3199.2) where the subject has been through c5lenough times (15) not to
have to go through the extended sequence of micro-actions shown. On the other
haﬁd, it should be noted that there is little evidence from other 50utces_(and
none from the present behavior) that the subject does not go through the motions
of the arithmetic operations even though the sequence has become quite familiar
and the outcome is expected (in the sense of being fecognized as familiar,.not
of being produced in immediate memory prior to finishing the sequence).

There are a few cases in which the cutcome of the ﬁiéroseQuence is
somewhat at variance with the outcome used in the rest of the analysis. 1In item
59 (B211) and again in 71 (B261) the scheme produces L>5 rather thaﬁ 1>5?. This
might have some effect on the main analysis, since the ? evokes Gl which sets
the goal of obtaining L. (The apparently analogous case at B58 where R>5 is
obtained, already has the goal of getting R established.) In item 67 (B255) the
microsequence puts out both N>1 and N>2, whereas the main analysis stated only
M>2; however, this has no effect on the analysis. Likewise, in item 76 (B276)
the microsequence includes the comparison via A7, which is only implicitly in-
cluded in the main analysis; again, no consequences flow from this difference.

GN(27),AV(27). ‘These two processes (given in Tables 3 and 4) are

discussed together, since AV(v) can be viewed as:

AV(¥): GN(v)=>d; AV(y,d)=> ved
AV(v,d) is essentially the opération that occurs in a standard paired associates
learning task, It may differ somewhat, since recall can be via either v or d.

and this may modify the way the subject stores the information. Also, one of




10

11

12

13

14

15

16

17

18

19

20

21

22

23

Item

B26

B55

E96

B98.1

B140

B150

B154

B155

B159

B178

B182.4

B204

B211.2

B215

B223

B228

B235

B239

B242.1

B248

BE262.1

B268

B270

Prod.

sS4

54

54

sS4

54

ts3

ts3

ts3

54

54

sS4

54

54

54

54

54

sS4

sS4

sS4

sS4

54

sS4

sS4

v

Set

odd

odd, »5

odd, »5

evarn

odd, »5

ds

odd, »5

0:1;_1

>5

7.9

0,9

0,9

0,9;-0

free (ds}

Result Notes

1,3,5,7.9

7,9

7,9

repeat B59

2,4,6,8

7:9

repeat B5E9

)

} one generation

interrupted

7,9

0.5

0,9

1

free (fds) <>

>5

6

Table 3.

possible R odd,

repeat B223

)

S one generation

GN occurrences



24

25

26

27

Ttem

E285

B2%1

B298

B301/3

Prod. i
84 H
54
S4 N
S4 0

Set

fds

fds

fds

fds

-~ 08 =~

Result Notes

1,6

3,6 repeat B285
2

2

Takle 3 {continued)




10
11
12
13
14
15
16
17
18
19
20
21
22

23

Item Prod. ¥
B42 3 L
B61 ts4 R
B1O5 = 83 1L
B120 s3 A
B125 s3 0
Bl43  ts4 R
B147 $3 A
B150 ts3 o
B154  t83 0
BL55/1 1 0
B159 $4 E
B178 S4 R
B182.4 sS4 R
B186 S3 L
B189 s3 R
B204 84 t5
B211.2 S84 L
B219 s3 0
B239 S4 E
B248 84 0O
B262.1 84 L
B268 s4& L
B270 S4

- 99 -

Set Result Notes
ds Led
7,9 Re?

7,9;-7  Le9

ds Avx

ds 09

7,9 R« ,Re9

ds Acx fepeat B120
1 01

2 02

? Oex

9 E<9

9 Re9

7,9;-7  Re9

9 C L&D
9 . Re9
0 t5<0
6 Leb
-0,-9 0«8
9 Eed
¢ Oex’
6 L«b
? L7
8 L3

Table 4,

repeat B1905

only t

AV occurrences




24
25
26

27

Item Prod.

B238 54
B289 R1
‘3254 sS4
B301/3  S4

y

Set
3,6
3,6

3,6

=100 -
Result
unclear
Nex
N6

02

Table 4 (continued)

Notes
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the components (v) remains in view at all times, even though cmbcdéed in a
displéy. Actually, 13 of the 27 occurtences of AV are essentially AV(v,d),
where a single value has been delivered eﬁtcrnally, efther by GN (in S54) or be-
cause §3 goes slowly enough for uz to see the éeneration going on (B150;B154).

There are 5 cases where AV assigns a symbolic valué; e,8., Oex at
B248. These symbols simply stand for "a value™ and are not more complex tham
digits, There is certainly no difficulty assuming that AV Q,E) can assoclate
such symbols. Howevér, it does imply additional structure tﬂ‘that shown above,
In particular, some processes must evoke bywpassing'af GN and going into the
abstract mode. There is not enough data in the present situation to pin the
mechanism down; indeed, it is clear that more than one mechanism is involved,
B120 and {ts repetition, B147, involve a kind of planning; whereas B248 is a
way to indicate that ¢ is taken care of, even though its value is unknown until
the end.

If we add in the remaining 9 cases of AV, which contain a buried
GN, we get a total of 36 cases of GN. The main.form of this process, accounting
for 24 cases, is to start at the low wmember of the set and generate val#es in
‘ascending order. Included in this total are three cases in which the get has.
one or no elements. Also included is BY98.1, which generates E even, starting
from 2 rather than from 0, This is ﬂndoubtedly correct (only programmers start’
- counting from 0}, even théugh for the Problem at hand 0 is the correct starting
place. (The consequences of this will be apparent later.)

A somewhat different mechanism scems to be invelved in 6 other
cases, in which there is a two element set of which one member has been deter-

mined to be not possible just prior to the evocation of GN. The proximity to
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this new information implies that the basic set of values has not yet been up-
dated; indeed, one can view the CN aé the performance of this updating. This
caounld be acéomplished, of course, by a generéte and test, using GN and TD. How-
ever, with only a two element set there is the strong possibility of a mechanism
that says "pick the other one." The coexistence of the two mechanisms is
possible, unique c¢lues for evokiné this one being clearly present. In general,
an nrgénism with a small immediate memory may be expeéted to handle small sets
quite differently than large ones, which must necessarily involve serial
generation.

This leaves us with 6 cases, Three of these are unimportant,
involving either incomplete GN's for which no information is available (B15S5,
B288), or an already discussed unsatisfactory situation, which is probably digif
centered rather than letter centered (B235). 1In the final rhree there is evi-
dence both that a set of values exist and that the top one in the range is
selected, rather than the bottom one (they involve generation of only a single
value). In the two cazes where 0«9 (B125) and 0«8 (B219) there are complexities
going on that we can sense, but have not captured. For instance, by assigning
0 to be 2, the dilemma for E=0,9 is resolved. Likewise, 08 is probably confused
with E=8, sinece it evokes t5-=2 (or is determined by t5=2, a shift of interpre-
tation we explored, but discarded, at an earlier stage of the analysis). The
final ease of generating from the top occurs at B294 and leads to the selectien
of Neb instead of Ne3, This follows upon an extensive comparison of the coense-
quences of each value, which apparently ended indecisively. The failure here

is our inability to discover the additional considerations that went into the

decision.
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ID(31). The central part of TD(l,d) comsists of two attemﬁts to
associate: |
Is d associated teo anything?
If so, is it 17
¥Is 1 assoclated to anfthing?
If so, does it contain d?

For the présent subject, who appears to work always from 1 to d, presumably if
any letter is associated with d, it néed not be tested to see if it is 1. That
is, we find no instances in Table 5 in which TD was evoked with a variable that
already had a value, In the other direction; however, it is possibie for 1 tﬁ
be constrained, hence for a given d to lie outside tﬁc admissible set for 1.
This happens in threce cascs, two for R>5 and one for E even., Whether these two
accesses are done in the order shown, the inverse order, or as a siﬁgle access
on a compound stimulus (1,d) iz unclear. It may vary with the ecircumstances,
being 1 first and then d, when a new assignment is being proposed, but ﬁ éirst
during a generation of digit;. Such variation, of course, requires either that
"TD be two different processes or that there be enough executive styucture in TD
to pefmit adaptation to circumstances, Additional executive struct;re iz indi-
cated, at least for B229, where two values of E are discarded, one because T:d,
the other because ReD,

| The only other notEWU;th occurrence of TD 1is at B295,1 where the
subject becomes aware that if he permits the conclusion that B=3, there will be
no.other digits available (fds=¢/) even though a letter (0) is unassigned.

Clearly this inference does not come from the two assoclations listed ahove, but




10
11
12
13
14
15
16
17
18
19
20
21
22

23

Item
B7

B28
B45
B60
B63
B66
B34
B99
B103
B106.1
B131
B135
B163
B188
B190/2
B200
B203.2
B209
B213
B224
B229
B233

B236

Prod. 1
TL T
TI R
TT R
TL R
TL R

‘Tl L
TL E
TlI E
TL E
TL R
T1 A
TL A
TL G
TL R
TI L
TL E
TL E
TL A
TI R
TL E
T E
TL B
TL E

d

0

1,3,5,7,9

7,9

Table 5,

~ 104 -

Result Notes
+

R=5-p(Ix51!)

+
E=9-p(E even!)
R=9-p(Le9!)
A=5-p(Ded1)
A=5~p(D5!) repeat
+
R=9-p(Le8!) repeat
+

E=9-p (Re9!)

E=9-p(Re91!)

A=5-p (De5!)

R=3-p(R>5!)

E=%-p(Re937)
E=0,9-p(T=0!,RH!)
B=8-p{0<81!)

E=0-p(T=0!)

TD occurrences




24
25
26
27
28
29
30

31

Item
B243
B262.3
B268.2
B273
B293
B295,1
B300

B301

Prod. 1
TL O
TI R
1 R
Tl | R
TI N
T B
Tl
TL O

|
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Result Notes
0=1-p(G=1!)
R=3-p(R>5!)
R=5-p(D5!)

+

+

B=3-p(£ds=¢?!)

+

+

Table 5 (continued)
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requires other processing. ,If our‘model had some way of handling "noticing,"
this event could be handled differenély (and also B202-203, which raises some
of the same issues). |

FC!64!f The defined‘input to FC is the variable whose c§1umn is
being éought. Thus, we require additional specification of mechanism when there
is more than one column that involves the given variable. Table 6 shows the -

alternative outputs in the column labeled 'Others, *

For a carry both the column:
that determines it and the adjacent column that uses it are listed. Among the
64 cases there are 10 that are repeats of other occurrences of FC (noted in

the last columm) and another 8 that have uniquely determined columms:

for these there is no further concern. For the others, the-key feature seems to
be whether the processing of that variable on the current column h;g occurred or
not. This is indicated on the table by a yes or no in the column labeled

¢ done?, which is left blank if the subject is not located on any particular

column. Suppose we assume the rules:

1. If current column is unprocessed for the variable,
always select current column;

2. 1If current column is already processed for variable,
do not select current coldmn.

The first rule accounts for 6 cases. The second rule accounts for 30 cases, in
that it reduces the set from which selection must occur to either ome or no
elements. These cases are labeled rule 1 and rule 2, respectively,

We are left with 10 cases in which one column was selected from a

set of two or three eligible columns. Almost all (8) involve the selection of a




10

11

12

13

14

15

16

17

lsg

1¢

20

21

ITtam

B5

BIC

B1z2

B20

B47

B49

B&S8

B&2

B72

B74

B78

B85

B86

B9S2

BSh

B98

B101

Bill

B115

Blls

Prod.

s8I

SI

51

52

52

81

52

82

81

SI

SI

852

52

52

82

82

52

52

52

S2

52

t7

t6

té

£3
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Notes

cl

cl

cl

c2

o2
c6

c2
(o1

cb

cb

cb
cl

(=]

(s3]
c6

(=21

ch

most constrailned

out by rule 2

cut by rule 2

mogt constrained

cut by rule 2,
most constralned,

out by rule 2,
mest constrained

cut by rule 2

by rule 1

cut by rule 2,
most constrained

out by rule 2

out by rule 2,

most constrained

out by rule 2

by rule 1

repeat

(3}

o3

out by rule 2(7?)

out by rule 2

repeat

c3

out by rule 2

repeat

raepeat

repeat

c Total Set
£ done? Result Others
cl ch
cl Yyes 4 cl
cl vyes cé al
c2 cd,cé
¢2 yes (o] c2,cd
a2 vyes cé cl,cd
cé vyes c7 ab
cé no cé c2,c4
¢6  yas c2 cd,ch
c2 vyesg 4 a2
c2 yes <6 c2,c4
<6 yes ab (=35
ch ne c5 cé
cb no ch c3
cb  yeg(? c3 chb
¢l vyes ez c3
c3 ab
¢3  vyes ch c3
cb c2,c4
3 ch
c3  vyes c5 c3
Table 6. FC occcurrences



22
23
24
25
26
27
23
29
30
31
32
33
34
35

36

37

38

39
40
41
42
43
4

Ttem
B118
B123.1
B129
B133
B139
B148
B160
B161.1
B162
Bl64/1
B165
B179
B182.2
B161

B197

B199.2

B203

B203.1
B206
B207
B211
B212

B222

Pred. ¥
52 t5
51 E
51 E
52 R
52 R
sl E
51 E
s1 t5
51 té
sl G
sl E
32 B
52 t3
sl L
sl R
52 té
51 R
s1 £S5
51 t5
51 E
52 t3
S1 L
52 t5

£

S
c3

c5

c2
c3
c5
e5
c5
cb

c5

c3
c2

c2

cb

ch
c5
c5
c3
c2

c5

c

done? Result OQthers

yes

yes

yes

ves

yes

ne

no

yes

yes

ves

ves

yes

yes

ves

yes

no

yes
ves
no

yes
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Total Set

ch
ch
cd
cl
cb
c5
c5
¢S5
ch

¢
c3
el
c2

¢

ch

c5

ch

c5
c3
c3
c2
c2

ch

c5
cl
c5
ch,e5
¢2,cd
e3
el
ch

c5

c5
c5
c3
e2

cZ,ch

¢hb

cZ,eh

ch
ch
(]
.c3

¢

c5

Notes

c¢3 out by rule 2
¢3 out by rule 2
¢5 out by rule 2
repeat

repeat

repeat

c5 by rule 1

c5 by rule 1

c5 out by rule 2
cb ocut by rule 2
c5 out by rule 2
repeat

c3 out by rule 2
¢2 out by rule 2

¢2 out by rule 2,
cb most constrained

cb out by rule 2

Note c2, not c4,
most constrained

¢4 out by rule 2
¢5 by rule 1

c5 ocuc by rule 2
c2 out by rule 2
unique

c5 out by rule 2

Table 6 (continued)




45
46
47
48
49
50

51

52

53
54
55
56
57
58
59

60

- 61

62
63

64

Item Prod. v
B230 S2 5
B240 S1 E
B242  S1  t5
B255 Sl t5
B257 S2  th
B261 S2  t3
B262.2 SI L
B264 S2 R
B268.1 S1 L
B271 Sl L
B276 S1  t3
3278 sl A
B278/2 81 E
B279 S2 N
B290 S1 N
B290.1 S2 N
B295 81 N
B299 S2 B
B301 S1 B
B302 s 0

£

¢S5

c5
c5
ch
c3
c2

c?2

c2

c2

c2

c3

c3

ch
ch
ch
ch
ch

cS5

- 109 -

c Total Set
done  Result Others
yes ch c5
c5‘ c3
a0 c5 ch
yes(?) c& c5
yes c3 cb
'yes c2 c3
no c2 é
c6 c2,ch
no | c2 d
no c2 ¢
yes cl c2
yes d c3
yes e5 c3
ch d
no ch 4
no ch ¢
no ch ¢
no ch d
yes "4 ' ch
yes ¢ ¢S5

Notes

c5 out by-rule 2
Neither most consﬁrained
¢5 by rule 1

c5 out by rule 2 (17)

c4 out by rule 2

.c3 out by rule 2

unique

c2 out by rule 2
cb most constrained

unique

unique

;2 out by rule 2
c3 out by rule 2
¢3 out by rule 2
unique -
unique

unique

unique

repeat

‘¢4 out by rule 2

c5 out by rule 2

Table & (continued)
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column fbr R; one involves .the initial selection of a column for D, and the
remalning one the selection of a column-for E after the final decision has been
made to assign E the value 9. Any variation on az concept of "seiect the most
constrained™ will account for all these cases but B203 and Béﬁﬂ. .Thé-subject
would select either ¢2 or cb for R in preference to columm 4, and ¢l for U in
preference to ¢6. One must be careful in evoking such a mechanism, however,-
since it can easily imply considerable computation and comparison of 21l columns
before a selection is made., This clearly does not occur. For example, B12 makes
rit highly probable Fhat the subject did not select the initial columm for D

{at B5) by a deliberate comparison of cl and c6. Of the two cases not explained
by maximum comstraint, one (BZ03} appears to invoive a genuine anomély (already
discussed) in which the concern for R leads the subject to evoke 51 on Re9,
rather than take off on E<9. In the other case (B240) we have no clues why ¢5
should have been selected over c&4 after E«2 (with the subject not located at any

column),

FA{lg); FP{&). These two processes(presented in Tables 7 and 8)
are grouped together because the essential component in both is the recali of
past behavior. 1In both FP and the FA in production T2 the call is for some past
information. Bukt even in the use of FA in 53? which on the surface simply calls
for a relatiomship that determines tﬁe input variable, the fesult is never a new
relationship, but one which has been used already. Thus, in B42, which concerns
the assignment of L to get R, it seems implausible to think of FA as having the
choice between three columns for R (as.in FC). Rather, return is to ¢2 which

was used to derive that R is odd.
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L4
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1
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Item Prod.

B42 83
B56 T2
_B105 s3
Bl06.2 T2
B120 S3
B125 53
B136 T2
Bl147 = 33
B149 83
B186 S3
B189 s3
B203,3 T2
B219 83
B229.1 12
B234,1 T2
B238 T2
B243.1 T2
B264,1 T2
B269 T2
Item
B95.1/2
B182.4
B214
B263

A
R

£7=1

Prod,

R2
R2
R2
R2

Result
c2,L
R=3
c2,L
LD
c3,A
c5,0
E=0
c3,4A
c5,0
c2,L
c2,L
t5=1
¢5,0
t5=0,1
t5>1
RS9

0 free
L6
L7
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Notes
no alternatives
no alternatives
repeat B42
no alternatives
c5
parallel B120, c3 (but already used)
0<9 but hypotheticél as the line disappears
‘repeat B120
repeat B125
repeat B125
repeat B186
no alternative (not Re9-~p)
no alternatives (once ¢J is constralned at B21i7)
no alternatives (not O«8)
no alternatives
0«8 possibly?
no alternatives
no alternatives

no alternatives

Table 7, FA occurrences

Actioﬁ
repeat
repeat
repeat

repeat

S84 on Re?
S4 on Red
S4 on R>5
52 on R>5

Table 8. FP occurrences
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With this view there is very little to. say about the méchanisms of
FA and FP without a more detailed moael of memory. Table 7 for FArshows that
for 9 cases there are no alternatives‘to the output provided, and that 5 others
are repetitioné-of prior sequences. This leaves 5 cases which are worth some.
discussion. Three of these concern whether Oc«d could have been evoked by FA.
These assignments do stand in the PBG prior to the evocation of the production in
question (always T2). 1In fact, no consequences follow from the assignment of
values to O, but incorporation of this would seem to require a ﬁemory that keeps
track of additional connections other than just the tree ordering. The other
two cases (B120, BI%S) belong together as one, since B125 is a parallel version
of B120, with ¢5 and O substituted for ¢3 and A. This in itself revegls that at
B120 there was a choice between ¢3 and ¢S5 as a way of determining E. However,
we have no proposed mecﬁanism for making this initial selection.

We do deal with two different, forms of memory in these processes:
with path memory for FA, and production occurrence memory for FP. These are
probably not distinct, but are all interwoven in the memory of past behavior.
However, as already noted, there is little additianal light we can shed on'this.

GNC(2), FL(4). Both of these proceéses are represented by so few |

inétances that essentially nothing can be said about their internal mechénisms.
They both exist in response to needs for sufficiency -- e.g., it is not possible
to add up a sequence of columns serially (B304-B316) without sequencing through
the columns.

The only instance of FL that offers food for thought is the

extended attempt at Bl4-B18 to select a letter for processing. The subject




Ttem
B185

B303

Item

.Bl4

B278
B301

E3062

Prod.

85

Prod.

G4
G4
G4

G4

- 113 -

Input Results
cl
c3 , ¢l to c6

Figure 9. GHC occurrences

Input Results

ls: all - 1,D R

Is: H,R,0 N
Is: O 1)
1s: o d

Figure 10. FL occurrences

i e Ry o
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clearly is considering letters and their multiple occurrences. Thus a mechanism

that chooses the unprocessed letter with the maximum number of occurrences will

be as good an approximation as one can get (even though it may differ consider-

able from the actual set of considerations that the subject goes tﬁrough).
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Discussion
We have finished the detailed analysis. It remains only to ﬁull a few
threads together, and view the effort somewhat more broadly.

Overview of S3's behavior. Figure 11 (pagefs) provides a way of glimpsing

the total problem solving effort in. which §3 engaged; This can almost be told
as the play of a game. The opening development is straightforward. The subjecf
takes each piece of new information and feeds it back into the problem to harvest
further information (essentially production S1). This straightforward approach
founders in the atfempt to infer that G is even. Then follows the first attempts
at assignments. These are done systematically. The first one, Lel, fails almosf
immediately, but leads to the discovery that R is 7 or 9. The second assign-
ment, Re7, leads to a.moderately advanced position, and ends the "opening gameé.,"
Then S3 enters a long phase (lines 11 to 29) in which he worries whether
E is 0 or 9. This, of course, is the key to the problem for any approach that
relies on "reasoning"” through to the solution. It appears that the crucial
feature is the subject's failure to recall that T=0 is already used. However,
three features of the subject's behavior contribute to his difficulties.
1. The failure to note that T=0 so that E=0-p
2. The inability to produce a solid analysis of ¢5
so that E=0 or E=9 is a clear dichotomy; he
continually iterates on the analysis.

3. The failure to see that t3=1 is possible and so to lay
to rest the contradictions that keep arising from E=9,

As to the first, the production system asserts that TD shall be applied whenever

a new value is obtained. Why did it fail? We can piapoint the places where

E=0 is produced, and where, therefore, TD perhaps should have been evoked:
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B78, BS81, B98.1, B102, Bl11l6, B128, B1L7, B206, B223. Right after B223 (at B225)
the experimenter could contain himself no longer and asserted that ‘You've used
the zero, too.''. From that point on the fact was esgstablished.

0Of these nine instanceg, five (B103, Bllé, B1l28, B157, B223) czan be
eliminated from concern, gince TD is not evoked on a familiar relatioconghip.' This
obvious bit of efficiency clearly unstabilizes the problem solving processes.
Slips made at critical junctures may never be corrected. This ig reminiscent of
the "Einstellung” effect, [10], in which subjects, once a method has proved
successful, find difficulty in calling it into guestion when the situation
changes. Here it 1s.a tegt for digit admisgibility that drops out, whereas in
Luchin‘s task the method selection process drops cut. Nevertheless, both produce
a cul-de-sac through the effects of familiaritcy.

0f the remaining four instances, two (B78, B81l) occur where BC, being
unclear, is repeated. According to the pricority ordering, production Rl (repeat)
ig evoked in preference to Tl (TD) (s8ee Fig. 15%5). Unfortunately, this evidence
is hardly compelling, since R1 and Tl only compete 2 times solidly (namely, these
two at B78 and B81l) and two times where there is doubt as to whether T1 should
have been evcked or not (B156.1 and B288.1). Furthermore, R1 and Tl are adjacent
in the priority order, so that there is no indirect support for the contention
of the model that TD would not be evcked if PC was unclear. In any event, by
the time EC produced a result that did not evoke a repeat the result was not
E=0 but E=9.

This leaves B98.1 and B206. The first, B98.1, invoclves the generation of

E even. This has been taken to start at 2 rather than 0 and hence the TD at BS99
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does not get applied to 0. Furthermore, although TD jis used a moment later to

reject E=9, E even ig used, rather than E-0. Hence, again the opportunity for

getting TD asked of 0 slips by. This reconstruction of the_subject}s behavior

is consistent with the total system and plausible {if a person is asked to give
fhe even numbers he starts with 2, ﬁot with.O). However, there is no explicit

evidence a2t B98.1 that the generation oeccurred or that it started at 0.

B206 is the first encounter with E=0 in the second phase of the problem
solving where the subject is exploring the censequences of Re®?, It might seem
that the subject would treat E as alnew item and evoke TD. However, the text
makes clear that the information is not so treated, since the subject immediately
re-evokes the impossibility of A=5, which is implied by E=0. This availability
of the inference on ¢3 is also reflected Iin Bl58, where the subject in deoing PC
on ¢5 asserts that “E can't be zero." This might seem to indicate awareness of
T=0, but the analysis makes clear that A=5-p 1 the source of this qonclusion.

We have discussed in detail the failure of 53 to note E=D"p(T=0!5.' It
-seems that "if it had been otherwise" the subject would have solved the problem
much wmore quickly, However, the other features of his behavier should not be
overlooked. The second feature, his general inability to make a cleén analysis
of ¢5, shows clearly in the total PBG, but not sc clearly from fhe production
system. It is basically a property of PC, and beyond the level at which we have
modeled it.. One might think, perhapﬁ, that additional information -- ec.g., from
¢3 == should help. But such information, although it can give clues for dis-
covery and add confirmation, may be unable to produce surety, which is what the
subject needs. His PC is already good enough to derive the results in question;

namaly, E=9, t5=1.
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The third feature concerns the subject's inability until the sixth en-
counter wirh ¢3 finally to break free from the assumption. that t3=0 (B94, B1l31,
B168, B182, B208 and finally B257), This is one of thé main traps offered by
crypt-arithmetic puzzles -- ignoring the possibility of carries bf identifying
the result at a columﬁ with the named letter at that columm. The trap is deeper
than the E=0 issue, which depends only on whether the subject will ask the right
queation; TD({E,0). .At B94 the subject states his conviction on t3, '"because I
know I'm not caryying 1.'" At Bl68 he directly faces the issue of A+A=9 without
calling into question t3=0. At B182 he finally considers the need for't3=1
("If that were 4 + 4 plus .."). However, this leads only to his rejecting Red
and setting up to explore Re8. For the subject these are still the two giter-
nativea for ¢2 and he does not become clear that Re9 will not solve his problems -
(i.e,, make t3=1). Again, at B208 he considers getting t3=1 (B211l: "iIf I could
get I to be more than 5 ..") and rejects it after an analysis that apparently
| consists of looking only at Le6. Finally, starting at B257 he gﬁes again to
1»5, repeats the L<6 inveatigation, and only then breaks himself free to consider
other values for L and R: "Now suppose these were real big numbers, not just
little -- not 10, but way more than 10" (B265-267),

The three features combine to keep the subject cscillating around a point
of moderate advancement, achieved early in the séssion. This is almost the total
story of the "middle game." It can be seen clearly in the gross structure of ﬁhe
PEG: The long plateau from lines 9-33, punctuated with reviews of R¢<?, leading
to starting over with R«9; and a second plateau (lines 35-46) much like the first

in character although shorter., Finally, thanks to the experimenter, the issue
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is finally resolved, E=2 is posited, and the "end game" proceeds very raﬁidly
to a successful conclusion (lines 48-55).

The ability to record attempts externally plays some role iﬂ the subject's
behavior. It permits him to start over without losing the other solution. When
he drops back to the initial attempt {line ﬁS] it is still available. In par-
ticular, G;I is still recorded and does not have to be re-derived (it is never
mentioned in the protocol during the final advance),

Comparison with earlier work. The present analysis grows out of a com-

tinuing effort to use informaticom processing systems to model human problem
solving. The two most relevant studies, menﬁioned already at the beginuning of
the paper, are the attempts to simulate human behavier in simple tasks in
symbolic logic using GPS [17, 18, 19] and the analysis of a chess protoﬁol [21],
which is similar in spirit to the present analysis.

Taking the chess study first, the subject conducts a forward search from
the existing position, and we were able to construct aVPBG much as in tﬂefpresent
analysis. The problem space ;as not handled as formally as in the present effort,
bué clearly the elements were positions and the operators were by and large legal
moves., Those that were not were classes of moves defined functionaliy -~ B.8.,
Q-move, defend-B. The PBG showed a striking regularity, The subject always
returned to the base position before engaging in anothe} long deep and little
branching fﬁray. Thus, the subject Fould be described as following an overall
search strategy -- it was called progressive deepening -- which could be con-
trésted with the depth-first and breadth-first strategies widely used in problem

solving programs, The PBG of the present subject shows ne such glehal regularity,
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and we have characterized his behavior simply as a production system without any
overall search strategy. Besgides the aiﬁays present fact of individual dif-
ferences, two features of the tasks may be involved in this diffefence. First,
chess has a permanent memory of the base position always available, but no
ability to record new positions externally. Thus, dropping back to the base
position is returning to certainty. In our crypt-arithmetic task, advanced
positions were recorded, and hence there was no need to return always to the
base position. The current external position could operate as a base. For
éxample, R, L#3, T=0, D<5 was used for very large periods. However, even here
some additional non-written information was available -- e.g., R=7,9 in the
state just mentioned.

The second difference between chess and our task that might account for
the lack of global search strategy is familiarity with the task. Chess was a
familiar game to our chess subject, whereas this was the first crypt-arithmetic
task 83 has done. Thus 83 had only his unadapted reasoning procedures available
for the task; the chess subject had had plenty of time to develop a style of
analysis. | | |

In the chess analysis we were able to develop what amounted to a set of
productions to be applied at each node which produced the moves considered at
that node. These productions were of the form: |

features of position — function to be performed => moves

That is, the features of the board do not directly yield legal moves to be con-
sidered, but rather yield the function‘(defend, attack, etc.) to be performed.

This function, in turn, is used to generate the legal moves that perform that
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function. The situation is entirely analogous to the productions that yield PC,

which, when applied to the particular column at hand, yieids concrete assignments
(either of form l¢d or 1=d). This view implies a problem space for chess whose
operators are the function terms rather than the legal moves.

| The production scheme developed for the chesé analysis does not handle
selection of the base move, nor modulation of the exploration. Some rules were
adducedlin the chess study for the latter, involving repeated re-examination of

a path if successful, and working through the productions according to a priority
list of a priori relevance if unsuccessful. Nothing in the present analysis
corresponds to this.  In part the chess problem solving takes place within the
framework of a search strategy that gives meaning to factoring the problem into
separate types of rules, whereas no corresponding factoring makes semse in the
crypt-arithmetic task.

In summary, the chess analysis is generally supportive of the present-
analysis., However, there exists.no theoretical frame large enough to exflain
adequately the differences in the two resulting schemes of problem solving. This
is just what we should expect, of course. Atlleast a modest number of analysed
examples are needed before such a frame can become clear. |

| - GPS presents a different problem of comparison. Its program organization
is quite different, not being composed of a production ;ystem, but of a problem

solving interpreter with a set of problem solving methods.* Imnitially, the

* GPS has had several basic organizations over the years, each of whlch :
is quite different from a production system [5, 13, 14].
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- techniques of the present paper -- the PBG and the production SysteﬁA~- were
developed as preliminary schemes for data analysis -- as ways of organizing the
data so a program, of type unspecified, could be inducted that would incorporate
the regularities so exposed. However, it is now clear that the pro&uction sSystem
offers an alternative organiiation, which might be extended ko a fully fune-
tioning program.

We indicated earlier how the behavior of GPS might be viewed in terms of
the problem space: a system which follows the goal stack assumption and which,
whenever an operator fails to be épplicable, sets up the subgoal of modifying {its
input so that it can be applied. This, of course, covers only the central core
of GPS and oot all of the methods -- e.g., how to gelect a new geal to work on
after one has becn abandoned. @Given this much correspondence, a set of produc-
tions could be developed that would carry this ocut. One of ?he main differences
between such a system and existing versions of GPS would be the subgeal tree.

GPS keeps a recerd ef all the intermediate goals along a patﬁ from A ta B
transform A to‘B; transform A' to B; transform A" rte B, ... In the problem
space version, althcugh there must be some path memory, which we have never -
specified for 53, it would undoubtedly not be the goal stack, The system might
simply keep an anchex peint {e.g., the ovriginal pusition) and the current
position; that is, the goal would remain 'get B, " always with the current

positlon understood.

Without ¢arrying outb the reformulation of GPS and the analysis of the
behavior in logic in terms of the new production system it is not possible to

do more than note the general correspondence that is implied by the possibility
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of this change of representation, The problem space will consist of logic
expressions as elements and the legal logic rules as operators. The subjccté
introduce a large number of function terms (e.g., eliminate, decrecase, reverse),
which GPS currently treats as differences and uses to select relevant operators.
In the light of the use of similar function terms in chess, these might show up
at an expansion of the set of operators.* However, unlike chess and like 83 on
crypt-arithmetic, the subject is new at the task, and cannot be expeccted to have
the function terms so internalized that they seem to be the real operators.

As noted, Bartlett (2, pp. 49-63) considered crypt-arithmetic, seeing it
as an example of evidence in disguise, Apparently, Bartlett gave the problem to
scveral pecople, asking them to write down the steps they followed.® The edght
written protocols that Bartlett reproduces are almost completely consonant ﬁith
the preseant study. They show the same form of reasening as the present case.
Several are better, going directly fromlcl to ¢5 and deduciﬁg that E=9; a few
were worse, floundering in trial and error. The one exception generated_cprre—
spondences of letters with digits according to global rules -- e.g., A=1,B=2,
C=3,... .

Bartlett's discussion is also largely consonant with our account, although
formilated only in generalities. He sees Lhe‘Subject taking a scrics of steps,
each drawing out somc information that has been disguiS@d, thus filliung thgugap
between the initial state of information and the final one that solves the

problem. Bartlectt's analysis and ours diverge in his division ol processes into

* In [15] a PBG for logic is given along these lines,
dets No procedural details are given; this is within the spirit of the work,

which is exploratory and discurszive,
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three types: analytical, guessing and insightful, The firast corresponds reason-
ably well te PC and the second to an AV sequence followed by PC. The third,
insight, he desc¢ribes as seeing the answer without going thréugh the steps nec-
essary to develap it, Generally his notion of insight is supported by examplaes
of perceptual problems, where the person suddenly "sces" the answcf with no
ability to report intermediate stages.. In crypt-arithmetic Bartlett focusses on
the lack of evidenbe In his written protocols of intermediate steps; e.g., the
subjects simply_write down the inference on E from c¢d, with no indi¢ation why
they were led to consider this. From our point of view, his data corresponds
more to the PBG from the writtem record (Figure 12) than to the PBG from the
verbal protocol (Figure 11). It is clearly incomplete, and cannot support the
kind of argument he constructs upon it, Thus, we do not end up with our subject
showing insight. Whether such a process is needed in addition to analysls and
guessing remaing inconclusive,

There 1s little profit going further afield for comparison with the
picture of human problem solving presented by the present analysis, The general
Features of search, of the ability to do symbolic processing, of goals and sub-
goals, and of means-ends analysis are all here. Beyond that, other studiesldo
not provide Information at a detailed enough level to illuminate whether the pro-
duction system is a goad model for the organization-of human problem solﬁing
system; and to what extent S3's bechavior Is either typical or noteworthy.

Observations on production systems. We have already remarked that the

type of system used to represent the subject’s behavior is a quite genarval form
of process organization, A certain comfort can be drawn from this. Whatever
model is eventually adepted for deseribing human problem solving must have the

power of a Turing machine -- that is, he able to perform arbitrary calculations.
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Seme points about this are worth noting. The requirements for a Turing
machine — for universal calculational ability — are really quite simple: the
ability to write symbols in a memory, to find and read them out again, and to
react differentially to them. For production systems this memory is the work
space — that which the condition part of & production is contingent upon. Thus,
the production gystem writes by putting information intce the work sgpace, and
reads by evoking producticons conditionally on the contents of the work space.
There must be available a finite memory of such differential reactions, and these
correspond to the finite number of different producticons. In a Turing machine
the system reads a symbel and reacts to it, not only writing a symbel but by
going intoe a new state of its (finite) memory, since the entire get of produc-
tiong is expased each time.* The affixing of a ? in our system is a typical
example of how an internally introduced symbel is used to effect a selection of
a gpecific production on the next step. Similarly, the uge of seguences of
actiong, rather than selecting afregh, each elementary action from the total
production system is another way of achieving context dependence. If we were
restricted to a single elementary action per producticn, then each would put in
a tinique cue symbol in addition to the desired output, so that the appropriate
next producticon could be uniquely selected.

The final requirement for general calculational ability is that the system
have an unbounded memcry capable of being addressed repeatedlyv. In a Turing
machine this i1s accomplished by an infinite tape with operations for moving the

tape left and right under the reading head (which defines the immediate access

capability of the machine). In the present system the domain of the conditions
* In some productionsg svyvstems used for practical purposes — e.g., svntax
analyses an explicit link to the next producticon is provided, so that this

property does not hold.
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is the immediate memory, which cleéyly we do net wish to be infinitely extend-
able. Thus, ocur system as it stands\dﬂes not fully satisfy the conditions for
"general calculability.”

| As already noted, some sort of conflict resclution doctrine is required

in a ﬁroduction sjstem. We adopted a priority scheme, which is both simple and
frequently used, The priority order became a free parameter of the system and
its value_was determined to best fit the data. The resulting corder seems
fragile, at least in part. Determination of a production's position in the order
is sometimes based on only a few cases. An example occurred in trying to under-
stand whether failure to evoke TD on E=0 was explainable by the production system
or was a failure of the production system to describe the beﬁavior adequately.
The argument hung partly on whether Rl had higher priority than Tl. 4lthough the
matrix vielded a positive answer to the question, it was with slight margin of
confidence. Yet, much of the psychological import of the system is buried within
the priority rules. It remains an open question whether the pricrity scheme is
an appropriate decision structure. After all, po direct psychological case has
been made for it., However, it could also be that the shortcoming {small Nrper
cell) is inhereat in any attempt to describeé a system which has so much mecha-
nism to be determined,

As we come to cousider the production system as a possible theoretical
form for describing human problem solving, the psycholoegical significance of its
various features becomes important. Perhaps the most fascinating-is the way the
system shreds the geﬁerators of behavior into a set of independent parts -- that

bears a resemblance ko a collection of $S-R connections. The preductions are,
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in some sense, independent and additive.," That is, each may be added to the
sct of productions without concern for the others that are there. The behavior
that arises from this is certainly net a sequence of indcpcndent‘aétions. But
the interacéiun comes entirely from the symbols the evoked productions but in
‘the iommediate memory. This situation maﬁ Bc contrasted with that of a flow
diagram, where the structure of the system as well as the compe: it processes:
determine the total behavior. Of course, this means only that - ~luction
systems, as opposed to flow diagrams, provide a hemogeneous way to encode the
total information necessary for a process. We have already discussed how cne
can often pass from one to the other by intrﬁducing additional symbols which
serve to link productions uniquely. Such a change‘in representation is none the
1es§ useful for being understandable. However, the independence ef the compo-
nent productions fails te the extent that the conflicts must he resolved by a
rule, such as a priority ordering, that depends on a global property of the set
of productionsg, |

Each production, considcred separately, has the form of a stimulus (the
.condition part) evoking a recsponse (the action part). Thus, the entire system
has the flavor of a network of stimulus-response bonds. What distiﬁguishES this
from a garden variety $-R system as considered in experimental psychology? First
of all, it is highly mediational. That is, there are ﬁany internal eycles of
stimulus to response to stimulus before any external response is made. The
immediate memory plays a central roie in this, Second, the action parts are nol
sihble responses -= that is, net some invariable pattern in immediate memory.

Rather, the response is a sequence of processes each of which produces a new
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pattern in immediate memory, It is this sccondary patterﬁ which defines the
next stimulua and selects the next r35p6nse. Thus the immediate memory plays
a second role, as well.

There are two concerng with these actiens. First, each is afsequence of
actions (or responses) rather than a single one. However, as already discussed,
we may view this as a convenience in writing productions and we could modify the
system so cach production had a single action (which, however, must thea produce
at least two "symbols"). More importamt is the naturc of these actions. 1If
they are not representable as siwilar S-R systems, then there is a non-§-R link
in the total chain, Given the schematie micro-production system developed for
P a further reduction might seem plausible, but the question is clearly still
oﬁen.

4 third difference between the production system and the standard S-R
system lies in how the next action is selected. The current systcm.has a matéh
routing which responds ta structured symbolic expressions. The usval concept
of strengths of connection 1s absent. Tlkewise, there is strict selective
attention to part of the total stimulus (the total immediate memory). Most
important, the mateh routine uses variables. That is, it permits the passing of
parameters‘from the working memory to the actions. Hence, the latter ave
funetions, ratﬁer than simply self contained procesées. The system mechanisms
required to do this more complex matching and parameter passing must itself be
explained in simple 5-R terms., It is not enough to show it can be pexrformed by
some production system. This latter is like showing that an Algol compiler can

be written in Algol; it does not settle the issue of whether a given device can
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compile Algol. One might show, however, how a system of productions that was
parameter free could perform the parameter passing. Even. this would net scttle
the whole issue, since it would imply that the S-R mechanisms exhibited in our
production system were being performed interpretively by another,simpler 5-R
mechanism, In short, there may be requireﬁcnts on the total system of produc-
tions which go beyond what a simple S-R system can produce.

We mention the possibility of viewing the production system as an 5-R
system, not becausc the interpretation is clear, but because the resemblance is
striking enough to be worth exploring. When one looks at information processing
theories represented as flow diagrams -- e.p., the concept formatlon system of
Johnson [9] -- there appears to be no conncction at all hetween an information
processing model and an $-R model, When one looks at a production system, a
relationship seems possible.

Turning from the general properties of production systems to the par-
ticular one developed here raises séme additional isgues, For one, the'sﬁstem

is not complete. If turned loose on DONALTHGERALD, or almost'any other crypt-

.arithmetic task, it would simply fail to evoke an action at some point. From

é data analysis point of wview the ability to be incomplete and still useful for
describing the data as a source of great strength. However, it prevents us from
really verifying whether the system performs as we claim., In fact, knowing the
vagaries of hand simulatign, there are surely additional diffieculties, whieh ‘.
have been gloséed over unawares in the present analysis. As alvcady remarked,
one major sourcc of incompleteness is the lack of a sufficiently detailed model

of immediate memory so that actions, such as PC, can be fully specified,
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Another issue concerns the'psycﬁological significanée and generality of
our productions. If this quel represents structurally what 1s going on, then
the individual productions must be learned, transferred, etc. Are the same
productions used in other tasks? Do the same produﬁtions show up in different
people? Here it seems to mé, we are in bettgr shape than we have any right to
expect. A number of productions are clearly of general utility: 61, 62, G3, T2,
R1l, R2., Most of the others could be so reframed. For example, 852 needs to have
FC abstracted to "find a thing that involves v'" and PC abstracted to "process
that thing for informétion about v." The processes corresponding to FC and PC
lcould now not be unit actions; they might have to belset up as poals, which_
would evoke yet other productions. Still, they would cﬁrry the kernel of
organization of some behavior:

Whether these same productions occur in other subject's behavior is not
within the confines of this study. Cursory.work with a few other subjects does
show a few major productions, such as Sl and S82. This is true only fof subjects
who attempt the-problem in the same general way. For example, some subjects
éttempt to use sets of simultaneocus equations, others to use global rules for
generating correspondence between digits and letters. One would not expect the
same productions in such cases (nor even production systems as the useful form
of description). |

These comments do not offer substantial demonstration of the generality
of these productions over people and over tasks. Yet the situation 1Is not with-

out hope.
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Summary. Despite discussion of the prospects of production systems

devcloping Into a better way to write information processing theories of human

problem solving, this paper should still be viewed primarily as a detailed case

study of a single problem solving eplisode, adding thereby one more bit of data

El to the study of human problem solving, We have been concerned with how diffi~
;' cult it is to carry out such analyses, and have deOeLoPEd a number of data |
[_ analytical tools to help with the task. These operate in the context of an

[~ information processing theory of problem solving based on rhe concept of

heuristic search in a problem space. These tools are:

[? ‘. i) The formalization of the problem space, including both
the knowledge states and operators, so that it becomes
casier to determine what changes of knowledge are going on.
[; 2y ‘The Problem Behavior Graph (PBG), which is a way of

plotting the subject's search through the problem space.

3) The production system, whiech permits one to extract the
regularities of behavior at a uode of the PBG.

4) The determination of the priority ordering of the
production system by minlwizing the number of wrong
selections of the production system,

AU B

5) The display of the performance of the prnduction'system
in a graph that shows both the coverage and the errors
‘against the addition of new productions.

Most of these steps are "simply" data analysis., No theory underlies them, In

»

the sense that we expect statistlical theory to underlle proposals for tests of

significance or techniques of parameter estimation, They are not less uszeful

l.l’

for that. 1In an area -- protocol analysis -- which has few tools we need all

we can get,

L

The generality of these toels remains to be saen. In the shovter paper

————

L
4

*

-
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devoted to pretocol analysis [15], which is largely based bn the present work, we
did present PBGs from several different tasks: logilc, chéss,.crypt-arithmetic,
and ‘the missionaries and cannibals puzzle. However, further steps involving
production syatems have not been carvied through on any body of Qa%a ag sub-
staﬁtial as the one represcnted here.

Finally, although of necessity concerned with methodology, the main
contrﬁbution of this paper is the Information it provides about a problem solving
attempt. ﬁow weli this particular analysis will hold up remains to be seen.
Like the chess analysis it iz bedeviled by being only a single instance. 4lso,
like it, the amalysis has not proceeded to working programs. Consequently, one
of the mai; security devices of information processing ﬁheories, simularion, is
absent. #Jtiil, a substantial‘émoﬁnt of information has been extracted from rhe
déta and brought to bear on inducting the processing structure of the subject.
The web of cross dependency is sufficlently great that a critic tampers with an
isolated bit of the protoecol at his peril, Any attempt to "pateh up" the exﬁla-
raticn at one point runs the risk of lntroducing new errcrs at cother points.

There are very few examples of analyses of problem solving behavior in
the literature that provides encugh structure to support comjectures of how the
behavior is organized. A comparisen of this analysis with the material on
crypt-arithmetic in Bartleﬁt's_book on Thinking [2]}#111 emphasize the point.
Even in our analysis the evidence often has turned out to be much thinner than

we would like. The field needs even larger bodies of data, processed even mere

finely than the present cne.
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Appendix

Crypt-arithmetic
Subject 3 Problem DONALDP D=3

+GERALD
ROBERT
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. Bl Each letter has one and only one 7 {ask Exp; about rules)
E numerical value --
: B2 Exp: One numerical value.
i- B3 | There are ten different letters
‘ B4 and each of them has one numerical
value,
B5 Therefore, I can, looking at the Sl: Ded - FC(D)=> cl; PC(cl)=> T=0
two D's ~--
BR6 each D is 53
B7 therefore, T is zero. Ti: T=0 — TD(T,0)=> -+
B8 So I think I'll start by writing
that problem here,
B9 I'11 write 5, 5 is zero.
B10O Now, do I have any other T's? sl: T=0 - FC(T)=> ¢
Bll No.
Bl12 But I have another D. 81l: Db —aFC(D);> ¢b (no PC(c6H))
1 B13 That means I have a 5 over the
) other side.
Bl4 Now I have 2 A's Gé: get 1s — FL(ls)=> R; get R
B15 and 2 L's
. B16 that are each =--
B17 somewhere --
B18 and this R -~
B19 3 R's -~
B20 2 L's equal an R -~ $2: get R — FC(R)=> ¢2; PC(c2,R)=> R odd
B21 Of course I'm carrying a 1.
B22 Which will meaﬁ that R has to

be an odd number.
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B22.1 Rl: PC unclear — pet R; repeat PG

B23 Because the 2 L's -- t: PC(c2,R)=> R odd

BZ4 any two numbers added together
"has to be an even number

B25 and 1 will be an cdd pumber.

B26  So Rcanbel, Sh: get R — GN(R)=> 1,3,5,7,9
B27 3,
B28  not 5, . T1: R=d > TD(R,d)=> R=5-p(D«5!)
B29 7, |
B30 or 9.
- B30.1 ? s i

B31 Exp: What are you thinking now?
B32  Now G -- | 82: get R - FC(R)=> ¢6; PC{¢6,R)=> G even

B33 Since R is going to be an odd
number '

B34  and D is 5,

B35 G has to be an even number,
.335.1‘ Rl: K unclear - get G; repeat PG
B36 I'm looking at the left side t e PC(c6,G)=> t61
of this problem here where it
saya D + G,

B37 Oh, plus possibly another number,

B38 if T have to carry 1 from the
E + 0, ‘ '

B35 . I think I'1l forget about that ?
for a minute,

-

B40 Possibly the beat way to get to
this problem 1s to try different
possible gsolutions.

541 I'm not sure whether that would
be the easlest way or not.
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BL2 Well, if we assume -- . 83: get R -3 FA(R}=> c2; AV(L)=> L,
B43 if we assume that L is, say, 1,
B4k we'll hé;é“;‘;ii that's 3 ox R ~- 11 PC{c2,R)=> R=3
E45 We'll pﬁt in a 3 here, Ti: R=3 - TD(R,3)=> +
- B4 and one here,
. B4T Well, 5 plus something has to 51: R=3 — I'C(R)=> ¢b; PCchH)=> t%:l?
equal 3 in that case =-- :
B4S I suppose it's -- Gl: t?=17 "”"i;";;;“;};l
........... —~B49 Well, not, . ' §2: get t7=1 o FC{t7)=> ¢7; PC{c7)=> -p{zl!)
zl: 1 at xr3 of c¢? not exist
G5:  zll — check zl
B50 it's not possible that there ? : check 21 —z2=> ¢
could be another letter in z2: Ask Exp.
front of this R is it?
B50.1 Rl: =2 unclear — get z2; repeat z2 -
B51 Is it or not? : e z2 => z1 (from Exp.}M
B52 Exp: Ho.
B33 It's not =--
Béﬁ all right --
B55 so if --
B56 if that couldn't be 2 13 on T?: t7=1-p - - FA(t7=1)=> R=3; => R=3-p
the left side, '
B57 tﬁen R cannot be 3.
: B57.1 62: R=3-p > get R
B58 R has tec be a number greater §2: pget R — FC{R)=> c¢b; PC{cH,R)=> R>5
than 5, :
B59 which means that it can be S4: get R - GH{R}=> 7,9
either 7 :
B60 or 9. - T1: R=d — TD(R,d)=> +
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was zero,

B61 So we'll start back here . t 54 AV(R)=> ReF
: and make it a 7. ' .
B62 Now if the -- S1: Re? - FG(R)=> ¢2; PC{e2)<> L)
B63 Oh, 1'm sorry, I said something Tl: L=3 - TD(R[sic],3)=> L=3-p(R=3-p!)
incorrect here.
Bo4 I'm making = *
E6d.1 . Rl: PC unclear — get L} repeat PC
.Bb5 No, no, I didn't either. T PC(c?,L)=> L=3
BH& R is going to be a 7, Ti: L=3 — TD{L,3}=> +
B67 then this will be 7,
B6S ‘and that will be 7,
BE9 and it's the L's that will
have to be 3's,
B70 becavse 3 4 3 iz &
B71 +11is 7,
B72 Now, it doesn't matter anywhere 81: L=3 - FC(L)=> ¢
what the L's are equal to --
B73 so I'm independent of L when ¥
get past the second coluun here,
B74 But now I know that G has 5l: ReJ - FC(R)=> ¢b; PC(cE)=> G=1,2; 67
to be either
B75 or 2,
BTG depending on whether or not Gl: 67 - gat tb
E + 0 is greater than 10 : d
B77 or greater than 9. -
B78 Now I have this O repeating here 52 get tb - PC{EH)=> 5} PC(c5,th)= E=0
In the second column from the lefr;
B79 that is, itself plus another
nwmber equal to itself.
n80¢ This might indicate that E

880.1

Rl:

PC unclear — get E; repeat PC




B81 1In fact, it might have Lo 1 PC(c5,E)—> E=0
- necessarily jndicate that, L S
B82 I'm not sure. Rl: PC unclear - get Ej repeat PC
B83 Or, E could be 9 T: PC(c5,E)=> E=9,t5-1
B84 and T would be carrying 1, T1: F=9 - TD(E,9)=> +
B85 which would mean that 1 was 52: get t6 -+ FC(U6)=> cS;\PC(cS,tﬁ)i} t6=1
' - then earrying 1 inte the left .
hand colunn,
B85.1 ?
' B86 Exp: What are you thinking =wow? 52: get E —~+ FC(E)=> e5; PG(ch,E)=> [unclecar]
B87 1 was justtrying to think over
what I was just --
B88 about the possibility --
B89 the implications of an Q0 + another
number equaling an O,
B90 and what that necessarily implies.
B90.1 [
B91 Let's sec --
B92 I have two A's equaling an E, §2: get E — FC(E)=> ¢33 PC(c3,E)== E even,
. t3=0!
! B93 Thercfore, E has to be an even
*  number,
B94 because I know I'm not carrying 1. 65: t3=0! — check t3=0
G3: check t3=0 — get t3=0
B95 Of course, this all going on 8§23 get t3=0 S FC(E3)=> ¢25 PC(c2, £3=0)3+(Re7!)
* the assumption that R is 7 --
- B95.1 G5 Ro7! — check Re7
R2: check R«+7 - repeat 5S4
B96 R could be 9 also. 54: get R — GN(R)}=> 7,9
B97 Well, maybe I'11 just continue ?
to try to work this through again.
BY8 1If E has got to be an -- 82: get E = FC(E)=> c3; PC(cB,E);} F even
: B98.1 S4: get E - GN(EY—> 2,4.6,8
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B9? WNHow, wait_ajSECond. Tl; E=d - TD(E,d)=> +
Bl100 I got something out of this, 7 {9 not in)
B101 E has to be an even number 52: get E - FC(E})=> ¢5; PC(c5,E)=> E=0,9

Bl132 and E4+ Q0 =0 -~

"B103 E canmot be 9. Tl: E=d - TD{E,d)=> E=9-p{E even!)

B1G3.1 ‘ . 7 - [change R, use 9}
B104 Exp: What are you thinking now?
Bl05 I'm going back over these L's 33{ get R — FA(RY=> c2; AV{L)Y=> L9

here and try te think what
would happen if they are ni --

Bl06é rather -~ t: PC{c2,R)=> R=9

3106.1 - Tl: R=% ~» TD{R,9)=> R=0-p(L«5!)
B106.2 . T2: R=9-p ~ FA(R=9)=> Le; => Led-p

B107 Let's see, how did I arrive at Rl: PC unclear — get R} repeat PC
the point of that?

B108 This is going to be a little ta : PC{c2,R)=> unclear (L<9-p}
confusing to start trylng to
trace back here.

Bl0% What's the reasoning here?

B1i0 I'm thinking in the back of my ? . {vacuous?)
mind what this R was,.

B111l T decided that B had to be 32: get R —= FC{R)=> cby PC{cH,R)=> B>
greater than 5,

B112 because that was given

B113 and R + G,

Bll4 or rather, D+ G = R,

Bli4.1 ’ 7

B115 I know vyou're wondering what -82: get E ' — FC{E)=> ¢3; PC(c3,E)=> E even
I'm thinking. .

B116 I'm still trying te look at this '32: get E —;FC(E}£>'C5; Pe{c5,E)=> E=0,t5=01

second column here, where
E+0 =20,




- 141. -

B117 and A+ A = E.

B117.1 Gl: t5=07 — get t5=0

B118 Then again, that's assuming §2: get t5=0 - FC{t5)=> c4; PC(chH,t5=0)=> N3
that N is less than 3, .

B119 because I don't want to be
carrying 1 into that E 4+ O column.

B119.1 7 :

'B120 I think I'11 try once more here - 83: get E - FA(E)=> c3; AV(A)=> Aex,

B121 just trying to sort of bluff my
way through this, ‘

B122 That is, just assume some value

for A,
Bl123 so I can get that E. ' t: _ PC(c3,E)=> E=y |
B123.1 - Sl: E=y - FC(E)=> c5; PC(c5)=> 07 -
B124 1 can do better than thét. ? 3
B125 I ~-- . 83: get E - FA(E)=> ¢5; AV(0)=> 09

B126 1 know that E 4+ 0 has to equal O,

B127 aﬁd, at most, 0 is going to be 9;

B128 in which case E would be zero. fs PC(c5,E)=> E=0

Bl29 If E is zero. S1: E=0 - FC(E)=> ©3; PC(c3)=> A=5

B130 A+ A ~-

B131 But A can't equal 5 -- Tl: A=>5 — TD(A,5)=> A-" .. /DS!)
B131.1 ' Rl: PC unclear — get A; repeai PC
B132 That is, A + A would equal E s PC(c3,A)=> A=5

B133 and if E were zero,

- B134 A would have to equal 5;

B135 but A can't equal 5. Tl: A=5 — TD(A,5)=> A=5-p(D<51!)

B136 And -- T2: A=5-p — FA(A=5)> E=0; =2 E=0-p

B137 See -~ ' ? - — get R
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B138 I decided .that R had to be 82: get R -»FC(R}Y=> ¢2; PC{«2,E)=> R odd
an odd number,
B139 and has to be greater than 5§ 82: get R -» FC(R) "> e6; PC{c6,R)=> R>5
B140 which leaves only 7 S4: get R -» GN(R)=> 7,9
Bl4l and S.
B142 I think that reasoning is .
correct.,
B143 Well, at worst I have only two £ AV(R})=> R<-7, R%
solutions to work on in that
case, starting from that point.
B143.1 ? o3
Bl44 Let's see what do I want that E
to be ? -
B145 I think that you're absolutely
right.
B146 It might take a full 30 minutes.
B147 A+ A= E — 83: get k -*FA(E)=> ¢3; AV(A)=> A<HK,
B147.1 t: pc{c3,E)=> E=y
B148 E + 0 = 0. 81: E=y -» FC(E)=> ¢5; PC(ech)=> 07
Bl48.1 ?
B149 I'd bhetter start back at this 0 83: get E -»> FA(E)=> g5,
here.
B150 What values could 0 have? 2 GN{0)=> 1; AV {(0,1)=0 0U
B151 Suppose 0 were 1
B152 and E would have to be 9, t: PC{c5,B)—> E=9,t5-1 —!
B1l53 and I'd have to be carrying a 1. -
B153.1 t:: (return to GN)
B154 Suppose — t s GN{0})=> 2; AV (0,2)=> 0<-2,
B1l54.1 t. PC(c5,E)=> E=9,t5=1
B154.2 t. (return to GN}
B155 s'pose -— t. GN(0)

")

"

-> AV (0)=> CH-x,




E156 Actually, chat's almost the

case no matter what the situation
is --

PC{c3,E)—> E-9,t5-1

made some obvious fallacy.

B156.1 Rl: PC unclear — get E; repeat FC
B157 Unless E is zero -- t: BC(c5,L)=> E-0
B158 But E can't be zero -~- 7+ E=D - {recall ¢3)+8 E=l-p
B158.1 G2: E=0-p — ~> get E
B159 Therefore, E might have to be 9 84: get E — GN{E)=> 9; AV(E)=> E<S
Bl60 and I have to carry - 51: E8 — FC(E}== a5; PC(c5)=> t5-1
B161l in order to have the © T_Fhe O.- _
Bl61.1 51: t5=1 -> FC(t5)=> e5; PC(e5)—> tb=1
Bl62 In that case, it looks like §1: tL6=1 — FC(th)=> cb} PC{ch)=> (=1
G is going to be 1,
Bl63 because I am going to be S Tl: Gl - TD{G,1)}=> +
carrying 1. o -
Bl164 I think J'll rentatively put
that in there,
8l: G=1 - FCLGY=> o
B165 And 1'11 call E -- . sl: E=9 o FC(E)=> ¢3; PC{c3)=> E-9p
Bl66 Let's see, E can't be 9 though. Rl: PC unclear -» get E; repeat PC
B167 It doesn't look like E can be e, T PC(c3,A)=> E=9-p
Bl163 ﬁecause A+ A has to equal E.
B169 Am I irritating you being so far 7?7 :
off the course?
B170 Exp: No.
B171 I still feel as though I'm baring
my soul to my wmind here.
" B172 Exp: What are you thinking now?
B173 Well, T see you here pacing
around the room.
BEl74 You have me all wnrried.
BE175% How I'wm goiug back to see if I've T ¢ — get R




B176

Exp: You haven't made any
obviocous fallacies.
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least 1

B177 1 sort of thought =-
B178 Of course, I did have the S4:. get R - GN(R)=> é; AV{R)=> Re<9
choice of making this R a 9.
B178.1 | 7
“B179 I‘seem to be running into 52: get E=9 — FC(E=9)=> c¢3; PC(c3,E=9)=> -p
trouble the way I am here, ‘
B180 Having t;oublé'getting this E --
8181 I can't make E a 9, Rl: PC unclear — get E; repeat PC.
| 'B182 If that were 4 + 4 plus -- s PC(c3,A)=> A=4,t3=17
-B182,1 Gl: t3=17 - get t3=1
- B182.2 §2: get t3=1 — FC(t3)=> c2; PC(c2,t3=1)
o ' => =p(Re7!) ’
B182.3 G5: Re7! — check Re7
B182.4 R2: check R«7 -» repeat S4&
S4: get R o GN(R)=> 7,9; AV(R)=> Re9
B183 I think I'll make myself another 7 : |
model on the other side,
B184 and compare these two.
B185 Now I had a column 5 4 5 = 10, 7 -3 GNC=> ¢l; PC(cl)=> +
B186 Now the change I'm going to make §3: get R —= FA(R)=> c2; AV(L)=> L§9
is that I'm going to make L a 9. .
B187 Which means -- te PC(c2,R)=> R=9
B188 I'm sorry -- Tl: Re9 '—> TD(R,9)=> R=9-p(L<I!)
B188.1 7
3189' I'm going to make R a 9, S3: get R - FA(R)=> c2; AV(R)=> R«9
B190 which means that L has to be 4, 1 PC(c2)=> L=4
Tl: L=4 - TD(L,4)=> +
B191 I wish that L appeared somewhere Sl: L=4 - FG(L)=> 4
else, '
B192 since I can get it within at
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193 or 2 of right.
B194 Wow, sincc R équa]s 9,
B195 and in the far left hand total
is going to be a 9,
B196 and the R in GERALD is going
to be 9,
B197 Now instead of G plus 5 S1: RS9 — FC(R)=> cby PC(ch)=>> G=3,4; t6?
' "~ ‘being 9,
) B198 G can be cither 3
B199 or 4.
B199.1 Gl: t6? - get tb
R199. 2 '82: get té — FC(t6)=> ¢5; PC(c5,t6)->
’ E=9,t5=1
B200 Of coursze now my E can't Tl: E=9 — TD(E,9)=> E=9-p(R¥!)
be a 9, ) A _
B20] since I've used the 9 for R, 1
{ B202 And also am using R as 9.
i instead of a 7
B203 makes me think it more likely -B1: Red - FC(R)=> ch; PC(cd)=" t£5=1
that I'm going to be carrying : )
1 into that E 4+ O column.
P B203.1 §1: t5=1 — FC(E)=> ¢5; PC(c5,E)=> E=9
.“. - P - ——r
B203.2 Tl: E=9 - TD(E,9)=} E=9jp(RG93)
8203.3 T2: E=9-p - FA(E=9)=> t5-1; -> t5:1-p
G2: t5=1-p — get t5
. B204 Oh, or zero -- S4: get t5 o GN(t5)=> 03 AV(t5)—> t5¢0
B205 Suppose I were to --
B206 This implies that E is zero 5l: t5&0 —= FC{E)=> ¢5; PC(ch)=> E-0
L perhaps. N . ‘
B207 But as soon as E is zero sl: E=0 - FC(E)=> e3; PC(e3)=> A=S
B208 that means that A‘+ A has to
cqual 10,
B209 and I don't find any.way to do Tl: A=5 — TD(A,5)—> A=5-p(h5l)

that,
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[UU——

R209,1 Ri: PC unclear — get Aj; repeat PC
B210- Let's see == . PC(c3,A)=> t3=17
B210.1 Gl: t3=17 - get t3=l
B211 If I could get L to be S2:° get t3=1 = FC(t3)=> 23 PC{c2,t3=1)=> 1>57
more than 5 -= ‘ :
B211.1 Gl: 1>57 — get I>5
B211.2 S4: get 1L>5 - GN(L)=> 6; AV(L)=> Leb :
B212 On the other hand L -+ L has Sl: Leb =+ FC(L )= c2; PC(c2)=> R=3
to equal R
B213 and R has to be greéter than 5. Tl: R=3 — TD(R,3)=> R=3-p(R>5!)
B214 So I'm in sort of a dilemma G¢5: R>5! — check R>5
in that case.
R2: check R>5 - repeat 354
B215 Now I really think that R is S4: get R - GN(R)= 7,9
"~ either 7
B216 or 9
B217 And let's get back to E + 0. ? - get E
B218 Something we're missing here.
B219 Suppose O were something like 8. 83: get E = FA(E)=> ¢5; AV(0)=> 08
B220 8 plus something has to equal 8. 1: PC(cS5,E)=> t5=21
B221 Suppose I would carry 2 from Gl: t5=27 - get t5=2
the column,
B222 That's sort of difficult in 82: pget t5=2 - FC(t5)=> c&; PC(ch,t5=2)=> -p
this particular problem.
B222.1 7 " (vacuous?) -
B223 I sort of keep coming up with S4:; get E — GN(E)=> 0,9 *
idea that E should equal zero,
or 9.
B224 Of course I've used the 9 ==~ Tl: E=9 - TD(E,9)=> E=9-p(R<9!)




B225 Exp: You've used the zero,
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B224.1 " 7 .

too. T :

Rl:

(1nterrupted)

— E=0 -p(O uaed') (frum Exp )

TD unclear

B225.1 - get E~0, repeat TD
B226 Yeah, that's certainly true; te TD(E,O):} E-0-p(T=0!)
B227 1 used the zero,
B227 1 G2 E:O-p — get E
B228 Wel] I'm geLLing into problems Sd: get E —>GN(E)€> 0 9
here 1f I can't make E either
Zero
5229 or 9, Tl: E-d — TD(E,d)=> E:0,9~pc1'-_-0 R¢9 )
B229.1 T2 E.—U,g"p '—)FA(E)—} tS:O 1 = t5=0 ].""P
B229.2 G2: t5=0,1-p - get t5[,10 1] (get £5-2)
B230 and it doesn't seem as though g82: get t5=2 — FC(e5)=> c4; PC(L& tS 2)=> -p
I'm going to be able to carry
more than 1 in any case.’
B230.1 Rl: PC unclear -»>get t5; repeat PC
B23) ‘That is true. 1 PC(ck,15)=> t5=1,5=8
B232 The most 1 could have any column
total to would be 18.
BE233 And even that can't occur Ti: B=8 - TD(B, 8) } B 8-p(0+8 ]
B234 wunleszs the column immcdiately
preceding cquals 0.
B234.1 T2: B=8-p S FAGB) > 15515 e51-p
R235 TI've used the zero, Sﬁ: get E — GN(E)=> 0

R236 so  E can't be @ zero. T1: E-=0 — TD(E, 0)=> E=0-p(T=0})

B237 and A can't be zero. ?: = A-Q0-p(T=0!)

B238 I'm finding difficulty in T2: E-p «» FA(E)=> Re9; => Re9-p
making it a9,
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B233.1 7T
B239 We'd better make E a 9 S4: get E - GN(E)=> 93 AV(E,9)=> Ec9
B240 1I'm going to have to carry 1 S1: E<9 — FC(E)=> c¢5; PC(c5)=> t5=1
B241 in order to satisfy the other |
conditions.
B242 1t looks then as though my 51: t5=1 = FC(t5)=> c3; PC(ed)=> 0 free
solution for O is going to
be independent of the rest .
of the column.
B242.1 84: 0O free - GN{(0)==1
B243 But -- Ti: 0O=1 - TD(0,1)=> 0=1-p(G=1!)
B243.1 T2: O=1l-p - FA(Q)=> 0 free; => 0 freep
G2: O free-p - get 0
B244 No, it's not either, ? (shift to fds instead of ds)
B245 Dbecause I'm only going to have. ==
B246 I only have 10 letters to use =--
B247 10 numbers to use for 10 letters,
B248 8o it's probably going to he S4: Q free - GN{0)=> ¢ AV(0)=> Oex
the lazt one I ever find. :
B249 T'1l put an x in here for the 0,
B250 Make E a 9.
B251 which leaves my right hand -=-
B252 (noise) --
B253 which lcaves this left hand
solution.
B254 Now, R is 7.
B255 I have to have it so it carries Sl: t©5=1 — FC(t5)=ch; PC(ch)=> N>3,t4?
1 into the E + 0 column.
B256 Yeah, this is locking pretty Gl: t4? — get t4
good right now.
B257 I guess I still have a problem. B52: get té = FC(th)=> c3; PC{c3,td)=A-p
Rl: PC unclear -»get A; repeat PC

B257.1
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B253 Yes, T have an awful problem L PC{c3,A}=> A-p
here, '
B259 I can't make A4 4 = @ very Ri: PC unclear — get A, repeat PC
well.
B260 A+ A -- 12 PC(c3,A)=> A=h,t3=17
B260.1 ‘Gl: £3=1% - gat t3=1
B261 There's no place where I c:n 52: get t3=1 — FC{t3)=" c?; PC{c2,t3=1}>
get L + L te equal more than 10, L>5%
B262 so I could make -- Gl: I>57 - gef L>5
B262.1 S4: get I>5 = GN{L}=> 63 AV(L)=> L&b
B262.2 S1: 16 = FC{L)=> c2; PC{cZ)=> R=1
B262.3 T1l: R=3 - TD(R,3)=> R=3-p{R>51)
B263 Well, then the problem is over G5: R>5f ~ check R>5
: here on this R -- -
R2Z: check B>5 -» repeat 52
B264 This R, it seems to me, has to S2; get R — FC{RY=> c6; PC{cH,R)=> R>5
be greater than 5. :
B264.1 T2: R=3-p - FA(R=3)=> Leb; => Leb-p
B265 Now, suppose these were real G2: Leb-p - get 1>5
big numbers,
B266 not just little --
B267 mnot 10, but way more than 10,
B268 Suppose that was something S4: get I>5 —= GN{L}=> 7; AV{L}=> L7
like 7 :
B268.1 Sl: Le&7 - FC(L )=> ¢2; PC{c2)=> R=5
B2638.2 Tl: R=5 — TD(R,5)=> R=5-p{D5!}
B269 No, make it even bigger -- T2: R=53-p — FA{R=5)=2> Led ) => Led-p
G2: L<J-p "= get 1>5
B270 Make it 8. 84: pget 1>5 — GN(L)=> 8; AV{L)=> L¢&B
B271 If we let I be 8 and 8 S1: L3 - FC{L )=> c2; PC{c2)=> R=7
B272 and the 1 carried would be 17,
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suppose I make the N a ~- L

B273 so my R is still 7. " Tl: R=7 -3 TD(R,7)=> +
B274 Now, I sort of forgot-why I was
going through all this trouble.
B275 Oh, yes, I wanted to carry 1 7 (recall get t3=1)
into the A 4+ A columm,
B276 which will make A now equal to  Sk: t3=1 - FC(t3)=> c3; PC(c3)=> A=4, E=9
4 + 4,
B277 and the 1 T am carrying glves
me a $ for the E,
B278 which satisfies the requirements Sl: =4 - FC(a)=> ¢
in the second column from the
left,
"S1: E=9 — FC(E)=> c5; PC(c5)=> +
G4: pet ls — FL(1s)=> N; get N
B279 Now I have an R + N, 52: get N - FC(N)=> c¢4; PC{4,N)=> N free
B280 7 + something = B,
B281 This looks like I'm getting
into the independent part of
the solution right now.
B282 Of course, it all has to satisfy
the fact that 1 have 10 letters
for 10 numbers,
B283 1 rather feel 1'm pretty close
to it right now.
B284 Let's see what I am doing here.
B285 1 just need -- S4: get N - GN(N)=> 3,6
B286 I'm only two numbers short,
aren't I?
B287 3 and a 6.
B288 So I'll make the -- te AV(M)=> (output unclear)
B288.1 Rl: AV unclear - get N; repeat AV
B289 AV(N)=> Nex
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B290 Well, I have to carry one SI: N<EK -»FC(N)=> c¢4; PC(cd4)=> B=y,t5=1
in that column.

E290.1 e 82: get N. -»FC(N)=> c4; PC{cd4,N)=> N>2

B2%1 Well, 3 S4: get N GN(N)=> 3,6

B292 or 6,

B293 either one would do it. Tl: N=4 -> TD(N,d)}=0 +

B294 Suppose I make this a 6. ts4: AV (N)=> Mc-6

B2%5 Now, this R plus N is 7 + & — 8I: N6 ->» FC(N)=> c4; PC(c4)=> B=3
B295.1 Tl; B=3 -> TD(B,3)=> B=3-p(fds”'!)
B295.2 Rl: TD unclear ->get B; repeat TD

B296 Have to make B a -— t ->TD (B, 3) => B=3-p(fds=9<'!)

B297 I must be missing another G5: fds=S<'. -¥ check fds=4

number here.

@3: check £fds=9( -» get fds

B298 Yeah, I'm missing 2 also. S54: get fds -> GN(fds)=> 2
B2%%¢ 7 and 6 is 13, S2: get B -> FC(B)=> c4; PC(c4,B)=> B=3
B300 so B becomes 3, Tl: B=3 -> TD(B,3)=> +
B301 which leaves me a 2 for 0. SI: B=3 -> FC(B)=> 4
G4: get Is -» FL(ls)=> 0; get 0
) S4: get O -»@N(0)=> 2; AV(0)=> 0<-2
Tl: 0=2 ->TD(0,2)=> +
B302 Now I think I may be satisfied , 8I: 0<-2 -» FC(0)=> 4
G4: get Is -> FL(ls)=> 4
B303 Probably hetter check the ?: -» check c¢s
addition.
85: check cs . -> GNC (cs)
B304 5 and 5 is 10, t o =0 ¢l; PCl{cl)=> +

B305 carry 1;
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B306 8 and 8 1s 16 ot => ¢2; PC(c2)=>+
B307 and 1 is 17

B308 carry 1;

B309 4 and & is 8 ' ts - => ¢3; PC(e3)=>+

B310 and 1 is 9;

B311 7 and 6 are 13, _ ts = c4; PC(ch)=>+

B312 carry the 1;

B313 9 and 2 are 11 ts = ¢5; PC{c5)=>+

B314 and the 1 is 12;

B31l5 5 and 1 is 6 te = ¢b; PC(chb)=>+

B316 and 1 is 7.

B317 Just for the sake of really ¥ (get another solution)
giving a complete answer,

B318 T imagine you could shift 7: (method; shift assignments => ¢,
these numbers around here
a little bit to make this --

B319 Well, I really don't know ?:
how to check, -

B320 I think I've completed the 3 (end)
problem,

B321 Exp: That's right.
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on_protocol

Bl

B5
B8

B16

B28
B30.1
B35

B39

B40

Bb44
-B46

B48
B55
B61
B62

B63

B72

B74

B77

B84

The exchange deals with the definition of the problems, hence is outside
the problem space.

The subject has been told that D5 prior to the start of the tape.
We do not encode writing operations.

After identifying A's and L's, searching for more occurrences,
The pattern shows for R in B18-19.

ot 5" shows 83 is generating and testing at same time,
Don't know what S3 does after GN.
Shows 83 has ignored carry.

Don't know what the decision is based upon; however, there is no place
to go as long as assignments are not made (see B40),

One of the few indications of development {or change) of methods.

83 is writing 3's at €2, C4, C6,

"I suppose it's [not possible].™ Determined by repeat in B50,

Precursor to B56.

"back here' indicates C2.

"Wow if the [R is 7, L must be 3]."

The difficulty is R=3-p coupled with a general confusion between L and R.
The continuation through B71 adds support: "its the L's that will have to be
3's," B105 and B186 where 83 assigns Le9 and not Re9, confirms this.

Evidence for FC being evoked after new information derived (L=3).

Note that 83 says G=1,2 not G=2,}. This latter would be expected if he
worked without t5 and then remembered it later. '

Probably "or less than 9"; but could be a restatement with slight correction
of "greater than 10." The ambiguity is created by 1) "whether or not,"
which would normally be followed by only the single condition and 2)
"greater" which is ambiguously > or > in casual conversation.

Taken as t5=1, since B85 states t6=1 as a consequence.




B45.1

B&7
R9¢

B24
B95
B98
B9 -
-B100
BLOS

B106

B113
-Ell4

- 154 =

Don't know how much further S3 goes; e.g., to cé and G=1; thence to §l,
which gives FE(G)é}ﬁ. '

Clearly veworking C53, but unclear whether any information derived,
Note the 'necessarily" and the paralielism of phrasing to B81.

Ia the emphasis a precursor to his checking t3 rather than following up
on E even?

An alternative interpretation is that 33 simply reflects on the contingency
of the current Iine of attack; however the concern with t3 in B94 makes
the cheosen interpretation more plausible,

"If E has got to be an [even number].™ WNote the "an"; alsc compare E93
and B101l.  The assumption is that S3 starts counting from 2 and not from
zero; otherwlise might have seen E=0-p(T=0!}. oo R

It {3 unclear what clue evokes the possibility that E=9-p. but does not
yet settle 1it, That E=9 has mnot occurred Iin the generation is a possi-
bility. 1In B101-8i03 353 goes through the argument as if for the firsc time,

they are ni[ne]" makes clear the assigument is misplaced from R«9 to LeS5,
This (and BL86€) might be due to the use of preduction 33, which to get x
agaigns a value to a different variable, y.

The confusian, starting here and running to B10Y9, stems from the assign-
ment ecror. But why so confused, rather than simply recegnizing the mis-
asgignment? The peculiarities of PC(L,9) make it plausible:

1,  9+3+l = 19; thus get R=9, which is the true assignment,
2. Thus, to assign Re® would seem to lead back to Led, as given
above., . {That this is not necessary, since #44+1=9 as well,

would not be apparent.)

3. TD(R,2) leads to rejecting L«2; but once L9 i3 rejected then
TD(R, 9)=41

Can make nothing substantive of the slip.

B114.1 Might have to go on to R=7,9 as he did in B137-Bl43.

Ello _

The phrasing of B116, B117 is ¢5, ¢3. lHowever, the subsequent behavior
concerning ¢4, which refers to carries inte ¢5, indicates that a vepetition
of the tecasoning from E even (¢3) to E=0 (c5) to th=0 (c4) is golng on.
Hence the order 1= ¢3,c5,




- Bl122

B124

B125

B127

B128
B136
B137
B145
B146

Bl147

B154

B155

B156

B158

B159

- 155 -

An explicit statement of production 53, implying the ability to go over a
method in a particular context without carrying through the calculation
in detail. '

Do better than to assign A to get E} namely, assign O to get E, 1Is this
better. because it is closer to the difficulty; namely E in ¢5?

Precursor to B126.

Why 0«9 rather than 0«1? Perhaps because S3 excludes E=9; perhaps because.
by maximizing O he maximizes chance of getting t6=1,

If 0«9 and E=0,9 then E=0; however, probably PC.

"and [that means E can't equal Zero]."

"MLet's] see." Precursor to B138.

OQutside the problem space.

Qutside the problem space.

The designation of ¢3, c5 followed by the assignment of values to O, make
it plausible that a repeat of B120 to Bl24 is occurring. An alternative,
less structured and less attractive, is the he simply "considers" each
in turn.

"Suppose [0 were 2]." The grounds for inferring a generation comes from
B150, which announces it explicitly, and the parallelism between B154
and B151,

"S'pose [0 were --]." Unclear whether he actually sets up another value
(0<3) or senses the fact that the reasoning would give the same answer

(as indicated B156).

Subject has inducted the general form from a sequence of cases. We have
coded this as the assignment of a general variable (AV(0)=>0¢x) and the

carrying through of a symbolic calculation in PC., PC certainly has these

capabilities (B122-B123, B249-B250). An alternative is a mechanism for
inducting directly from the invariance of the internal process in PC for
the different specific values of 0. There need not be any checking with
Ox; i.e., no performance of PC after QO«x,

Recalls B128-B136. Not E=0-p(T=0!).
"might have to be" indicates the force of "E=0,9 and E=0-p therefore E=9"

rather than PC(c5). Also supporting is the '"have to carry" (B160), which
indicated E=9 imposed from outside c5.




B162
~Bl65

B164

B169
~B176
B177

B182

B185

- B186-

B187

B188
B191

B194
-B196

B202
-B203

B204

B205

B208

B212
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The only reference to G=1 until it shows in checking the answer (B315).
Apparently G=1 was recorded (B164) but E=9 was not (B165-166). Thus, when
going back to .the first display, the E must be written 'in (8250) but the
G=1 is already there.

‘There is little evidence for FC(G); the production system demands it and

there is no evidence against it,

The only major interaction con non-task matters with the experimenter.

Unclear what he Ehought (that R«7 was necessary?).

Indicates either 1) awareness that t3 might be 1; or 2) a consideration of

-whether-it might be so. The decision to try the alternative route (R<9)

is probably influenced by the fact the 9>7, but clearly does not represent
any detailed counsideration of whether Re9 implies t3=1 (it is independent
of it, of course}.

Simply copying over the first column, not rederiving it. However, still
does a PC.

Note the error: means R«9. Compare B63 and B10S5,

"which means [that R has to be 9]."

-The fact that he catches himself more readily then at B105 may indicate

some learning. This might simply be recall of recovery at B105. -

Cood indication of 81 evoked when there is no column to be found. See also
B10, B72,

Writing in R<9.

This appears to be a place where the noting of R«9 for TD leads to attending
to the R in ¢4, rather than get E in ¢5. Clearly, sees that Re9 in cé4
leads to t5=1, rather than working back from ¢5 (where in fact E=9-p leads
to t5=0).

Now checks ¢5 and sees that t=0 is implied,

"Suppose I were to [make t5=0]."

Does not consider A+A=0.

Clearly does not see 1«8 or L«9, since he thinks I>5 implies R<S5. This
might be done by general reasoning; trying L<6 seems more plausible.




B21%
-B22]

B222

B225
B226
B23¢

B232

B233
B234

B235
-B237

-B238

B240
-B24]

B242

-B247
B24§
-B249

B251
-B253

B254
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Whny 0«8? (learly means O from B220. Two alternatives:

1. Since E-0,9% not select 0=0,9, If generating [rom top
(see B127) then 0«8 is next. However, why generate from top?

2. Confuse 0 with E so that E=%-p implies try E{=0}«8. Getting
t5=2% jmplies this, since 0«8 does not imply anything about t5.

We chose the }latter interpretation.

t>1 is not poszible with only twe addends. However, S3 is not completely
sure,

Apparently, the experimenter can contain himself no lenger, Too bad,
This makes it clear that B158 did not mean E:G-p(T:O:)

Confirms B222,

Either 1. max = 942 and ignore carry.

or 2. max

I

G48+(t=1}.
We don't have to choose.
"that" = sum = 18. .

Shows still D8,

Prohably digit oriented action: x=0-p{T=0!) with x=E and x=A. However
current production system doesn't accommedate this.

"it" = R (not E), as evidenced by B239,

Ycarry'" = t5 and the "conditions" are c5 (not c3, sce B257).
"independent" means can be chosen arbitrarily; i.e., by GN. Whether
GN=>1 and 0=1-p{G=1!) in order to see that this is not possible, is only

2 conjecture {although the production system generates 1t).

Clearly GN(O)#>§, but there is no mechanism to realize it will be the
last one and to put Oex.

Starts te correct current version (R«%), then switches to carlier one (Re7)

Reading off R-7 in c4,




B263
~B268

B269
B271
B274
-B275

R231

B282

B283

B285

-B286
-B287

5288

B289
B290

B295
-B296

B3I
-B1i14

B318

B319
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Making I>6, Confirms Le6 at B211-B214.

Sces 747 = 15 -p (DeSI).

This 1s a check of Re7 but not one that requires "eheck,™ since all
right at ¢Z,

Trouble with goal stack, Not implausible because of duration since get
t3=1, However, exact mechanism of forgetting and of recall obscure.

Coded simply as anzlogous to ¢5 and O (8242-B249), since B and N are
mutually undetermined, However, could be more to it. "From now on all
letters are undetermined; or "the independent part is localized here in
ch and ¢5."

Note that there is litrle hesitaney in asserting here what took sub-
stantial effort in B24%4-B249.

Unclear whether evalunation is more than a way of summarizing that all
termg lefr are "independent." Might be evoked because can't go Further,
but needs te indicate (to himself) that the failure doesn't mean it
can't be done,

"I just need {N and B}.,"

Brror: short 2,3,6. Unclear why error is made. Possibly, O«x leads to
need two, leads to generating the first two d. But then why 3,6 and not
2,37

"So I'11 make the {N]—-“' Cannot decide on whether N is 3 or 6,
Repeat of B288.
"that column™ = ¢5.

™ow this R plus ¥ is 7 + 6, {whlch is 137."

Mave ko make B a {3]." -

Detects difficulty from checking with 1D, since there are no more digits,

and aware {peripherally) that O still to go. However, not a clear

inference,. so repeats. The break in scentence between B295 and B296 is the

clue rhat something Is going on, - Alternatively could get B=3 and start to .
process ¢5 before realizing fds-#; however, scems llke too much processing.

Note in all the additions that the carry comes after adding digits of
column.

Unclear exactly what is being tvied in attempting to get ancther solution.

"ell, I really don't know how to check [that there aren’t other solutioms.}™
Subject was Erying to be 'complete' in B217-318 --i,e,, get all solutions,




State — Production Table - 159 - |
item [result goal stack S1 S2 33 S4|G1 G2 G3 G4 G5|T1 T2 Rl RZj ? lerror

DS ls ' |
B1 - -
B5 + -
| =0 - - {4+
B8 + + -

¢ + -

+

B20 B R,1s + - '
B22.1 R odd- - - - +
B23 L3 R,1ls - - 1
B26 —|R odd - - 4
B28 R=1,3,5,7,9 - - +
B30.1 R=1,3,7,9 - -
B31 K (R,1s) + -
B35.1 G even - = +
B36. K G,R,1s - - !
B39 £67 - - -
B40 R,1s -+ g2
B44 Ted - -t
B45 R=3 1s - - +

+ + -
R48 £7=17 o+ -
B49 t7=1,1s +

-p(zl!) ls - -+

z1!,t7=1,1s

B50.1 " d +
B51 L) z2,z1!,t7=1,1s t
B53 £7=1-p 1s - - +
B57.1 R=3-p (1s) + - -
B58 R,1s + -
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item result zoal stack S§1 52 53 54|Gl G2 G3 G4 G5|T1 TZ2|R1 R2|.? | error
B59 R>S5 (R,1s) - -+
R=7,9 - - +

Bl  e—+ - - 1

B62 R ls + -

B63 L=3 - - +

B64.1 1 [-p(R=3-pl)- - -~ - - |+
B65 11 L,1s - - '
B66 =3 1s - - +

B72 + + -

! ¢ + -

B76 G=1,2;t67? + - ?
B78 - - t6,1s +

B80.1 E=0 _ - - - N
B81 - E,t6,1s - - |1
B82 E-0 t6,1s - - - s
1z83 "3' o E,t6,1s - - t

E=9,t5=1 th,1s - - +

B85 + | - + 51
B85.1 t6=1 1s - -

B86 T (E,1s) + -

B90.1 {unclear} - - -
B91 K {E,1ls) + -

B94 E even, £3=0 - - - + 2 7R1

t3=0!,E,1s +
BY5 £3=0,t3=01E, 1s| - +
B95.1 +(Re71) £3=07,E,1s +
Re—?!,t3=ﬂ.',E,1s +

B96 7 +

B97 R=7,9 t3=0!,E,1s -
B98 E {E,1ls) 4+ -

w
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item result goal stack 51 s2 83 54|61 €2 G3 G4 G5|TL T2|R1 R2{? | error
B98.1 E even (E,1s)} - - 4+
B9Y E=2,4,6,8 - - 1+
B100 + - - +
B101 3¢9 not in) [(E,1s) + -
B103 E=0,9 . - - - +
B103.1 E=9 -p S - - +
B104 {B61)—> (R,1s5) - 4+ 7 {52,784
E106 Led - -t 7
B106.,1 R=% 1s - - +
B1G6.2 —p (LDt - - - + G5
E107 LL-9~p (R,1s) - - 7 - - |+ B
R,1ls - -1 1
B110 (B58)}- (unclear) |(R,1s) - - 7 - + o
18111 + - 7 254
'|B11a.1 B>S - - - +
B115 (BOS) (E,1s) + - '
Bl116 E even .+ - - 84
B117.1 E=0,t5=0? |[is - + - ?
B118 £5=0,1s +
B119.1 N<3 1s - +
lB120 R (E,1s) -+ sz
B123 Acx - =1
B123.1 E=y 4 - -
Bl 24 07? - - - 7 +
B125 K (E,1s) -+ 52
B128 Y oes - -t
129 15-0 1s 1+ - ? ?T1.
Bl31 A=5 - - +
R131.1 ~p(De5!) - -7 -4
B132 -y A,ls - - t
|
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item result goal stack (Si 82 83 S4|GI G2 G3 G4 G5|TL T2[Rl1 R2|  |error
B135 A=3 Is -
B136 -p(D<-51) -7 + 7G5S
B137 (B23HE=0-p (R.1s) +
+ -
B139 R odd + - S4
B140 R>3 - -+ o
B142 R=7.9 -t ? :
B143.1 R<-7 R<-9 -
Bl44(B125) (E.1s) - 82
Bl147.1 - -t
B148 E-y -
B148.1 07 'y
Bl149 (E.1s) -+ 2
B152 Ck-4 St
B153.1 E=9.t5=] Is ?
B154 (L,1s) )
Bl34.1 0%-2
El134,.2 L=y, t5=1 Ls : -~ ?
B155 (L. 1s)
B136 0+-x% -t
B136.1 .| |E=9.t3-1 Is ? +
B157 (E.1s) t
B158 E=0 Is !
B158.1 L=0-p ? - T2,784 %
Bl159 E.ls - - -
B1GD g Ts -
Bl61. I ts=1 -
Bl62 t6=1 - -
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litem result goal stack 51 52 33 s4|ct G2 G3 T1 T2|R1 R2|? }jerror
- G=1 (1s) - - +
B164 ~H + -
¢ + -
B166 E=9-p - - - |+
- B167 4 E,ls - - t
7B169 E=9~p -~ - 2 T -
B175 (3104 (R,1s) - -
R,1ls - = +
B178.1 ReD 1s - -
- B179 ) (E,1s) + - [ ”
B181 E=9-p - - 9 - .
B B182 By . E,1s - - 1
B182.1 A=4,t3=17 - - - + -
B182.2 | £3=1,E,1s + '
B182.3 ~p(Re7 1) E,1ls - - - + -
; B182.4 Re7!,t3=1,E,1s +
+
B183 Re9 t3=1,E,1s - -
- B185 R,1s . -
B186 1+ - 4+ $2
B187 L9 - -
5188 R=9 1s - - +
. - IB188.1 -p(Le91) - - - -
B189 5 (R,1s) - 4 s2
[B190 Re9 1s - t -
1.=4 - . - +
8191 + -+ -
¢ + -
8199,1 G=3,43t67 + -
5199, 2 t6,1s +

{
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item result goal stack S1 s2 83 S4|Gl G2 G3 G4 G5{Tl T2|R1 R2{? |error

B200 | {E=9,t5=1 [(t6,1s) - - +

B201 J-pRe9?) - - - -

B202 (BlBDY(ReI) (t6,1s) + - '

B203.1 £5=1 ' + -

B203,2 E=9 - - + Y
1B203.3 -p(R91) - - - + GS -

t5=1-p . - + - T2

B204 t5,t6,1s - + [

B205 £5¢0 {t6,1s + -

B207 E=0 + - - T1
B2d9 =5 - = + '
B209.1 ~p(De5l) - - ? - |+

B210 L A, t6,1s - - f )
B210,1 t3=17 - - +

B211 3-1,A,t6,1s +

B211.1 1>5? | - +

B211.2 1>5, 4, t6,1s +

B212 Leb A, th,1s + - -

B213 R=3 - . - + .

B2l4 -p(R>51) - - - + -

|R>5!,R=3,A,t6,1s +

B215 +
|B217 R=7,9 A,t6,1s - - ? z
B218 | ' E,1s —+ 7 52,784

B220 ~1 08 - -t 7

B221 t5=22 - - 2{+

5222 t5=2,E,1s + .
{8222.1 £5=2-p - - -

B223 s (E,1s) - - ,

B224 I{E=0,9 - - +
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| item " |result goal stack S1 52 83 S4[Gl G2 G3 G4 G5 T1 T2{R1 R2{? | error
B B224.1 -p(Re91) | (E,18) - - - - - n
; B225 (B224) e 1s) o - " —
: B225.1 E=0-p - - - - -l
. B226. L Ce0,1s - — n
T B227.1 -p(r=01) |[1s 1 12,765
- B228 (223)) E,1s S | '
229 E-0,9 - s
3229.1 “p (120, Re-9) 1 - - 2 + 2c5
T T w2297 (B0 1o [, 1s) SR n " "
B230 1 £5-2,F,1s +
B230.1 t5:2-p E,1s _ - - - 2|y
I PV 531 1 YRS R s - - i
233 t5-1,3-8 |E,1s - - - | +
B234.1 ~p(0:81) e - - - + 5
R 'YX TR SN S S IS PS) ORI R '
B236 E=0 1s - - +
| R237 —p(1=01) - A B +
B238 A=0-p(!) - -7 41 2G5
T [B238.1G190) Re9-p (1s) | PR B
| T B239 8oy E,1s T '
i B240 Fc9 1s + -
B242 t5=1 ] + -
B242.1 0 frec . + -
B243 0=1 - - +
| B243.1 -p(G-11) | | | e I G5
? _ 0 frece-p . + - - T2
.‘ B244 2 0,1s - - +
(0 free) C -
B249 | Ocx 1s + 7 -
B256 N2, th? + )
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-]J’_.l:em reé.ull: goal st:ack 81 52 83 84|61l G2 G3 G4 G5|T1 T2{R1l R2|? |error
B257 — RINT + o
B257.1 | |a-p - - N N
B258 = | _ A th,ls. - = t
B259 Ap 1s | I
B260  |a,1s - - | '
B260.1 jA:ﬁ,t:’-:l?- _ - - + -
B261 | t3=1,1s + '
B262 [L>57 1. _ - +
|B262.1 _ 1>5,18 R o+
B262.2 . L6 s
|B262.3 | [R=3 1s o - ' - +
B263 | [-posty 7 - -+ -
R>5!,R=3,1s- +
B264 - _ .+
B264,1 B3 1s - +
B265 HlL<b-p | (I>53,1s) _ ? + _ 754
L>5,1s +
B268.1 L7 1s ' + ' -
B268.2 R=5 _ ' - _ : - +
B269 -p{De51!) - - 7 + LTG5
- LlneF-p (1>5,15) , 7 + ' 784
B27G¢ - 1>5,1s +
B271 L8 1s + -
B273 =7 - - +
5274 + : : : - e
B276 t£3=1 + _ -
B278 A=4,E=9 + - ? 1Tl
¢ + - |
+ +
B279 N,1s - + -
1
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Rl RZIT

item result poal stack 81 82 83 S54)G1 G2 G3 G4 G5|T1 T2 er
B285 N free ,1s) - -4
B238 N=3,6 - - -
B288.1 { (uaclear) - - '
18289 | W,1s - - t
B290 Nex 4 - -
B290.1 B=y, t3=1 - o+ - .
B29] W2 - - +
B293 N=3,6 - - - +
B294 + M
B295 He-b 1s + -
B295.1 B=3 - - +
B295, 2 { ~p (Fds=4 1) - - - -+
B296 L B,1ls - - 7 1
B297 ~p(fds=¢!) - - - + -
fds!,B,lis +
B298 fds,fds!,B,1s +
B299 fds=2 B,1s + - 7 2
B=3 1s - - +
B301 + +4 -
¢ +
0,1s - - 3 '
. 02 1s - - +
B302 + + .
| ¢ +
B303 g( d +
cs!’ 55| ?
B304 i
B366 T=0, t1=1 . t
B309. R=7,t2=1 - t
B311 E=9, t3=0 - t
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: ‘ 55

1tem result goal stack §1 82 83 5A4|Gl G2 G3 G& G5} TL T2[R1 R2{ ?{ervor
B313 B=3, t4=1 - t

B315 0=2, t5=1 - t

B317 R-7,t6-0 | - +

B318 +

B319 o - +

320 +




Securlty Classification

DOCUMENT CONTROL DATA-RAD

{Secur{ly clazellication of tlile, body of abstract and indexlIng anncistion muet be entarad when tho overall repor! Is classltiady

1. ORIGINATLNG ACTIVITY (Corparaie auflhior) ) 28 REPORY sECURITY CLAE!!FKC!«'HON
Barne ie—%el%o UniversétX UNCLASSIFIED
epar%men C Bomputer cience =
Pittsburgh, Pennsylvania 15213 |3 BRoUR

3. REPORTY TITLE

STUDIES IN PROBLEM SOLVING: SUBJECT 3 ON THE CRYPT-ARITHMETIC
TASK DONALD + GERALD = ROBERT

4. CESCRIPY\YE HOTES {Type of report and inclusive dares}
) cilentific Interim

9. AUTHORIA] (Firs! name, griddie Initial, last nams)

Allen Mewell

6. AEPORAT DATE Ta. TOTAL HO. OF PAGES . Rrb. NG OF AEFY
July 1967 169 24
8a. COMTRACT OR GRANT WO, fa, ORIGINATOR'S REPORY NUMBERIS]
' SD-146
b PROJECT MO,
9178
F-] #b. DTHER REPORT MO8} fAny other nuotbers thal may be oesignod
) this sepori}
6154501R
4 681304

i0. DISTRIBUTION STATEMENT

Distribution of this document is unlimited,

15 SUPPLEMENTARY HOTES 12. SPONSCRING MILITARY ACTIYVITY
TECH, OTHER - 4ir Force Office. of Scientific Research{SRI]

, ’ : 1400 Wilsen Boulevard
Arliongton, Virginja 22200

. T -

v msTRAC The behavior of a single subject on a symbolic task {crypt-arithmetic) is
examined in some detail. The study is part of a continving effort to under-
stand the information processes invelved in problem solving. TFollowing a
brief review of the advantages and difficulties in using protocols to aid in
protocol analysis. These are essentially descriptive in nature, comsisting
in a specification of the problems space in which the subject is working,
‘and in a display of his behavior, of the total behavior in a series of
decision points, and permits an analysis of the adequacy of the productions
{essentially, a system of conditional statements). A rather extensive
analysis of the adequacy of the production system is included. :
Finally there is some ‘discussion of the implications of the production
system, not only as a descriptive tool, but as a theoretical scheme.

This work is highly detailed in its appreach and narrow in its
focus. Another paper. A. Newell, "On the Analysis of Human Problem
Solving Protocols', is shorter, takes a somewhat broader view and
includes the main results of this paper. It is recommended for anyone

‘whe is not interested in examining the behavior and the analysis in
full detail.

DD 5V.1473

Securlty Claaslfication




Security Clesaification

HEY WORDS

LINK A

LINK B

LMK ¢

AQLE wT

AQLE WT

ROLE wWT

Securily Classillcation




