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ABSTRACT 

This report describes and investigates some of the basic notions 

of the Algebraic Theory of Automata, leading to an important 

structure theorem of K. B. Krohn and J. L. Rhodes. The relational 

representation of automata and several results and techniques in

troduced here turn out to be very convenient tools to deal with the 

theory of finite automata. 



INTRODUCTION 

This report originated in five lectures delivered by the author 

in July and August, 1966, at a summer seminar on Automata Theory in 

the Computer Science Department of the Pennsylvania State University 
*) 

at State College, Pennsylvania. 

Starting with the basic definitions of automata and semiautomata, 

the report proceeds to the description of covering of semiautomata by 

direct and cascade products of semiautomata and culminates with the 

proof of an important structure theorem of K. B. Krohn and J. L. Rhodes 

The relational description of automata and some additional notions and 

techniques provide a unified and, as it is hoped, a simpler and short

er exposition of this part of the theory of finite automata. 

A short survey of the contents of the six lectures with indica

tion of the references follows. In the body of the report references 

will usually be omitted. 

The first lecture contains the definitions of semiautomata and 

automata using the relational approach and applies it to provide short 

proofs to some results from the paper of M. 0. Rabin and D. Scott [5]. 

Lectures 2 and 3 are based on a joint paper of the author and 

M. Yoeli [1]. 

In the second lecture the notion of covering of one automaton by 

another is defined, and its connection with homomorphisms of automata 

is studied. Admissible partitions and decompositions are discussed. 

It is also shown that the problem of covering of automata can be re

duced to covering of semiautomata. _ 
'The author wishes to express his sincere thanks to this department 
and especially to Professor Preston C. Hammer, the Head of the de
partment, for the kind invitation to participate in the seminar. 



In the third lecture some simple properties of covering of 

semiautomata are summarized and direct and cascade products of 

semiautomata are defined. A construction by M. Yoeli [6] is used 

to obtain a cascade product covering a given semlautomaton with a 

given admissible decomposition. The practical application of the 

introduced techniques is demonstrated by an example. 

Lectures 4 and 5 make use of a part of the material in the 

last chapter of the recent book by J. Hartmanis and R. £. Stearns 

[2]. The notion of covering as compared with the notion of realiza

tion used in the book and the techniques developed in previous lec

tures allow many of the proofs to be shortened and simplified. 

In the fourth lecture a proof is given, that every semlautomaton 

can be covered by direct and cascade products of two-state reset semi-

automata and grouplike semiautomata corresponding to simple groups. 

In the fifth lecture a modification of the construction of 

P. H. Zeiger [7,8] is used to prove a basic structure theorem by 

K. B. Krohn and J. L. Rhodes [3,4]. 

The sixth lecture is devoted to the theorem by K. B. Krohn and 

J. L. Rhodes [3,4] showing the necessity of certain components in a 

cascade product covering of a semlautomaton. 



finite set is finite. is the identity in G. Clearly, 

M M = M for any x, y e E*. x y xy J 9 J 

The mapping cp:£*-»G defined by xcp = M x is onto and it is a homo-

mo rph ism. Indeed: (xy) cp = M = M x = (*p)(ycp). 

G is called the semigroup of the semlautomaton. 

1.3. The equivalence relation E = cpcp"̂  on E* partitions this set into 

disjoint classes of words having the same image under the mapping cp* 

Lecture 1. 

Semiautomata and Automata 

1.1. Let S and E be two finite sets and 

M = {M } - U ML 
1 a creE A 

a set of relations over S (every is a subset of the Cartesian product 

S x S; M is the identity relation I c - the set of all pairs (i) sgS). 

The triple A = (S, E, M) is called a nondeterministic semiautomaton. 

The elements of S and 2 are called, respectively, the states and 

inputs of A. A is the empty or the identity input. 

In the special case, when every is a mapping (of S into S) A 

will be called a deterministic semlautomaton, or simply a semiau tomaton. 

1.2. E* denotes the free semigroup generated by E, i.e.,the set 

{x ss a^aj* • -â l (a^ € E) of all finite strings (words) of symbols from 

£ with the operation of concatenation. Also the empty word A is includ

ed in E* and serves as the identity of this semigroup. 

6 will denote the semigroup of relations 

fM = M M ... M } U M 

generated by the relations in M with the operation of composition of 

relations. G is finite because the total number of relations over a 



In other words 

xEy e> M = M x y 
But, M = M = M M M = M M M = M for every z, u e 2*. hence ' x y zxu z x u z y u zyu J 9 * ̂  $ 

xEy zxu Ezyu and E is a congruence over 2*. 

The index of E, i.e. the number of congruence classes of E, equals 

the number of elements of G and thus it is finite. 

Conversely, any congruence relation E with a finite index over 2* 

leads naturally to the following semlautomaton. The congruence classes 

will form the set S of states and to every generator a e 2 of E* there 

will correspond the relation M^, which is in this case a mapping, de

fined by representatives: if x e E* belongs to the class denoted by 
s, then sM will be the congruence class containing the word x q . The 

o 

resulting class will not depend on the choice of x in s, because E is 

a congruence; actually this will be ensured also if E is a right 

congruence only. 

To summarize: 

Every nondeterministic semlautomaton A induces on 2* a congruence 

relation with a finite index and, conversely, to every right congruence 

relation oyer 2* with a finite index there corresponds in a natural 

way a deterministic semiautomaton, the states of which are the congruence 

classes and the inputs are the elements of 2* 

1.4. Given a finite semigroup G (with identity) it is easy to find a semi-

automaton A (even a deterministic one), having G as its semigroup. In

deed, take as states of A the elements of G and as 2 a set of generators 

of G (one can take the entire G). will be the right translation of 

G corresponding to a, 'i.e. for every g e G , g M = g c j . The semigroup 
o 

of A, i.e. the semigroup generated by the mappings M , will be iso-
CF 

morphic to G. 



The A constructed above is not the only semlautomaton having G 

as its semigroup. There is no difficulty in finding examples of 

distinct semiautomata having isomorphic semigroups. 

1.5. The quintuple k = ( S , E , M , S q , F), where S , 2, M are as before 

and S q (the initial states) and F (the final states) are two disting

uished subsets of S is called a nondeterministic automaton. A = ( S , £, M) 

is called the semlautomaton of 

An automaton ̂  can be used to classify words in £*. Define: The 

word x e £* is accepted by k if and only if S M fl F £ <f. 
. ^ o x 

(Notice: S q M x = {s e S | 3 s Q € S Q , V V e M x} ). 

Thus is partitioned into two disjoint subsets: U - the set of words 

accepted by & and 2* - U - the set of words rejected (not accepted) by 
1 

1.6. Consider the congruence E over £* induced by the semlautomaton 

A = ( S , S , M ) of & = ( S , £ , M , S Q , F ) . x E y « M X = M Y hence 

x E y , x e U ^ y e U,i.e. ,the words in U form complete congruence classes 

of E. 

If, conversely, a (right) congruence E over 2* with a finite index 

is given, one can construct an !k which will accept a set of words U, 

provided U is a union of complete congruence classes of E. 

To this end a semlautomaton A is constructed as in 1.3 (it is a 

deterministic one); is defined to be the state corresponding to the 

congruence class containing A (S q has now only one element); F is the 

set of states corresponding to all congruence classes consisting of 

elements of U. The definition of M ensures that the obtained 

& = (S, E, M, S Q , F ) will accept the words in U and only them. 



1.7. A nondeterministic automaton in which all M are mappings (i.e. 
o 

its semlautomaton is deterministic) and in which is composed of one 

element only is called a Rabin-Scott (deterministic) automaton. 

A set of words accepted by a Rabin-Scott automaton is called a 

regular set. 

Using this terminology, the results of 1.6 can be stated in the 

following form: 

a. Regular sets are always unions of complete congruence 

classes of congruences with finite indexes over £*. 

b. A set of words accepted by a nondeterministic automaton 

is a regular set, in other words a nondeterministic auto

maton cannot do more than a Rabin-Scott automaton. 

The flexibility of the nondeterministic device allows one to use 

it conveniently to prove theorems and produce procedures. Nevertheless, 

for many purposes it is simpler if one can assume that all M^ are map

pings from (possibly a proper subset of) S into S and this will be done 

in what follows. 

1.8. The above defined automaton can be interpreted as a machine with 

two outputs, say 0 and 1. The output depends on the state to which the 

device is transformed by the corresponding input: if this is a final 

state the output is 1, otherwise 0. 

In the same way one can consider a set © of outputs and a mapping 

N from S into ®, \Aiich attaches to some (possibly to all) states of S 

outputs from ©. The corresponding device is called a Moore machine. 

The next step is to make the outputs depend not only on the states 

of A, but also on the inputs. In other words, one obtains a set of 

mappings N^ (a eS) from S into ® instead of a "constant" (with 

respect to E) mapping N. This gives the so called Mealy machine 

file:///Aiich


} If M is a relation from S to T , i.e. M £ S x T , then pr^Wb{sgS|atET, 
(!) e M} and pr 2 M={ t E T|as eS, (!) e M] . 
By definition M - 1 = { ( s ) | (!) e M}. 
Notice: pr1 M = pr 2 M*"1. T o complete: if P is a relation from 
T to V, then MP = {(v) | at, (!) e M, (v) e P} . For S q £ S: 
S QM= {t € T I 3 s o e S Q , (*<>) e M}. 

(or Mealy automaton) which can be defined as the quintuple 

k = (S, E , ©, M, N), where S, E , M are as before, ® is a finite set 

of outputs and 

N = fN : S ->©} _ 
C OR A E E 

is a set of mappings from S into ©• 
*) 

If for every A E E , pr- M = S and pr- N = S (i.e. all M and N 
L A • A A o 

are mappings "of" S), the corresponding automaton is said to be a 

complete one, otherwise it is incomplete. 

It can be shown that all the above mentioned types of automata 

are in a certain sense equivalent. We shall deal here with Mealy 

machines. 

1.9. Let x = a k (ai€^) ^ E A W O R C * * N E * . The relations 
N , M N , M M ... M N = M N (1) 

ai ai °2 0^ °2 ak-i ak ar-- ak-i ak 
describe the outputs of S, when x is applied to the automaton. The 

actual output word depends on the state in which k is at the start of 

the experiment. If k is in state s and the word x = C R ^ . - . A ^ is applied, 

the consecutive outputs will be: 

s N , s M N , . . . , s M N 
A 1 C7J A 2

 ar-- ak-1 a k 
(1) describes the output words for all starting points and this is one 

of the advantages of the relational description of the automaton. 

N = M M . . . M N = M N describes the "last output" 
X al a2 ak-l a k <Jla2---ak-1 a k 
when x is applied. 



Notice that if A is not complete, some of the relations in (1) 
may be empty. 

Lecture 2. 

Coverings and Homomorphisms of Automata 

2.1. An automaton k » (S, E, ®, M, N) can be regarded as a trans

lator from 2* into ®*. Actually, it is a set of translators, be

cause the output word in ®* depends not only on the input word from 

2*, but also on the state s e S in *Aiich k is started. 

It is natural to look for a simpler machine than the given k9 

but still capable of performing all tasks done by k. 

The notion "simpler" is, of course, relative. Simplicity of 

an automaton can be measured,e.g.>by the number of its states. A 

device consisting of a number of smaller automata or in some sense 

standard automata interconnected in certain ways may also be con

sidered as simpler than ̂ . 

The meaning of "being capable of performing the tasks done by &" 

will be made precise by the following: 
A B B B Definition: The automaton B = (S , 2, ®> M , N ) is said to cover 

the automaton k = (SA, E F 8, K * , H * ) (notation $ ;> if there ex

ists a mapping x o f s^ i n t o s\ s u c l 1 t h a t f o r e v e r y w o r d x e E* 
N A C X N B (2) x * x 

As can be seen from the notation, it is assumed that both 

automata have the same inputs and outputs. This limitation can be 

easily removed by introducing mappings from the input set of one 

automaton into this of the other and the same for the output sets, 

if these sets are different. Later such a mapping will be used, 



but at this stage the above assumption makes things more convenient, 

without invalidating3 the generality of the discussion. 
A A 

The meaning of (2) is that to every state s in S there cor-
B B B A responds at least one state s e S , such that when started in 8 , ft 

performs all translations done by ̂  started in s A. 

The relation of covering is easily seen to be reflexive and 

transitive, but not symmetric. If for some k and ft, ft ̂ & and ^ ̂  ft 

these automata are said to be equivalent. 
A .A A B If A is complete, N T is a mapping of S into ®; so is and (2) 

becomes an equality. Nevertheless even in this case ̂  and ft need not 
B 

be equivalent; there can be states in S which do not correspond by ̂  

to any state in S A and thus it is possible that ft can perform trans

lations of which k is not capable. 
A A A 

If for every two states sj> s2 e S , there exists at least one 
A A A A A x e E*,such that § ̂  s 1

 N
x ^ s£ N

x ^ t h e a u t o m a t o n h is called 
reduced. There are known constructions of reduced automata which 

cover a given automaton k; moreover, in the complete case such a 

reduced automaton is unique up to renaming of its states. 

2.2. The notion of homomorphism can be used in automata theory and 

it appears to be connected with the notion of covering. First, the 

following 

Definition: Given the automata k and ft, the mapping £ of S A onto S B 

is a homomorphism of k onto ft if for every a e E: 

(i) ^ C ^ m J 

(3) 
(ii) N A

 C C N B 

a a 
Given the automata k and ft and a binary relation ^ with pr^ = S A 

and p*2$ = ^> t* l e relation is a weak homomorphism of k onto ft if 

for every a e S: 



(i) f] c m b t"1 

-1 A B <4> (ii) * N C N 
T a a 

A B 
Notice,that if ̂  is a mapping of S onto S , conditions (3) and 

(4) are equivalent, i.e. ,every homomorphism is also a weak homomorph

ism and a weak homomorphism in which f is a mapping is a homomorphism. 

Indeed, if ̂  is a mapping of S A onto S B, then i^"1 2 I g^ (the identity 

on S A) and ^"^=1^. It follows: 

* C * M B * * , * " 1 H A * * " 1 C t ' ^ M 8 * - 1 5 > C M B i " 1 

a y T c j T a T T T T a T a a T 

N A C *N B * * " V C i " 1 * ! ! 8 = N B 

i.e. (3) (4). Conversely, with such a ̂  

*" 1N A C N B => **" 1N A C *N B => £ *N B 

i.e. (4) =* (3). 

It is easy to construct examples of relations ̂  for which (3) and (4) 

are not equivalent. 

2.3. The advantage in using weak homomorphism is, that it is often 

possible to find a relation satisfying (4), while there is no map

ping doing this,and,nevertheless,the following is true: 

Theorem: Let ̂  be a weak homomorphism of A onto ft. Then 

Proof: (4) implies for any word x = <y^ ... cxk: 

" v • rr rx r r T rr rr rr r r _ r r - T X T 

and 

k-1 °k 
p r ^ . e S , pr2^ = S and, clearly, it is always possible to find 

a mapping x of S A into S B such that X c F o r a n y x e £*: 

H B = H B 



A -1 , But pr^x = s > hence XX 2 * SA a*id one obtains: 

N A £ v N B 

X K X 

i.e. ft ;> 

Of course, ft ̂ & does not imply that ft is a homomorphic or even 

a weak homomorphic image of k. 

2.4. The notion of weak homomorphism leads to the following addi

tional concepts. Let | be a weak homomorphism of k onto ft and con-

sider the following set of subsets of S : 

A A pr.^ = S , hence every element of S belongs to at least one subset 

of n. rr is a decomposition of S and the H^'s are called the blocks 

of n. In the special case, when Ĥ fl H = ^ (i ̂  j) (i.e., the blocks 
A 

of tt are disjoint), n is a partition of S . Now, 

H.W^ = s.ilf1 ̂  £ s.M6*"1
 a si" 1 = H l f 

i.e., for every a e E and every block Ĥ, of t t , there exists in tt at 
least one block H including the set H.M^. This fact is expressed 

J 1 (J 
by. saying that tt is an admissible decomposition of S . 

A -1 A B Next compute: H. N = s. ijr N £ s. N • 
X. X 1. X A. X 

The result shows that all elements in a block of tt give the same out

put (if at all), when the same input word is applied to them — tt is 
a n output-consistent decomposition. 

Hence the 

Theorem: A weak*homomorphism ^ of ̂  onto ft induces naturally 

an admissible, output-consistent decomposition tt of S : the 

blocks of tt are the subsets of elements of S which are in the rela-

tion \|f with the same element of S . 



is a weak homomorphism of k onto ft. Indeed, for every H^ e S B and 

every a e 2 

H, dr"1 ̂  = H.M̂ " Q H . = H 1 = H M B tk"1 

i Y a i a j J T i a T 

and H i " 1 N A = H ^ » H.NB , 
iT a i a i a 

i.e., conditions (4) are satisfied. 

Altogether one has the following 
A 

Theorem: An admissible output-consistent decomposition tt of S 

determines at least one automaton (a tt-factor of k)9 which is 

a weakly-homomorphic image of k. 

In the special case, \Aien tt is an admissible output-consistent 

partition of S A, k/ji is unique. The above relation becomes in this 

case a mapping, consequently a homomorphism of *k onto k/j\. 

2.5* An admissible and output-consistent decomposition tt of S 

leads naturally to at least one so called tt-fact or of k (notation 

& / t t ) . This is an automaton ft constructed in the following way: 

First, 2 B = S A and © B = © A. 

The states of ft will be the blocks of t t . The following notation 

will be used: a block of rr, i.e. ,a subset of S , when considered 
B —• • • as an element of S , will be denoted by H^. 

For every a e 2 and every there exists at least one such 

that H. I ^ C H . Take arbitrarily one of such H's and define 
1 o J j 

H. M = H ,. 
i cr j B —• B «A N is defined by: H.N = H. N and the output-consistency of 

i a i a 
tt ensures that the right-hand side consists of one element of © or 

it is empty. 

For every such ir-factor ft of k the relation with pr̂tjr = S A 

and pr9^ = S given by: 
^ A k 

e t « s e H ( s e S ) 

file:///Aien


a 1 ak-1 a k 
Hence 

2.6. The problem of finding an automaton ft, having some desired 

properties and covering a given k, is often convenient to solve in 

two steps: a) to construct an appropriate semlautomaton B; b) to 

supply B with outputs so that the obtained ft will cover k. 

To this end covering of semiautomata will be defined. 
B B 

Definition: The semlautomaton B = (S , E, M ) covers the semi-
automaton A = (S , S, (B ̂  A) if there exists a mapping 1) of a 

B A 

subset of S onto S such that for every a e E2 

H ̂  c M B T| (5) 

Notice, that no one of the two relations B ̂  A and ft ̂  k (\rtiere 

B and A are the semiautomata of ft and k respectively) implies the 

other. 

Nevertheless, the two-step construction mentioned above is 

possible because of the following 

Theorem: Let k be an automaton and B a semlautomaton covering 

the semlautomaton A of k. Then there exists an automaton ft 

with B as its semlautomaton, such that ft ̂  k. 

Proof: By assumption there exists a mapping of a subset of 
B A S onto S , satisfying (5). Define N B = T] N A (a e E) a a B B In general, this defines the N fs only on subsets of S ; for tihe 

or 
remaining elements of S they can be chosen arbitrarily. 

A B 
Uiere exists,obviously,a mapping ̂  of S into S, such that 

-1 -1 A X £ TV (Notice: pr^pr^T] =S ). For any x = <j-|...ak e E*: 
X~V c T\ N A = T1 ...M^ N A QM B...M B N A c 

£ M B ...MB N B = N 5. 

file:///rtiere


and the obtained automaton ft (having the given B as its semi-

automaton) covers the automaton k. 

For a reduced automaton k the following is also true: 

ft > 1 * B * A*> 
Indeed, ft ̂  & => 3 a mapping x of S A into S B such that for every 

x e E * N A c x N x * i # e * » f o r e v ^ r y
 flA e S A 

^ ^ ^ s A n x
 = S ^ N x # 

A A A. A A. A 
Hence, s^x = S£X s 1 x = S2^x * ° r

 e v e r y x € E * t for which both 
A A A expressions exist,and, as a is reduced, this implies ŝ  = s^. 

Thus x i B one-to-one, x " ^ Is a mapping of a subset of 
B A S onto S and 
B - K t A ^ a r r A o A u ..u „ A B -1 B -1XTA A A A B BVTI 8 X N f f =>3s eS such that s = s x 8 X N = s w =s x N =s N 

X X .X X 3! X 

To prove that (5) is satisfied for x observe, that for every 

s 

S , aeE and xeE* such that s x <f one obtains: 
B -1JV.tA B -1 A B„B B L B BJ& -1XTA 4 B -Ij^ B^B -1 y M N = s y N = S N = S M N = s M y N ,i.e.rs x M =s M y , * a x A ax ax a x a* x* • * a a^ 
since ̂  is reduced. (s x " 

=s ^ for every x => s x " « =» ̂> because 

output-empty states do not appear in a reduced automaton.) 

Since for every automaton there exists at least one reduced automaton 

covering it, the problem of finding covers of automata can always be 

reduced (having in mind the Theorem of this section) to looking for 

covers of semiautomata. This will be done in what follows. 

For complete automata this result was proved by Mrs. Rina Cohen in 
her Master Thesis: "Cascade Decomposition of Automata", Technion, 
Israel Institute of Technology, Haifa, Israel, June 1966 (in Hebrew). 



Lecture 3. 

Covering by Direct and Casrcade Products of Semiautomata 

In the following it will always be assumed (without mentioning this 

explicitly) that the semiautomata considered are complete,and the map-
A A A A A ing M £f S into S will be denoted by x (x e E*). N will not appear, x —* x 

because the discussion is limited to semiautomata only. 

A 1 A 1 

3 . 1 . A semlautomaton A' = (S , E , M ) will be called a subsemiauto-
A A A 1 A A 9 A ma ton of a semlautomaton A = (S , E, M ) ,if S Q S and a £ a 

for every a e E . 

(In other words, every subset of S A which is closed under the mappings in 

forms a subsemiautomaton of A). 

Notice that A :> A 1 (take 7} = I g A l in ( 5 ) ) , and G^f (the semigroup of A') 

is a homomorphic image of G^, because the mappings in are restric-
A A' A 

tions of the corresponding mappings in M to S £ S . 
A A 

The semlautomaton A = (S , £, M ) is a homomorphic image of the 
B B B semlautomaton B a (S f S, M ),i£ there exists a mapping £ of S onto 

S ,such that for every a e E 

a C = Co* (6) 

(This is condition (3i) in section 2.2 with = instead of C because 

only complete semiautomata are considered here. 

If £ is one-to-one, A and B are isomorphic (A ~ B). 

Some properties of the notion of covering of semiautomata follow. 

(i) B ̂  A « A is a homomorphic image of a subsemiautomaton of B. 

Proof; B ̂  A =* a a mapping 1) of a subset of S B onto SA,such 
A B 

that Vp £ a H for every a e E -
B 1 A - 1 B 

The subset S = S T\ of S forms a subsemiautomaton of 
B. Indeed, 
B A T 1 B^ A . A B„ A B B B B A - 1 



i.e.,SB is closed under the mappings in M B. Moreover, 

the last equality implies also, that for the restriction 
B' B B' 

a of a to S one has 
cB\ = T)a A (7) 

Comparison with (6) shows that ]| is a homomorphic map. 

ping of the subsemiautomaton B v of B, formed by the states 

S B ,= SAlf \ onto A. 

Conversely, if A is a homomorphic image of a subsemi -
B 1 B 

automaton B' of B, there exists a mapping Tj of S £ S onto 
S , such that for every a e S: 

B' m A 

B f B A B But a C o , hence 1) a c a t) and (5) is satisfied, i.e., 

B ^ A. 

(ii) B ̂  A =* is a homomorphic image of Gfi. 

Proof: Use the notation of (i). For every x e E* one has 

by (7): 
B' B 1 B ' m A A m A 
x Tl = a 1 ... a f c I) » T)

 a r * # ak = ^ x 

-1 B ' -1 A _ A A hence, T] x T) = Tl x = I g A x = x . 

Define the relation cp from the homomorphic image GGF'Qf G^into G^ 
B 1 A 

by: x cp = x . Since 
B f B 1 -1 B' -1 B ' A A 
x = y T] x Tl = T\ y =* x = y , 

cp is a mapping of G^.into G^and, as can be seen, even onto G^. But 
, B 1 B \ / x B f , NA A A ' B f B ' 4 

(x y ) cp = (xy) 9 = (xy) = x y a (x cp) (y cp), i.e., 
cp is a homomorphism; thus G^ is a homomorphic image of G^,too. 

(iii)B ;> A, C ;> B => C ;> A 

This follows from (i) and also can be proved directly. 



identity on S and put £ a / r a i a 2 , " ¥ k + r , , \ 
b. Given an A, one can add new inputs to £ . The ob

tained semiautomaton will cover A. 

c Assume that in the above definition T| is a one-to-one 
B A A mapping of S onto S , 5 is a mapping of £ onto 

E^,and for every a e E^: 

A - 1 B 

It follows a = 7 ] " (OR^) hence inputs in A, hav

ing the same image under 5 are equal. 

The semiautomaton, obtained from A by coincid

ing the inputs in every such class of equal inputs, 

is, clearly, isomorphic to B. 

(iv) If tt is an admissible partition of S and A is the 

TT-factor of B, then *B £ A. 

This follows from (i), because here A is a homomorphic 

image of B. 

A B 
(v) The case when £ ^ £ is taken care by the 

B B B 
Definition: The semiautomaton B = (S , £ , M ) covers the 
semlautomaton A = (S , £ , , if there exists a mapping T\ 

B A A B of a subset of S onto S ,and a mapping § of £ into £ , 
A A B such that for every a e £ : T] a c (a 5 ) T] 

(i. e., to every input in A there corresponds an input in 

B "doing the same". Notice, that in this case G. is, in 
^ ^ ^ ^ ^ A 

general, a homomorphic image of a proper subsemigroup of G_.) 
B 

The following are simple, but useful cases of covering: 
A A A a. Given an A with a i = for a^, a^ e{a^,...,ak3 £ £ , 

the semiautomaton obtained from A by coinciding all 

these equal inputs covers A. Indeed, as *\\ take the 



3.2. In the sequel the following construction will be useful., Given 
A A A A a semiautomaton A a (S , E , M ), an admissible decomposition TT of S , 

p^ff A * ^A* 

and a n-factor A/TT = B, a new semiautomaton A * = (S , £ ., M ) 

is constructed as follows: 

S A* a t { (sA, H^)}, sAe S A and sAe c n. 

(s A, H ) a A* = (s A
a
A, ^ a B) for every a € S. 

A * 
Notice that the obtained pair is necessarily an element of S be-

A A A — — B cause,by the construction of A/TT = B f s e Hj=> s a e where Hjt= H^a • 

The following two observations are important. 
A * 

(i) Define a partition TT* of S such that the partition blocks 
consist of all pairs having the same second component, TT* 

A * 

is admissible because the mappings a act independently 

on the components of s A . A * / T T* is isomorphic to A/TT = B. 

Indeed, the blocks of TT* are in one-to-one correspondence 

with the elements of B,and the mappings in A*/n* originate 

from the mappings in B. 
A * A A — A 

(ii) The mapping ̂  of S onto S defined by (s , H^) T| = s 
A A * A — A A A satisfies 1) a = a T) for every a because (s , Ĥ )T] a =s a 

and (s A, H t) G
k \ = ( s A

a \ H^®) T) = s A
 a

Afor all (sA,Ht) e S A * . 

Hence A * «> A . 

Usually it is more convenient to work with partitions than 

with decompositions, and this is the reason for introducing A * , 

which can be interpreted as the given A with states, belonging to 

more than one block of ̂ appropriately "duplicated". 



r 

3.3. Two semiautomata can be combined as in the following 

Definition: The direct product of the semiautomata A = (S , E, 

and B = (SB, £, M B) is the semiautomaton A x B = (S A / B, £, M A x B ) 

with S A x B= S A x S B and M ^ B defined as follows: for every a e E 
A A B _B and every s e S , s e S 

, A B x A/B , A A B B N (s , s ) <j = vs a , s a )• 
Q 

Theorem: Let TT and T be two admissible partitions of S in a 
*) 

semiautomaton C,such that their intersection is the identity 
C / / partition of S . Then C/TT x C / T :> C . 

Proof: Let A = C/TT , B = C / T . 

Let T A x B c. S A x B be the set of all pairs 

{(H., K )|Hte S A, K e S B, Hj, fl ^ f} 
The mapping 71 : T A x B -» S C is defined by 

(Hi, Kj) 11 = H £n Kj 
It follows from TT fl T = ̂ ^^en °^ ̂  that 7| is a one-to-one map

ping of T A x B onto S C. 

Let CP^ and CP^ denote the natural mappings of S onto the 
C C blocks of n and j, respectively, i.e., s cp = H <=> s g H and 

TT 1 1 

c c 
s cp = K. « s e K.. Now , for every (H^ K^) e T^*B: 

(H , K ) 71 a C= (H. (1 K 4) a°= H. o° fl K. a°= H .ACCP 0 K 4A°CP = 
1 J 1 J i j i T n j T T 

= (Hi A ° CP^, Kj A C C P T ) 7] = ( H ^ , Kj A B ) 71 = (H., K ) A A X B 71 , 

and consequently A x B :> C . 

*) 
'The intersection of the partitions TT^ and TT^,. denoted tj^ f) TT 2 is 
the partition having as blocks all non-empty intersections of the 
blocks of TT- and TT 0. The identity partition TT. , of a set is I JL lden. 
the partition in which every block is a single element of this 
set. 



Kj (Ht, a ) D = (^ n H ±) a A 9 T 
(8) 

Notice, that the right-hand side in the last equality may be 

empty (this will happen when Kj f) = (f). In these cases 

Kj(H±, a ) D can be chosen arbitrarily. Denote by T C ° D C S C ° D the 

set of all pairs (H^ Kj) such that E± fl Kj ̂  <f. 

3.4. Two semiautomata can be connected as in the following 

Definition: Let A = ( S A , E A , W ^ ) and B = ( S B , 2 B , M B) be two semiauto-
A A B 

mata and u) a mapping of S x E into £ . The cascade product of A and 

B with the mapping a) is the semiautomaton A S B = ( S A a ) B , E A ( A ) B , M A a ) B ) with 

S* 5"- S A
X S B A EAand M ^ 5 defined by 

/ A B N aSb t A A B , , A N N B N , A _A B - B A (s ,s ) a = (s a ,s ((s ,<j) u>) )>(s e S , s e S , aeS ). 
A A B A A The case, when S x E ' C J and a) is the identity on S x £ will be 

the usual one in what follows. The corresponding cascade product of 

A and B will be denoted by A ° B and (sA,sB) a^°B= (sAorA,sB(sA,(j)B). 

In the sequel the.following notation will be u^ed: 

|s| - the number of elements in the finite set S. 

m(n) - the maximal number of elements in a block of a decomposition 

TT of a finite set S. 

cp - the natural mapping of S onto the blocks of a partition TT of S : 
TT 

SCD = H. « s e H. (as introduced in 3.3). 
MT i i 

A A 
Theorem: Given a semiautomaton A = ( S , E, M ) and an admissible 

A 
partition TT = {H^} of S , there exists a semiautomaton 
D = ( S D , S D , M°) such that | S D | = m (TT), and C<>D ;> A , where 

C = A/TT. 

Proof: Obviously, one can find a partition T = { K J } of S , such 

that TT PI T = ̂ den o f S^ a n d M 5 8 M ( T T ) . ( | T | i s t h e number 

of blocks in the partition T ) . 

Let: S D = {Kj} 

E° = S C x E = {Hi} X £ and 



C°D A 
T| is the one-to-one mapping of T onto S »: (H i, Kj) ^ = H i (1 K J , 

COD 

Now, for every element of T : 
(U±9 Kj) Tl a A = (Hi ft Kj) a

A = H j [ a
A^ fl 0 ^ f] K ) a A cpT = 77 C - ,~ = < Hi a cpn, (Ht n Kj) a cpT> Tl = a , Kj (Jl±9 a) ) T) = 

= 0^, Kj) a C ° D Tl . 
This proves that C°D ̂  A. 

A — D If T is an admissible partition of S , then the mappings (H^, a) do 
— A not depend on H^, because all elements of Kj are mapped by a into 

the same block of T . All inputs in £ D with the same a are equal, 
and after coinciding them, the cascade product C°D reduces to the 
direct product C x D. Thus, the direct product can always be con
sidered as a particular case of the cascade product. 

3.5. The construction in 3.2. allows the last result to be extended to 
the following important 

A A 
Theorem: Let A = (S , £, M ) be a semiautomaton, TT an admissible 
decomposition of S A and B a TT-factor A/TT of A. Then there exist 
semiautomata C and D,such that C ̂  B (C is isomorphic to B), 
|S D| = m ( I T ) , and C°D £ A. 

Proof: Using rr and the given B, the semiautomaton A* is construct
ed, TT* is an admissible partition of A*, hence as in the last 
theorem there exists a D such that C°D £ A*, where C = A * / T T * 

and |S°| = mOrr*). But A* ;> A, A * / T T * ~ A/rr,and m(n*) = mOrr) 
(cf. the definition of T T * ) . The theorem follows. 

3.6. Example 
a /I 2 3 4 5 6\ A /l 2 3 4 5 6\ A = (P,2,3,4,5,6}, f }, {CT

A ^ , 2 t 3 5J, CT A = (̂ 4 5 3 3 3 3 ^ > 



A can be conveniently defined using the table 

'1 

1 2 3 4 5 6 
3 1 2 13 5 
4 5 3 3 3 3 

and this form of description will also be used here for other semi-

automata. 

TT = {H-j = {1,2,3}, H 2 ^ {3,4,5}, H 3 = {5,6jj 
, A is an admissible decomposition of S 

TT-factor of A : A/TT = B 

The following table defines a 

B "l S 2 «3 

% h *1 »2 
CT1 5 2 ffl ff1 

— B B — — 
Notice, that HjCĵ  and Ĥ cjj can be defined both as or fl^J the particu
lar choice is arbitrary. 

The semiautomaton A* (IĤ  will be written instead of (1 ,Hj ), etc.) : 

A * 1 H1 2H1 3 H 1 3H 2 4H 2 5H 2 5H3 6H3 

CTo 3«1 l Sl ffl, 2 ll l Sl 3 S1 3H 2 5H 2 

al 4H 2 5H 2 3H 2 3 ll 3»1 3«1 3H, 3H, 

The partition TT* : 

TT* = {H* - PH, , 2H1 » 3H,}, H* = {3H2, 4H 2, 5H 2}, H* = 

The semiautomaton C = A * / T T * : 

c H* H* H* 

H* H* H* 

ai H* H* H* 

C is isomorphic to B. 
A* 

A partition T of S has to be found such that TT* (1 T = ̂ ^^en ° f S 

T must have at least three blocks (MON*) = 3). One possibility is 

A * 



T = { K 1 = { L H R 3 H 2 , 5 H 3 ] , K 2 = { 2 H , , 4 H 2 , 6 H 3 } , K 3 = ( 3 H , , 5 ^ ] } 

T H E SEMIAUTOMATON D : 

D 
* 1 *2 

( H * , A O ) 
* 3 

* 2 h 

< H * , A O ) 
* 2 S 

* 3 h 

( H * , A O ) ( H * , A O ) * 1 K 3 K 3 

( H * , ^ ) h h h 

^ A R B I T R A R I L Y 

THE SEMIAUTOMATON C ° D 

B A 

C ° D ( H * , ^ ) ( H * , K 2 ) ( H * , K 3 ) ( H * , ! ^ ) ( H * , K 2 ) ( H * , K 3 ) ( H * , ^ ) ( H * , K 2 ) ( H * , K 3 ) 

( H * , K 3 ) ( H * , ^ ) ( H * , K 2 ) ( H * , K 2 ) ( H * , ^ ) ( H * , K 3 ) ( H * , ^ ) ( H * ^ ) ( H * , K 3 ) 

( H * , K 2 ) ( H * , K 3 ) ( H * , ^ ) ( H * , K 3 ) ( H * , K 3 ) ( H * , K 3 ) ( H * , K 3 ) ( H * , K 3 ) ( H * , K 3 ) 

C H E C K I N G O F THE FACT THAT C ° D ^ A : 

COD 

C ° D ^ A * B Y THE M A P P I N G ( T H E E L E M E N T S O F S ARE R E D E N O T E D A S I N THE 

ABOVE T A B L E ) ; 

• v , 
, C ° D 

A B C D E F £ 
5 H 2 H , 3 H , 3 H ^ 4 H , 

N O T I C E : = s 
1 

COD 

2 2 2 

- { ( H * , K 3 ) } . 

A * 2 : A B Y THE M A P P I N G 

1 H , 2 H , 3 H 1 3 H 2 4 H " 2 5H" 2 5H" 3 

2 3 3 4 5 5 

HENCE C ° D 2: A B Y THE M A P P I N G 

I W N TL = / A B C D E F 8 H > \ 
1 1 ''L V \ L 2 3 3 4 5 5 6 ^ 

5 H 3 6 H 3 

6H 

I N D E E D , FOR a ONE H A S : 
O 

•V-A / A B C D E F 
^ O • ( 3 , 3 1 2 2 1 3 3 5 > 



and for a 

A r 
a b c d e 

f g h\ C°D 
4 5 3 3 3 3 3 3/ = a1 

Lecture 4. 

Permutation and Reset Semiautomata 

4.1. Consider the semiautomaton A = (SA, £, M^) with |S A| a n,and 

let TT be the decomposition of S , the blocks of which are all subsets 
A A of S having exactly n-1 elements. For every S c S and every a e E> 
A 

|S or | £ |S|, hence rr is an admissible decomposition. It can be used 
to construct a TT-fact or A / T T = B of a very special nature. 

A A 
Suppose |S cj | < n, then there exists an e TT such that 

A A 
S a C H^, consequently for every e TT: 

„ A «A A 
Hj a c S a c H i. 

— B ~ B B Define a = for all j, i.e., rj maps all elements of S onto one 
B 

element (i.e. ̂ pr^a |=1). An input having this property will be called 
a reset input. 

A A A A If |S a | = n, a is a permutation of S . Then for every 
A A there exists exactly one Hj such that a c Hj> actually a = Hj. 

A A A In this case £ => a / a is also true, i.e., a permutes 
A B not only the elements of S but also the blocks of TT and o necessar-

ily will be a permutation of S . An input in a semiautomaton which 

permutes its states is called a permutation input. 

All inputs in the TT-factor B constructed as above are either 

reset or permutation inputs - a semiautomaton with this property 

>is called a permutation-reset semiautomaton. 

A cascade (and also a direct) product of more than two semiauto

mata can be constructed in an obvious way, provided that the condi-



tion on the inputs from the definition in 3.4 is satisfied. Ob

viously, if C°D ;> A and E°F D, then C ° (E ° F) = Cog o p ^ A . 

This fact together with the theorem in 3.5 and the above construc

tion give the 

Theorem: Every semiautomaton with n £ 2 states can be covered by 

a cascade product of at most n-1 permutation-reset semiautomata. 

The number n-1 in the theorem results from the observation that 

every two-state semiautomaton is necessarily a permutation-reset one. 

4.2. Definition: A permutation semiautomaton A is a semiautomaton 
A A A in \rtiich a is a permutation of S , for every a e £ • 

A A 

A reset semiautomaton A is a semiautomaton in which a (a e E ) 

is either an identity on or |Ŝ cr̂ | = 1. 

The following will now be proved: 

Theorem: Every permutation-reset semiautomaton A can be covered 

by a cascade product C ° D of a permutation semiautomaton C and 
a reset semiautomaton D. 

A 

Proof: E = E can be divided into two disjoint subsets: 
£ = E U S (E flS = (f),where £ = l a } is the set of all p r p r T P PJ 

permutation inputs of A,and £^ = {ar} is the set of all reset 

inputs of A . Let G A be the subgroup of (i.e. of the semi

group of A ) generated by the permutations [a^] The elements 
- A P ^ P of G A, i.e., the distinct permutations x , where x e£*, will form 

A P P P 
A 

the states of C, and in this role they will be denoted by x . 
P C C 2 =s £ and M is defined as follows: 

" A C A A ~ TA A C "~A x a = x a = (xar) , x a = x . P P P P p ' p r p 
Thus C is a permutation semiautomaton. 

1 T . 0D f A . „D -C _ , A , A ND A A > A XD , A A w Let S = {s } a A> E =S xEand s (x ,a ) =s , s (x ,<r ) =(s a )(x s € o P P p r *• 
A A A 
s aT is the same for all s , hence D is a reset semiautomaton. 

file:///rtiich


C ° D 2 A. Indeed let t|: S C ° D -» S A be defined by (xA, S A ) T > = S A X A , 

A A C^D and as x is a permutation of S , f] is a mapping of S onto 

/ A A\ ̂  A A A A A, * A Now (x , s ) T\ <j = s x a = s (xcr) = P P P P P 
// \A A. / A C A/ A \D\ * n / A A N C°D = ((*r)p> s ) j\ = (x pa p, s (x p,a p) ) T} = (xp, s ) a p f) 

.A A. A A A A A A ,A A w A x-1 A (x , s ) n a r » s x a r - s a r = (s a r)(x ) x = 
and 
"A ic P .A t A A w Av-1. _ , A C A , A .D^ «* (xp, (s a r)(x p) ) T] = (xp a r, s (xp, a r) )T) = 

7k " X Cod m = (xp, s ) a r Tl-

4.3, In a reset semiautomaton A every partition of S is admissible, 
A A because o is either the identity, or maps S onto a singleton. Hence 

A (with |S |i^2) can be always covered by a direct product 6 x C , 
B C A A where JS | = 2 and |S | < | S |. Indeed, take any partition TT of S 

A 
having two blocks: obviously m(rr) < |S |, and the above follows im

mediately. 

By applying the same procedure to C, and observing the obvious 

fact that 

B x C ^ A , D x E i C ^ B X (D X E) = B X D X E 
one obtains the 

Theorem; Every reset semiautomaton can be covered by a direct 

product of two-state reset semiautomata. 

4.4. Consider the permutation semiautomaton C from 4.2. The states 

of C are the elements of a group 6^ henceforth in this lecture denoted 

by G) of permutations of S . Every mapping of the states of C due 

to an input is a right translation (i.e., multiplying from right) 

by one of these permutations (i.e., by an element of G. E.g., for 



the reset inputs this is the identity element). It follows, that 
G G G 

if a semiautomaton G a (S , E * M ) is defined with: 
G G G 

S = G, E = G and g 1 g 2 = g 1 g 2 (g^ g 2 € G) 
then G ̂  C. (Indeed, in 3.1 (v) put for T) the identity mapping of 
G C C G S ss G onto S = G and for §: £ -»E = G the mapping taking every 

Q 
a e E onto that element of G,which performs the same right transla-

C x 

tion as a •) 
Q 

A semiautomaton having the structure of G = (G, G, M ) will be 

called a grouplike semiautomaton ,and the above can be expressed by 

saying that the semiautomaton C from 4.2. can be covered by a group

like semiautomaton G. Moreover, and this observation will be use

ful in the next lecture, the group G is isomorphic to the group G^ 

generated by the permutation inputs of the permutation-reset semiauto

maton A, which is covered by C ° D in 4.2. 4.5. Given a grouplike semiautomaton G, assume that the group G has 

a subgroup H = [e, h 2, hfc] (e is the identity of G). Let TT be 

the partition of G into right cosets of H: 

TT = {H, Hk 2, HKj, •••> **kui, 

where K =5 [e9 k 2 > k^, k̂ j is a set of representatives of the 

distinct cosets of H. (Notice: tu = | G | ) . TT is obviously an admis

sible partition of G. The union of the subsets of G in 

T = {K, h 2K, htK} 

has at most |G | distinct elements, but as 

K U h £K U-. .U hfc K = HK = H U H k 2 U.. .UH k u == G , 

it has exactly |G | distinct elements. Every subset in T has at most 

u distinct elements, there are t such subsets, ut a |G|,hence, T is 

a partition of G. Next observe that TT D T = TT., of 6, Indeed. 
iden. * 

Hk^ fl hj K 3 hj k^ and only this element, because otherwise there 



will be a k 4 k. such that Hk fl H k. J: 4 , which is impossible (the m i m l ' 1 

k fs are representatives of distinct cosets). At the same time every 

g e G can be written in the form hjk^* a n<* s o the above assertion is 

verified. 

The theorem from 3.4 can be applied (using TT and T ) to cover G 

by G/TT ° D. Especially interesting is the fact, that after coinciding 

equal inputs in D one obtains a semiautomaton isomorphic to the group

like semiautomaton 

H = (H, H, M**). 

To this end, let T) be the mapping T\: H -» S D defined by H^T) = ITJLC. 

This is a one-to-one mapping of H onto S^. 

For every k̂  e K and every g e G the product k̂ g belongs exactly 
to one block of T» i.e., to some h K. In other words, there is a ' 9 n 9 

D H unique k e K and a unique h such that k,g = h k . Define 5: S -»E = H m n j n m s 

by (Hkj, g) § = h^, where h^ is as defined above. g is, clearly, a 

mapping onto H because by changing g and kj all blocks of T can be 

obtained. 

Now it will be proved that ̂ (Hk^, g ) D = ((Hkj, g) g ) B T). Indeed, 

for every h^ e H: 

h i T](HkJ,g)D = h^K (Hk^, g ) D = (h^ FL H kj) gGCPT = 

• < \ V 8 V *ikj«V = 

= H J T K = ( h ^ ) n = hi((HkJ, g)l)\ 

Everything here is exactly as in 3.1 (v.c), consequently, coincid

ing the equal inputs in D will result in a semiautomaton D̂  isomorphic to 

the grouplike semiautomaton H. If the above I* is taken as u) one obtains 

Theorem: Let G be a group like semiautomaton and H a subgroup of 

G . G can be covered by a cascade product C S such that the 

semiautomaton D ..is also a grouplike semiautomaton isomorphic toH. 



4 . 6 . If H is a normal subgroup of G,and gj and g^ belong to the 

same coset of H in G, then in the n-factor B = G / T T (TT is the parti-
B B 

tion of G into cosets of H ) gj and %^ w i H be equal. It follows 

that after merging equal inputs in B a grouplike semiautomaton 

G/H ( G / H denotes the factor group of G over H ) will be obtained. 

This observation together with the theorem from 4 . 5 result in the 

Theorem: Let G be a grouplike semiautomaton and G = H Q , H ^ , . . . , 

= {e} a composition series of G (i.e., every is a normal 

subgroup of ^ and «|/Ĥ  is a simple group, e is the identity 

in G). Then G can be covered by a cascade product of grouplike 

semiautomata isomorphic to the factors °f the given 

series. 

Thus a grouplike semiautomaton can be covered by a cascade product 

of simple grouplike semiautomata - i.e.,ones which correspond to simple 

groups. (A simple group is a group which has no proper normal subgroups. 

4 . 7 . Given A o B and C ;> B, it is obviously true that A ° C is de

fined and A ° C ̂  A ° B. But also the following is needed 

Theorem: Given A ° B with £ B = { (sA, a)}(sA e S A, a e 2 A) 

and C ̂  A, there exists a semiautomaton B^ such that: 

a ) S B l
= S B 

Bl B 
b) for every a-je S there exists a o^e £ such that 

Bl B B 
a1 8 3 a29 an^9 v * c e versa, for every cr-j e E there 
exists a e E**̂  such that = oj^ 

c) C o B i ;> A o B. 

Remark: After coinciding the equal inputs in B^and those in B, isomorphi 
semiautomata will be obtained. Notice that B.. and B have isomorphic 

C C B 
semigroups. It follows, also, that a mapping OJ of S x E into E can 

be found such that CSB ^ A ° B. 



4.8. The distinct constructions done in this lecture can be 

combined to give the following 

Theorem: Every semiautomaton A can be covered by direct and 

cascade products of semiautomata of two kinds: 

a) simple grouplike semiautomata, 

b) two-state reset semiautomata. 

This theorem is a part of the theorem of Krohn and Rhodes which 

will be presented in the next lecture. 

f A 
Proof: C £ A =* g a mapping 1] of a subset of S onto S , such 

that for every s° e pr} T] • s C T\ QA = s C
 A

C ^ (a e 2 A , which 

is assumed, for simplicity, to be equal to 2 ). 
B.| will be defined as follows: 
Bi B B 
S 1 = S and s will denote an element of either of these sets, 

depending on the context. 
s = l(s , a)j (s e S , a € 2 = E ) 
For s C

 e pr1 T]: (sC, a ) B l = (sCT\, a ) B 

For s C i pr^: (sC, a ) B l =» an arbitrary (sA, a ) B . 
A 

Thus a) and b) are satisfied (T) is onto S ). 
— C°Bl To prove c) define a mapping T] of the subset of S , consisting 

of all pairs (s^, s B), such that s^ e pr-j T|f onto S A ° B by: 

s , s ) 1\ = (s T), s ). 

(̂  is onto, since T) is onto.) 
r. r,A / l s _ A O B ^A C ^CoBi. For every a e S (Notice: 2 = 2 = 2 = 2 
, C B N- AOB , C B N A°B , C A B, C N B N (s , s )T] a = (s T|, s ) a « (s 1) a , s (s T|, a ) ) = 

s a TU s (s f], a) ) = (s a , s (s Tl, a) ) = 
, C C B, C vBK - , C B x COBn -= (s a , s (s , a ) •) H » (s , s ) a 1 Tl 

and this proves c). 

The theorem can, obviously, be generalized to the case, when 2 

includes {(s , a)} properly. 



Lecture 5. 

The Structure Theorem of Krohn and Rhodes 

5.1. The following main Theorem belongs to K. B. Krohn and J. L. Rhodes: 

Theorem: Every semiautomaton A can be covered by direct and 

cascade products of semiautomata of two kinds: 

a) simple group like semiautomata with simple groups which 

are homomorphic images of subgroups of the semigroup 

G A of A, A 
b) two-state reset semiautomata. 

Everything but the result about the possibility of allowing 

simple groups from a certain "origin" only was proved in the 

previous lecture. Here a modification of the construction of P.H. Zeiger 

will be used to complete the proof. 

5.2. The grouplike semiautomata used to cover A were obtained in 

three steps: 

a) A was covered by a cascade product of permutation-reset 

semiautomata. 

b) Every such permutation-reset semiautomaton was covered by 

a cascade product of a permutation semiautomaton and a reset 

semiautomaton. 

c) The obtained permutation semiautomaton was covered by a cas

cade product of simple grouplike semiautomata. 

The simple groups appearing in c) are homomorphic images of sub

groups of the group of the permutation semiautomaton obtained in b). 

This group is the group generated by the permutation inputs of the 

corresponding permutation-reset semiautomaton obtained in a). 



m 
m a x ^ H x ^ - C^} ) 

xeE* 

*) where TTJ = fHl„ , and TTA is the expression in the brackets. 1 L JHeTT-TT ' 2 m 

- TT' U T T ' , (9) 
1 2 

' In Zeiger's construction, used also in [2], only decompositions 
in which there are no blocks included in others are used. This 
leads to difficulties, which will be pointed out later (see the 
footnote on p. 34). 

Thus, the crucial step is the first one, and the theorem will 

be proved, if it is shown that every semiautomaton A can be 

covered by a cascade product of permutation-reset semiautomata such 

that the subgroups of their semigroups, generated by their permuta

tion inputs, are homomorphic images of subgroups of G^. This will 

be achieved by constructing series of admissible decompositions of 
A 
S having special properties. 

5.3. Let TT be an admissible decomposition of S and assume m(Tr) > V . 

Let A/TT = B be a ir-factor of A. 

Among the blocks of TT, having m(«rr) elements (i.e., the largest 

blocks of TT), it is always possible to find a subset say TTM = {H.j,... ,H 

such that 

H i ' H j e % 3 x r X 2 c Z*' Hi Xt = H j ' H j X 2 = H i ( S = s A ) 

A 
and no x maps a block not in TT onto a block in TT • 

m — m 
The existence of at least one such subset TT follows easily from 

m 
the fact, that the identity mapping A maps every block onto itself, 

and the above relation between blocks is transitive (since if 

H £ x A = Hj and H j y
A = Hfc, then H^xy)* = H f c). 

5.4. For a set of sets {uj}> max({Uj} )will denote the set of all 

distinct sets in {u^} maximal under inclusion. 
Consider the following set of subsets of S : 



H.j, and for some n the permutation ( x ^ ) will be the identity on H 1 

(x^y^)n~^ x^ maps onto H^, hence the block into, say, 

(notice, that TTJJ *-s a*1 admissible decomposition of the set of element 
of S in TT , with respect to all maps taking blocks of TT into such m m 
blocks). Now: 

H1p • H 1 p ( x i y i ) n - W i y i . ) T l ^ V i £ Hiq yi » 
and,as y. maps H. onto H-, there exists an H- such that H, y, £H, . 

J± r i 1* lr iqJi 1r 

The maximal!ty of the blocks of TT^ included in Ĥ ", implies that 
H1p ss = H^y^. is a one-to-one mapping, hence |H^| = |H^^|, 

and since also (x.y.)n""1x. is one-to-one, H- (x.y, )n""1xJ = H. . 
I l l I p I I i I q 

A A Ttf is a decomposition of S , because all elements of S which 

are not in blocks of TT appear in some other blocks of TU and the 
m 

elements of S in the blocks of TT are, obviously, taken care by the 
m 

blocks of TI2* 

rr1 is properly finer than TT (i.e. TT1 < TT), because the blocks 

in TT of n are "replaced" in TT1 by smaller ones, m 
Finally, TT1 is an admissible decomposition of S . Indeed, for 

every block H f of TT1 and every aeE* Hfcj is included either in a 

block of TT - TT , or in some subset of a block in TT , which will, m m 
clearly, be included in a block of TTJJ* Notice, that H^eTTm can be an 

image (onto) of a block H.gTT only, but all these blocks are deleted. 
j m 

5.5. The blocks of TTI included in H.STT will be denoted by 
z I m 
H i T H i 2 , # # # >

 E±a± 

For every H^eTTm there exists a y^eS*, such that H^y^ = . (In 

this and the next section the mappings x will be denoted, simply, 

by x - all mappings here refer to the semiautomaton A.) 

There exists,also, at least one x^eE* such that x^ = H^. 

Hence x^ y^ = H^, i.e., x^y^ is a permutation of the elements in 



n 1 
F O R H - ^ H N THE SAME R E A S O N I N G G I V E S H , ( X . Y . ) " X = H 

I P 1 P 1 I I I I Q 1 

W I T H H I Q ^ E 9 B E C A U S E O T H E R W I S E THE M A P P I N G ( X ^ ) 1 1 " 1 * ± WOULD 

TAKE H U H ONTO H W H I L E I H , U H - ' I > | H 1 I = |H, I . 
»P L P ^ I Q ' 1 P L P ^ 1 1 I P 1 1 I Q 1 

A L T O G E T H E R , ( X ^ Y ^ ) * 1 " * " ^ MAPS D I S T I N C T B L O C K S O F TT^ I N ONTO 

D I S T I N C T B L O C K S O F TT^ I N H ^ . THE R O L E S O F H 1 AND H CAN B E I N T E R 

CHANGED, H E N C E THE C O N C L U S I O N : A L L H , I N RR HAVE THE SAME NUMBER O F 

I M 
B L O C K S O F TTO> I . E . , A - = A 0 = — = A = A . 

2 1 2 M 

ENUMERATE A R B I T R A R I L Y THE B L O C K S O F TTJJ I N H 1 , AND THEN ENUMERATE 

THE B L O C K S O F TT^ I N E V E R Y ( I * 2 , . . . , M ) , SO THAT THE ABOVE M A P P I N G 

N 1 
( X . Y . ) ~ X . W I L L MAP H - ONTO , HENCE A L S O H . Y^ « H , . ' ' 

I I I I P I P L P I L P 

5 . 6 . A S S U M E THAT FOR SOME CREE THERE E X I S T H,, AND H , I N TT , SUCH THAT 
I J M* 

H ^ A = E y ANALOGOUS TO Y ^ I N 5 . 5 , T H I S CR MUST MAP D I S T I N C T B L O C K S 

H . , , . . . T H . ONTO D I S T I N C T B L O C K S H . H . . T H I S M A P P I N G CAN B E 
I L I<* J ' 3a 

D E S C R I B E D A S A P E R M U T A T I O N O F THE ( S E C O N D ) I N D I C E S 1 , 2 , . . . , A . 

I F PV*"*' = Q ( I . E . , H , A = H ) ONE O B T A I N S ( W I T H X . , Y , FROM 5 . 5 
C I P J Q I I 

AND AN ANALOGOUS Y ^ ) 

H L P ( X I Y I ) N " 1 X I C T Y J • H I P C T Y J - H J Q Y J = H L Q ' 

C O N S E Q U E N T L Y , THE M A P P I N G ( X ^ ^ ^ X J A Y J (WHICH D E P E N D S ONLY ON I , J 

AND A , B U T NOT ON P AND Q ) P E R M U T E S THE B L O C K S H ^ , . . , , H ^ E X A C T L Y 

The ABOVE I S A L S O C L A I M E D I N [ 2 ] , S E E P . 2 0 2 . B U T I F ONE U S E S D E 
C O M P O S I T I O N S I N WHICH NO B L O C K I S I N C L U D E D I N A N O T H E R , T H I S I S NOT 
THE C A S E . T A K E , E . G . , THE SEMIAUTOMATON A D E S C R I B E D B Y [ 1 2 3 4 5 . 

A A L 4 5 4 1 2 
TT = { 1 2 , 1 3 , 4 5 } I S AN A D M I S S I B L E D E C O M P O S I T I O N O F S . THE B L O C K S 
1 2 AND 4 5 CAN B E TAKEN AS TT • THE S E T O F A L L I M A G E S O F B L O C K S I N TT 
AND A L L S I N G L E T O N S I S 1 2 , 1 ? , 4 5 , 1 , 2 , 3 , 4 , 5 . D E L E T E FROM T H I S 
TT ( I . E . 1 2 , 4 5 ) AND P E R F O R M THE MAX O P E R A T I O N . THE R E S U L T I S THE 
A S M I S S I B L E D E C O M P O S I T I O N 1 3 , 2 , 4 , 5 . THE B L O C K 4 5 O F I R M I S D I V I D E D 
I N T O TWO B L O C K S 4 AND 5 , ( 4 5 ) < J = 1 2 , B U T 4 A = 1 D O E S NOT A P P E A R AS A 
B L O C K I N THE NEW D E C O M P O S I T I O N , B E C A U S E I T I S I N C L U D E D I N 1 3 . 



as v*"̂  permutes the indices 1, 2,. ..,<¥. This observation will be of 
O 

great importance in the sequel. 

5.7. Arrange the blocks of TT 1 in the following array: 

K-

K m 
K m+1 

K 

H 11 

H 21 

H ml 

H m+1 

H. 

H 12 

H 22 

H m2 

H la 

H 
2A 

H 
VAA 

THE H. ,'s are defined in 5.5 and H ..••H-. are the blocks in TT, . i j m+1 t 1 
The bars indicate, that all blocks are considered now as elements of 

F 
the set of states S of a TT1 - factor of A, F, which will be defined 
as follows: 

F A F First, E = E . Now, to define M notice that the set of elements of 
A 
S in all blocks of TT1 appearing in the row i of the array is exactly 

A / / H.. If H.a rn , one consults the TT - factor B = A/TT, and finds there i i m 
— B — A 
HjCX = Hj. This means that H^a £ Hj, and by the construction of (9) 

A 
there necessarily exists a block of TT1 in the row j including H^a . 

F 
The corresponding element of S (it is in K^, of course) will be de-

F F fined as the image under a of all elements of S in K^. 
A Now consider the case, where H.a = H.^TT . This is possible I j m 

only if H.eTT , also. Since there may be blocks in TT included one i m 
in the other, arid, in particular, equal blocks, there may be sever

al blocks in TT equal to H.a ; then take for H. that one for m i j 



L ^ . a ) 0 = ( L ^ ) a \ = H i k/cp T = H J f h yi j cpT - L ^ j , 

i.e., (K^a) permutes the states of D (i.e.,-L^,...,L ) exactly in 

the same way, as y^permutes the indices 1,2,...,a. Thus (K^,a) is 

a permutation input, and D is a permutation-reset semiautomaton. 

—• B F which H^a = in B. a is defined to map the elements of 
A 

onto those of K ^ , exactly as <j maps the corresponding blocks of TTJ 
in onto the blocks of TTJJ in H^, according to 5.5 and 5.6. 

F 
Let p denote the partition of S into the subsets , K^,...^ • 

F 
The above definition of M ensures that p is an admissible partition 

F 
of S , and, moreover, C = F/p is isomorphic to B = A/TT. 

F 
5.8. The partition of S into the subsets L-, L0,..., L (the columns 
of the array in 5.7) will be denoted by T . Evidently p f>r = TT. , 

I den. 
F 

of S . As in 3.4, a semiautomaton D with states which are the 

blocks of T will be constructed, and COD ̂  F. 

Now it will be shown that D can be made a permutation-reset semi-

automaton. The inputs of D are of the form (K^, a) and as in 3.4 

W a ) D = ( L k n V a * v 
If i is one of the numbers m+1, m+2,...,t only L-j fl ^ (̂ ;and for 

all k s 1,2,...,a define 
^k^i , a^° = ^ ( K ^ a ) 0 , i # e # i s a r e s e t input 

in D. 
A / 

If ie{1,2,... ,m} and H^a 0n m, then by the construction of F in 
F 

5.7, all elements of will have the same image in F under a , i.e., 

L ^ K ^ a ) 0 will not depend on k, and (K^a) is once more a reset input. 

The last possibility is that ie{1,2,... ,m] and H {a = H j S T T m 

F 
Then, by definition of a , one obtains: 



5.9. It follows from 5.8 and 5.6, that to every permutation input 

of D, there corresponds an input in A, which permutes H^, Hj2,...,H.|^ 

exactly in the same way, as the above input permutes the states of 

D: fL^,.••,L^. Hence, the subgroup of G ^ , generated by all permuta

tion inputs of D, is isomorphic to the group of permutations of the 

subsets of S H - H - , generated by the corresponding inputs in 

A, when restricted to the above subsets and considered as permuta

tions of these subsets. In order to prove that this group is a homo

morphic image of a subgroup of G ^ , the following lemma will be used: 

Let G be a semigroup of transformations of a finite set S , and 

assume that there is a subset S of S , such that some elements of G , 
o ' 

when restricted to S q are permutations. Then there exists in G a 

subgroup G^ such that the permutation group G q , generated by the 

above mentioned permutations of S ^ , is a homomorphic image of G . . . 

Proof: Denote by T the subset of G composed of all transforma

tions, such that their restriction to S O is a permutation. Clear

ly, T is a subsemigroup of G . e will denote an idempotent in 

T with a minimal Ipi^el o v e r the, necessarily non-empty, set 

of idempotents in T. Denote by G^ the subsemigroup eTe of T. 

Every ete (teT) has pr2(ete):=pr2e (because if pr^Cete) c p^e 

properly, then for some k, (ete) will be an idempotent in T 

with |pr2(ete)k| < |pr2e|). S = pr^(ete) is partitioned into 

classes of elements having the same image under ete, and this 

partitioning is the same for all elements of G^ (because every 

such class in e belongs to an entire class in ete, and two 

distinct classes in e cannot be merged in ete, since 

pr2(ete) = pr 2e). 
Naming these classes and calling every element of pr2(ete) 

by the name of the class to which it belongs, converts every 



element of into a permutation of the above "names11. (Notice 

that distinct elements erf pr2(ete) must belong to distinct 

classes). Hence Ĝ  is a group - a subgroup of T, hence,also 

of G. ' 

Denote by G^ the subgroup of G^, generated by those ele

ments of G^, which, when restricted to S q , are permutations 

appearing in G q . is a subgroup of G^, hence also of G; 

the mapping cp: G 2 -» G
0> s u c h that for every g 2eG 2, g2cp is the 

element of G q performing the same permutation of S q as g 2 does, 

is, clearly, a homomorphism of G 2 onto G q . This concludes the 

proof of the lemma. 

This result cannot be applied directly to the situation dis

cussed before, because permutations of, in general, overlapping sub-
A A sets of S appeared there instead of elements of S . To handle this 

case, consider the set S = S A U S ^ , where = { H - H - }. To 

every z (zeS*), which permutes the above subsets, put in correspond-
— A A ence a mapping z of S into S , which coincides with T on S , and 

0 A permutes the elements of S exactly in the same way, as z permutes 
A A — — 

the subsets with the same names. Clearly, ẑ  = z 2 ẑ  = z 2, 
A 

i.e., the subsemigroup G^ of G^ generated by the z 's is isomorphic 

to the semigroup G generated by the z fs. Now the above lemma can be 

applied to obtain that the group generated by the said permutations 

of the elements of S is a homomorphic image of a subgroup of G. 

It follows that the group of permutations of {H^ 1,... ,H^} , generated A A by the z fs, restricted to H^ £ S , is a homomorphic image of a sub-
9 The fact that eTe is a group follows also from a theorem by Green, 
(cf. A. H. Clifford and G. B. Preston, The Algebraic Theory of 
Semigroups, Vol. I, AMS, 1961, p. 59). 



group of G^, hence, of a subgroup of G^. 

5.10. The results of the previous sections can be summarized as 

follows: 

Theorem: Given a semiautomaton A and an admissible decomposi-
A / tion IT of S with a TT-factor B a A/TT, one can find a properly 

A / finer decomposition TT* of S and a TT1-factor F s A / T T 1, such 

that F can be covered by a cascade product C°D, where C ~ B, 

D is a permutation-reset semiautomaton, and the group generated 

by the permutation inputs in D is a homomorphic image of a sub

group of the semigroup G^ of A . 

5.11. To prove the Theorem by Krohn and Rhodes (section 5.1) start 

with the trivial decomposition TT, where all elements of S form one 

block.DQ = A/TT is a one-state semiautomaton and so it is, clearly,a 

reset one. Find as above TT1 < TT, and obtain A / T T 1 ^ D Q ° D ^ , with 

having the properties mentioned in 5.10. Next, find by the same 

procedure T T 1 1 < TT', and obtain A / I T * 1 ^ A / T T I O D 2 , with as in 

5,10. Now use the Theorem in 4.7 and obtain A/n , f ^(D^D^pD^ 

where is a semiautomaton, which,after coinciding equal inputs 

reduces to Y)^* a n c* ̂ a s a semigroup isomorphic to this of (cf. the 

remark in 4.7). 

This procedure is continued, and, since at every step the number of 

maximal blocks is reduced, after a finite number of steps, a decompo-
(k) A 

sition TT of S will be obtained in which every block is a single

ton. (It is possible, of course, that distinct blocks will actually 

be the same singleton). 
/ (k) 

Thus, the semiautomaton E » A/TT is covered by a cascade pro

duct of permutation-reset semiautomata, such that the subgroups of 

their semigroups, generated by their permutation inputs, are homo-



morphic images of subgroups of the semigroup GA- The proof will 

be completed if it is shown that E £ A . To this endtdefine 
E A E Tlĉ  T|:S -» S such that every element of S , i.e. every block of TT , 

A 

will be mapped by T) onto the corresponding element of S . (The 
(k) 

blocks of TT are singletons'). Clearly is onto,and for every 
a e 2 A = E E TyjA = aET]. Indeed, E = A / T T ^ \ where is an admis-

A E E E E sible decomposition of S , hence, if for some s and a , s a = s^, 

then the singleton s A, in the block of T T ^ corresponding to 
E A E A A s (s = s must be transformed by <j onto the singleton 8j, 

E A E 
which forms the block corresponding to ŝ  (ŝ  = ŝ  Thus 

A A A , E ^ A A A A E „ E E m s a = s 1, and s a = s a = ŝ  = ŝ  T] = s a T). 

5.12# Example. The above construction is applied to the semiautomaton 

1 2 3 4 5 6 
a o 
a1 

3 1 2 13 5 
4 5 3 3 3 3 

from 3.6. 

a) Let TT = {H1 b {123456*}} be the trivial decomposition of 
A / 
S and B = A/TT the TT-factor 

B Hl 
a 
o 

a 1 Hl 

TT, = fH-l will serve as the TT from 5.3. 1 1 m 
Using (9) I T 1 - {H n= {1235}, H 1 2= {345}, H ^ a {6}} is 

constructed. As in 5.7 one arranges the blocks of T T 1 : 

h L 2 L 3 

K i
 H n H i 2 H i 3 



F1 
They form the set of states S of a TT -factor of A , 

A / T T 1 = Fj, which, according to 5.7, is defined by: 
H12 H13 

CTo s11 »11 
CT1 H12 H12 H12 

As in 5.7 and 5.8 the semiautomata 

c1 Ki j-l
 

l2 L3 
cr 
o Ii (K ra o) 

( K ^ ) 
L1 
l2 

I 1 
L 2 

h 
L 2 

are constructed. is isomorphic to B = A/TT, is a 

reset semiautomaton and cj0D-| ̂  Fj. 
b) Now, one starts with the decomposition 

TT'« { H r {1235}, H 2= {345}, H 3= {6}} 

(the blocks are renamed for convenience) and with F^= A/TT ' 

H 1 H, 

H 1 ^ ^ 

Here TTm = TTj = {H^ {1235}} and by (9): 

T T " = {H2= {345}, H 3= {6}, H n = {123}, H 1 2= {5}} 

The blocks 

L1 
K1 S11 
K 2 H 2 
K3 H3 

_F2 

H 12 

which is given by: 



F 2 
I" 

S12 »2 ff3 
a o 
a1 

511 
S 2 

V 
ff2 

«11 
«2 

«12 
«2 

The semiautomata C 2 and are constructed: 

C2 Kl f ? *1 
CTo Kl *1 *l 
CT1 *2 K 2 K 2 

D 2 L1 L 2 
( K r a o ) 

, 0 ^ ) 

( K 2 , a D ) 
L i ^1 
L i h 

( K 3 , a 0 ) L 2 
(K 3,CTj) 

C 2 is isomorphic to Fj, is a two-state reset semiautomaton 

and C 2°D 2 2 F 2 < 

t t " = {H^ {123}, H 2= {345}, H 3= {5}, H 4= {6}} 

F 2 = A / t t " 5 1 S 2 H3 «4 
CTo »1 «1 "l S 3 
CT1 «2 H 2 H 2 H 2 

n m= t t 2 = {H1 = {123}, H 2= {345}}. 

t t " » = {H3= {5}, H 4= {6}, H n - {1}, H 1 2 o {2}, {3}, H 2 1={4}, 

H 2 2= {3}, H 2 3= {5}}. 

The subsets of are ordered arbitrarily, those of 

H 2 according to 5.5 with x 2 = c j j , y2= a Q . Then 

a 1 a o = s ( l 3 2 2 2 D • ( a 1 a o ) 2 1 8 t h e i d e n t i t y o n H1 a n d 

a , a a i = u ! « ! j defines the order of the subsets of H 0 . I o I \435555/ * 



Li L 2 L3 

« n !l2 «13 
K 2 H21 H22 H23 
h «3 
H H 4 

A/iT,,,-F3 H11 S12 H13 H21 H22 H23 S 3 «4 
a o H13 "11 ff12 " 1 1 512 «13 H13 »3 
a1 S21 «23 H22 H22 H22 H22 H22 H22 

C3 K1 K 2 K3 K 4 D3 Ll L 2 L3 
CTo *1 *1 *1 *3 (K, ,a Q) h El l2 
CT1 K 2 K 2 K 2 K 2 (K] ,<7 -j ) L1 L3 L 2 

(K 2,a Q) Ll L 2 r 3 
( K 2 > C T j ) L 2 r 2 
(K 3,a 0) L3 L3 L3 
(K 3, a i) L 2 H L 2 
<*4'°o> Ll V L1 
( K 4 , C T 1 ) L 2 4 L 2 

C 3 is isomorphic to A / T T ' ' = F , D 3 is a permutation-reset 

semiautomaton and C3° D3 ^ F3* 

The group generated by the permutation inputs (K^,a Q), 
(Kl»o*i) and ^ K2 , C To^ °* D3 i S t*ie 8 v m m e t r i c S r o uP S 3 (the 
group of all permutations of three elements), and it is a 
homomorphic (actually an isomorphic) image of the subgroup 
of composed of the elements: 

2 /I 2 3 4 5 6\ 3 /l 2 3 4 5 6\ 4 /l 2 3 4 5 6 

2 a a,o* = 
0 1 0 

_/1 2 3 4 5 6 V 3 /I 2 3 4 5 6\ 4 /I 2 3 4 5 6\ 
~ \2 3 1 3 2 3/ » CTo = V 2 3 2 1 2J* °o =\3 1 2 1 3 1 J, 

fl 2 3 4 5 6\ A . c A f l 2 3 4 5 6 V a ^ a V l V* 2 1 2 3 2/ 0 1 0 U 1 3 1 2 1 J 0 1 0 Vl 2 3 4 
3 2 3 

5 6 > 

1 3/ 



All blocks in T T , F T are singletons and the construction is 

finished. 

covers A by the mapping 

Indeed 

("li H12 H13 H21 H22 H23 H3 H 4 \ 
^1 2 3 4 3 5 5 6 / 

» n A / Hll H12 H13 H21 **22 **23 F: 
" C T o = \ 3 1 2 1 2 3 3 5 / = CTo 

^ A P l l H12 H13 H21 H22 H23 H3 H A F 3 ^ 
T 1 a 1 = \ 4 5 3 3 3 3 3 3 J *° a1 1 1 

But, A <; F 3 £ C 3 ° D 3 ~ F 2 ° D 3 £ (C^ ° Dj ~ 

~ ( F t o D 2 ) o D 3 <: ( ( D Q O D ^ O D p o D j ' . 

Here D Q = C q , and D^, D£, ' are obtained from D 3, D 2, Dj, 

respectively, as in 4.7 (of course, the cascade product with 

mappings u) can be used instead). 

D Q , D ^ , D ^ , ' are all permutation-reset semiautomata, 

and the groups generated by their permutation inputs are 

homomorphic images of subgroups of G^. Ihe methods of Lecture 4 

can be now applied to obtain a covering of A by direct and 

cascade products of two-state reset semiautomata and simple 

grouplike semiautomata with simple groups, which are homomor

phic images of subgroups of G^. 



Lecture 6. 

Pie Necessity of Certain Components  

in a Cascade Product Covering of a Semiautomaton 

6.1. It was proved in Lecture 4 that every semiautomaton can be 

covered by cascade and direct (which can be considered as particular 

cases of cascade) products of simple grouplike semiautomata and two-

state reset semiautomata. 

In the Theorem in 4.5 H need not be a normal subgroup of G, 

hence one can cover a simple grouplike semiautomaton A, in which G^ 

has a nontrivial subgroup H by a cascade product C°D of smaller semi-

automata. 

On the other hand, it will follow from the discussion in this 

lecture that in the above case GR or G has a subgroup such that G A 

is a homomorphic image of it, i.e., the obtained semiautomata have 

less states, but at least one of their semigroups is not less compli

cated than that of A. Because of this, only the simple grouplike and 

two-state reset semiautomata will be considered as basic building  

blocks (in what follows, used as a technical term) for cascade products 

covering a given semiautomaton. 

A two-state reset semiautomaton is isomorphic (after coinciding  

its equal inputs) to one of the following four basic forms: 

CToCT1 CT1CT2 A2 ao C T1 C T2 
81 81 •l. 81 sl 81 S1 82 81 81 81 S2 
82 82 82 82 81 82 S1 S2 S2 S2 81 S2 

The semigroups of these semiautomata are, respectively: 

CTo CTl A ffl a, ° n
 CT1 a 2 

ol CTo CTo CTo «! A A c-j a 2 CTo CTo CT1 CT2 
CT1 CT1 °-i CT1 G1 a1 a 2 a 1 ®2 

CT2 CT2CTi CT2 a 2 &2 ^ 1 a 2 



A was introduced in the third case, because includes the identity 

by definition. In the other cases aQ is the identity. The first 

semigroup is the group of order 1; a semigroup isomorphic to the 

second one will be denoted by ; the third and fourth are isomorphic 

and R will denote a semigroup isomorphic to them. All of the above 

two-state reset semiautomata can be covered by the fourth one, A2, 

and for uniqueness A2 will be referred to as the two-state reset 

semiautomaton in cascade product coverings using basic building blocks. 

K. B. Krohn and J. L. Rhodes introduced the 

Definition: A semigroup H is said to divide a semigroup G, if H is a 

homomorphic image of a subsemigroup of G. 

They also proved the following important 

Theorem: a) If a simple group H divides the semigroup G^ of a 

semiautomaton A, then in every covering of A by a cascade product 

(in particular by a cascade product of basic building blocks) the 

semigroup of at least one of the factors is divisible by H. 

b) If R or R.j divides G^, then in every covering of A 

by a cascade product of basic building blocks at least one factor 

is A2. 

The proof of this Theorem follows. 

6.2. Lemma A: For every homomorphism cp of a finite semigroup P onto 

a group G, there exists a subgroup K of P such that Kcp = G. 

Proof: The congruence class U = Icp"1 in P (1 is the identity of 

G) contains the set E of all idempotents in P. Choose e$E such 

that Pe has the smallest possible number of elements. K « ePe 

is a subsemigroup of P with e as a two-sided identity. Let 

f€K 0 E. Then f » ep^ (p.,€P) and Pf = Pep^ c Pe * Pf « Pe. 
e - eeePe = Pf => e = p 2f. Hence, e = p 2f = p2ff = ef = eep^ = e P l 



i.e., e is the unique idempotent in K. 

For every epeeK there exists an n such that (epe)n is an idem-

potent, i.e., e. Hence, (epe)(epe)n =̂ (epe)n ^(epe) « e, i.e., 

(epe)n*^ serves as an inverse of epe with respect to e. Thus, 

K is a group. The lemma follows immediately because 

Kcp = (ePe)cp = ecp Rp ecp = 1G1 = G. 

The next four lemmas deal with simple facts from the theory of 

groups. 

Lemma B: Let K be a group and cp a homomorphism of K onto a simple 

group H. If K.j is a normal subgroup of K, then K̂ cp = 1 (the identity 

of H) or Kjcp = H. 

Proof: Let KjCp = H^. H^ is a subgroup of H. For every hgH 

take a kgixp ^ and notice that k V̂ k = . Hence, k~̂ cp K̂ cpkcp = K 

i.e., h"^H^h = H^. Thus, H^ is normal in H, consequently H^ is 

1 or H. 

Lemma C: With the same assumptions as in Lemma B, H is a homomorphic 

image of Kj or of K / K ^ . 

Proof: K-cp = 1 =* K- is a normal subgroup of the kernel K ? of cp 
K/Kw 2 

and H ~ K / * ^ ~ /^Z^l9
 i* e #> H i s a h°momorphic image of K / K J . 

Lemma D: Let F and G be groups and K a subgroup of their direct 

product F x G. Then K is an extension of a group isomorphic to a 

subgroup A of F by a group isomorphic to a subgroup B of G. 

Proof: K is called an extension of A^ by B R if is a normal 

subgroup of K and B^ ~ K/\- L e t \ 8=5 {(f>1
G)}» where f€F and 

(f,lg) eK. A^ is a normal subgroup of K isomorphic to a sub

group A of F. 
( f l ' g P e \ ( f 2 , g 2 ) ** S 1 8 2 1 = : V i#e#' 8 1 = 8 2 # 



Hence, every coset of in K is characterized by.the unique 

second component of its elements and B^ = /̂̂ ic 1,8 n e c e s s a r * l y 
isomorphic to a subgroup B of 6. 

Lemma E: Let K be a subgroup of the direct product F x G of two 

groups and let cp be a homomorphism of K onto a simple group H. 

Then H is a homomorphic image of a subgroup of F or of a subgroup 

of G. 

Proof; Apply Lemma D and then Lemma C. 

The last lemma in this section deals with subgroups of semigroups 

of transformations. 

Lemma F: Let G be a semigroup of transformations of a finite set S 

and let K be a subgroup of G. Then there exists a subset S q of S 

such that the restrictions of the elements of K to S q are permutations 

forming a group isomorphic to K. 

Proof: Set S = S I , where 1 is the identity in K. 

11 = 1 el t h u S > 1 r e s t r i c t e d t o s
c
 i s t h e 

identity on S . 

If aeS^ and^^ e x eK, then xx"^ = 1, and since 1 must include , 

^k^ex""1. But then 1 = x - 1x includes and thus b E S Q . 

Hence, x eK =* S
Q
 x c S

Q * B u t a> b eS Q, xg K andQ^ex =* yeK 

such that xy = 1. 
This proves that S x = S , i.e., the restriction x of x to 

r o o o o 
is a permutation of the elements of S Q . 

x = y x = y , but also, x = y => x « y because J o o o o 
x = lx = 1X q = lyQ = 1y = y (notice, 1x = 1X q, because pr2l = S Q ) . 

Finally, xy = z =* X Q y Q £ z, but x^^ is a permutation of S Q , 

hence x y = z . Thus, the lemma is proved, o o o * 



6.3. Theorem; Let A, C and D be semiautomata and assume that 

C°D ̂  A. For every simple group H, which divides G^, the semigroup 

G- or G must be divisible by H. 
C D 

Proof: B = C°D I> A => G^ is a homomorphic image of a subsemigroup 

of G_. By the transitivity of homomorphism H is also a homomorphic B 
image of a subsemigroup of G_, hence>by Lemma A,of a subgroup K 

of G B. 
B B B B B C The elements of Gfi are mappings x = ̂ c ^ ^ ^ k fojeE ) 

C D 
of the set S x S into itself, defined as follows: 

o C j J ) / . x B . j v B B B ceS , deS : (c,d)x = (c,d) cr^...^ -
/ C ND N B B , C C XD> C v D N B B 

a (calf D(C9O^) ) ^29**°K ~ ^ C al a2' d ^ c > ° V ^ C a v a 2 ^ ' CT3#-#crk ~ 
/ C AT \D / C C \D\ 

=s (cx , d(c,a^; • • • vcrji • • •â _i 9 a^J ) • 
Notice, that on the first component of a pair (c,d) the transforma-

B C tion x acts exactly as x in C. 
C D 

By Lemma F there exists a subset W of S X S , such that all 

transformations in K when restricted to W are permutations, and 
Q 

these permutations form a group isomorphic to K. Denote by W C C the projection of W on S , i.e., the set of all elements of S 
B 

appearing in the pairs of W. Let consist of all x gK such 
C C that x is an identity on W . is not empty, because the 

identity of K belongs to it. Moreover, is a subgroup of K, even 

a normal one, because for every x eK 

(
B v — 1 B x ) K^x £ K 1. 

B B 
x and y belong to the same coset of in K if and only if 
B B — 1 C C — 1 C x (y )" 6^, hence, x (y )" restricted to W is the identity, 

C C C i.e., x and y , when restricted to W , are equal permutations. 

Thus, to each coset of in K there corresponds a distinct 
C 

permutation of W , and the product of two such permutations cor-



responds to the product of the respective cosets in K / K J • Hence 

these permutations form a group isomorphic to K / K J , and since 

they are restrictions of elements of to a subset of S , this 

group, i.e., also K / K ^ is,by the lemma in 5.9, a homomorphic 

image of a subgroup of GN. 
\J 

N Now the group will be investigated. For c$W let 
{(c,d.j), (c,d2),..., (c,dfc)} be the set of all pairs in W with c 

B B as the first component. Let x = (a-jÔ * •-cx̂ ) eKj and denote 
, ND. C ND , C C ND D D . . ^ _ „ (c,a,; vca, ,a0/ •••(ca1...a1 ,,a, ) = x . x is an element of 

I I Z I K - I K C C D B B C x permutes the elements of W and, since x eK^ Implies cx = c, 
B 
x permutes the elements of the set {(c,d^),...,(c,dfc)}. But B C D D D (Cjd^) x = (cx , djX^) = (c,djXc), hence x c, when restricted to 

the set {dpd 2,. ..,dt} £ S^, permutes its elements. 

The restrictions of the elements of to the set 

{(c,d^),..., (c,dt)} form a group K c of permutations of this set, 

and it follows from the above that K Q is isomorphic to the group 

of permutations of {d..,... ,d } formed by the restrictions of the 

elements {xc)xBeK^ °^ GD t 0 £ dl > • • • »dt^ * H e n c e > by the lemma in 
5.9, K c is a homomorphic image of a subgroup of G^. The same holds 

C 
for every element of W a (c^c^.^c^.W can be divided into v 

disjoint subsets 

(cpd^), (c 1,d 1 2) f... f(c 1,d l t ) 

(c 2,d 2 1), (c 2' d22 ) ,---' ( c2 , d2t 2
) 

(c v,d y l), (c v,d v 2),...,(c v,d v t^), 

and every x B«K 1, when restricted to W, permutes the pairs in every 
one of the above subsets independently. K ,K ,...,K are the 

c1 C2 °v 

c corresponding groups of permutations of the subsets discussed above,and 

so the restriction of evfery x^K^to W can be considered as an element of 



the direct product K XJK. X. ..X K • The restrictions of the 

elements of to W form* a group isomorphic to K^cf. Lemma F), 

hence is isomorphic to a subgroup of the direct product 

K * K * . . . X K C . 

1 2 v 
To finish the proof notice that by Lemma C the simple group H 

being a homomorphic image of K, must be a homomorphic image of 

K / K J or of . In the first case it divides G c because K / K ^ 

divides G_. In the second case, by Lemma E which, clearly, can 

be expanded to any finite number of factors, H divides one of 
the K 's, and since every K is a homomorphic image of a sub-

Ci ci 
group of Gp, H divides G^. 

6.4. Assume that A is covered by a cascade product of n semiautomata 
A r..., A^, i.e., A <; (((A^A^ ° ... ) ° A n - 1 ) ° ̂  If a simple 
group H divides G^ then, by the Theorem in 6.3, H necessarily divides 

GA ° r GE* v* i e r e E ~ ^ A-|° A2^ 0 #**^° An-T I n t h e l a s t c a s e H n e c e s s a ? i 1 y n 
divides G^ or G p, where F = ((A^Aj) °.-*) ° A^ and so on. Part a 

n-1 n~ 
of the Theorem in 6.1 is thus proved. 

Remark: The Theorem in 6.3 and its consequent also hold for GSD £ A 

with an arbitrary u). Indeed, for every <je£D such that aep*^* f i n d 

- I C C D -1 ati) £ S x E and add to £ |ou)~ | -1 new inputs equal to a. The obtained 

semiautomaton with S D! = S D and E D l equal to E° U {the added inputs} 

clearly has G^ isomorphic to G^. After an appropriate renaming of the 

elements of E°^ the cascade product C ° D ^ will be well defined and 

CSD :> A => C ° D 1 i> A. 

Now, if a simple group H divides G A, it necessarily divides G n or G n , 
A C 

i.e., G Q or G^. 



6.5. A simple nontrivial H cannot divide the semigroup R of a two-

state reset semiautomaton appearing as a basic building block in 

a cascade product covering of a semiautomaton A. Thus, if H divides 

G A it must divide some G , where B is a simple grouplike semiautomaton 
A B 
in the above covering. Such a G is a simple group, but it may have 

o 

subgroups which are not simple. So it is possible that among the 

basic building blocks, one having the structure of H will not appear. 

However, suppose that in the set {H^, H 2, **r] °^ a ^ simple groups 

which divide G^, say, H^ does not divide any of the other groups in 

this set (this is true, for example, if all these groups are abelian, 

hence cyclic groups of prime order). In every covering of A by a 

cascade product of basic building blocks in which the simple grouplike 

components have only groups which divide G^, there exists at least one 

simple grouplike semiautomaton B having the structure of H^• 

6.6. Lemma: If the semigroup R from 6.1 is a homomorphic image of a 

finite semigroup T, then T has a subsemigroup isomorphic to R. 

Proof: Let cp be the homomorphism of T onto R. C7Qcp"^ is a sub-

semigroup of T and by finiteness there necessarily exists an idem-

potent e in it. T̂  » eTe is a subsemigroup of T with e as a two-

sided identity, and the restriction cpj of cp to T̂  is a homomorph

ism of T.j onto R because 

T1cp1 « T ^ a (eTe>p = (ecp) (Tcp) (eq>) = C7 QRa o = R. 

The elements [a^ ,a2] f o r m a subsemigroup of R, hence 
T2 = alCP'|1 U a2^1 1 i S a s u b s e t o i S r o u P o f T T L e t T3 b e t h e s m a l l e s t 

subsemigroup of T 2 such that T ^ = { a , ^ } ' For any x$T3 the set 
xT 3 is a subsemigroup of T g (xt^.xtjf= x(t^xt^1) exT 3), and since 
(xT3) cp^ xcp^'T^s xtpr{a1,(j2] = Ccr 1,a 2}t t h e minimality of T 3 

implies xT-=T v 



Now, â cp̂ 1 PI T 3 and <Jfl^ 0 T 3 are nonempty disjoint sub-

semigroups of and each has an idempotent, say, y and z, 

respectively. But yT 3=T 3 =* 3ueT3,yu=rz => yz=yyu=yu=z. Similarly, 

zy=y and since e is a two-sided identity for y and z, the triple 

{e,y,z} forms a subsemigroup of , hence also of T, isomorphic 

to R. 

Remark: This lemma also holds when R is replaced by R^ In this case, 
like above, T̂  and cp-j exist such that T̂ cp̂ =R̂ . One proceeds: 

The element cr̂  forms a subsemigroup of R^, hence, T
2
s:^]cP'|1 i s 

a subsemigroup of T̂  • There exists an idempotent y e ^ and since e is 

a two-sided identity for y, the pair {e,y} forms a subsemigroup of T^, 

hence also of T, isomorphic to Rj. 

6.7. Theorem: Let A, C and D be semiautomata and assume that C°D ̂  A. 

If the semigroup R divides G^, then G^ or G^ must be divisible 

by R. 

Proof: B = COD l> A =* G^ is a homomorphic image of a subsemigroup 

of Gg. Hence, R is also a homomorphic image of a subsemigroup of 

Gfi. By the lemma in 6.6, there exist in this subsemigroup, hence 
B B B 

in Gfi, three elements, z , x , y , which form a semigroup iso-
B 

morphic to R. If z is the two-sided identity in this semigroup, 

then {l,xB,yB} also form a semigroup isomorphic to R (1 is the 

identity of G f i). B B B B B x ^ y =>a(c,d) e S such that ( C ] ,d])=(c,d) x'V (c,d) y =(c 2 >d 2). B B B B B B B B B B B B , , Now x x =x , x y =y , y x =x , y y =y imply: 

(c-j.dp x B= (c,d) x Bx B = (c,d) x B = < c
1> d

1> 
(c^d^ yB= (c,d) x By B = (c,d) y B = (c2,d2> 

B B B B (c2,d2) x = (c,d) y x = (c,d) x = (c^dj) 

(c2,d2) yB= (c,d) y By B = (c,d) y B = (c^d^ 



respectively. These three mappings form a semigroup isomorphic to 

R. On the other hand, this semigroup is a homomorphic image of 

the subsemigroup of G generated by the identity, x D and . 
c1 C1 

Thus, the theorem also holds in the case ĉ = c2'. 

Remark: The theorem also holds when R is replaced by R^. 

Indeed, let {"Ux1*} form a subsemigroup of G B isomorphic to R̂  

(it exists by the Remark in 6.6). 

x B ^ 1 => 3(c,d) e S B such that (c,d) x B = (c^dp ^ (c,d). 

(c^dp x a (c,d) x x = (c,d) x a (c^dj), because x x a x . 
C c c If c- / c then 1 ^ x (cl = c, but cx a c.) and {1 G* X } is a 

c c c 
subsemigroup of Ĝ , isomorphic to R^. 

If c ^ a c, then necessarily d̂  ^ d. 

(c1,d1) = (c^dp x B = (c^.d^iP ), i.e., d ^ « d
l . Consequently, 

the restrictions of the identity and of x D in G D to the elements 
c l 

c c c c 
If c 1 ± c 2 then c^x » € j , ĉ y a c 2, hence x ^ y and the 

C C 

set {l9x,y } c G c forms a subsemigroup isomorphic to R.. 

(Notice: x y a y =* x y = y , etc.) 

If Cj b c 2, then necessarily dj ̂  d2« Using the notation 
introduced in 6.3 one obtains: 

B ^ 
(c^dp^Cc^dp x = (c^ ,d 1x c ) , i.e., d^ c a d1. 

Similarly: 
B D 

( C l id 2) x B = (c1,d1) =* d 2x^= d1 

< V d 2 ) y B = (c rd 2) * d 2y^= d 2 

Consequently, the restrictions of the identity and of the mappings 
X? and y D of to the elements d-,d0 e S D are ĉ  D 19 2 



d, d1 e S D are ^ ^ and ^ ^ , respectively. These two 

mappings form a semigroup isomorphic to f and the conclusion 

follows as before. 

6.8. Part b of the Theorem in 6.1 can now be obtained by the same 

reasoning as in 6.4, using the Theorem in 6.7, and using the fact 

that neither R nor R̂  can be a homomorphic image of a group. Also, 

the remark in 6.4 applies to the present case, and the Theorem in 

6.1 is true for cascade products using arbitrary U)fs. Notice that 

the mappings u>. in the cascade products, were only used in this report 

when the merging of equal inputs was necessary. They were introduced 

to preserve the usual definition of a grouplike semiautomaton, requir

ing that the set of inputs be identical to the set of states (both 

are the elements of the corresponding group). 

6.9. The Theorem in 5.1 shows that for a given semiautomaton A, 

simple grouplike semiautomata with groups dividing and two-state 

reset semiautomata are sufficient to construct a cascade product cover

ing of A. If only these semiautomata are considered, as basic build

ing blocks for cascade product coverings of the above A, then the 

Theorem in 6.1 provides information about the necessity of some of them. 

The following two examples indicate cases where this information is not 

complete. 

i) The single grouplike semiautomaton A with the group A^ (the 

group of all even permutations of 5 elements) is covered by 

one basic building block of the above kind, A itself. There 

are nontrivial simple groups dividing A^ (A^ is a subgroup 

of A^ and it is not simple), which do not appear in the 

above covering. 



1 1 ) THE S E M I G R O U P G . O F THE T W O - S T A T E R E S E T SEMLAUTOMATON 

A a 
o 

81 

CO 

82 82 
Is the one E L E M E N T group G J , and THE ONLY S E M I G R O U P S D I V I D 

ing it are G^ again. Nevertheless, I T I S I M P O S S I B L E TO con

struct a cascade product of grouplike SEMIAUTOMATA having 

the structure of G ^ , such that it will C O V E R A . I N D E E D , 

every cascade product of one-state SEMIAUTOMATA H A S ONE S T A T E , 

A 
and it cannot be mapped onto the two S T A T E S I N S . 

One can cover A using the two-STATE R E S E T SEMIAUTOMATON 

A2 , although neither R nor Rj divides G^. T H E S I M P L E G R O U P 

like semiautomaton with the simple group of ORDER TWO 

covers A, also, but it is excluded, because does not D I V I D E 

Finally, notice that the above theory does not indicate how many of 

any particular basic building blocks are needed to construct a cascade 

product covering of a given semiautomaton. 
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