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PREFACE

The material of this monograph constitutes the culmination of
work on a single problem solving program, GPS (for General Problem Solver),
that stretches back to 1957. The origination of the program was the joint
work of J. C. Shaw, H. A, Simon, and A, Newell, During the '"middle years",
the continuing efforts on reorganization and reprogramming fell to A. Newell;
the attempts to exploit the program and its ideas were pursued jointly with
H. A. Simon. The results of the last several explorations into modified
organizations have never been reported. The final phase, reported here,
consists of two intertwined parts, One is the description of the final organe
ization of GPS (i.e., GPS-2-5)., This is covered in Chapter III and part of
Chapter IV, The responsibility for most of the programming details of this
organization must rest with the second author (A. Newell); the first author
came on the scene much too late to do anything but be frustrated by them.
The second part of this research is the attempt to get this program (perhaps
"this thing'" expresses our feelings more precisely) to live up to its name,
at least marginally. Taking GPS and getting it to be general enough to do a
number of different tasks has been the primary responsibility of G. Ernst,
and constitutes the substance of his doctoral dissertation at Carnegie
Institute of Technology. Chapters II, part of IV, V, and VI cover this
research. The writing of the entire document has also been primarily his
responsibility,

We have used the term "final" in several places above. This does not
indicate any feeling that this document marks a terminus to our research on
general problem solvers; quite the contrary is true. However, we do feel
that this particular aggregate of IPL-V code should be laid to rest, as
having done its part in advancing our understanding of the mechanisms of

intelligence.
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ABSTRACT

The General Problem Solver (GPS) is a computer program which has
bean uged for explorations into both general mechanisms invelwved in
problem 2olving and the way that humans solve problems, The program has
existed in several versions since its conception in 1957, This report
describes attempts to generalize one version, GPS-2-5; i.e., to have it
solve many different kinds of problems. GPS's performance on eleven
different tasks is discussed.

Several approachez to the construction of a general problem solver
are surveyed in order to place GPS in perspective with other approaches
and to formulate a meaningful problem of generality. A description of the
organization and problem solving techniques of GPS {s given, followed by
a description of the representation of tasks.

The initial need for generalizing the representation of GPS-2.5
gtems from the inadequacy of its representation for some tasks. However,
the majority of the represesntational issues investigated in this research
are concerned with the interaction between the problem solving techniques
of GPS and its representation of tasks, The main consideration in generaliz-
ing the representation of GPS5-2-5 is that problem solving techniques are
applicable only if processes exist that can abstract certain information

from the representation of a task,
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CHAPTIER TI: INTRODUCTION

The research reported here is an investigation into the develop=
ment of a computer program with general problem solving capabilities.

This investigation involved the construction of one such computer program
called the General Problem Solver {GPS, although more properly GP5-2-6)
which was accomplished by modifying an existing program called GPS-2a5,
Both of these programs are derived from a computer program conceived in
1957 by A. Newell, J. C. Shaw, and H. A, Simon,

The emphasis in this research is on the generality of GPS--on the
variety of problems which GPS can attempt to solve. The quality of the
problem solving exhibited by GPS 1is only a secondary consideration., Hence,
the kind of problems for which GPS was designed are simple according to
human standards, A typical problem is the missionaries and cannibals task
in which there are three missionaries and three cannibals who want to
cross a tiver, The only means of conveyance 18 a small boat with a capa-
city of two people, which all six know how to operate. If, at any time,
there are more cannibals than misgionaries on either side of the river,
those missionaries will be eaten by the cannibals. How can all six get
across the river without any missionaries being eaten?

Ancother sample task is that of integrating, symbolically, a simple

integral such as,

2
ftet dt.

This problem is apparently quite different from the missionaries and
and cannibals task, but GPS has the generality, as well as the ability,
to solve both of these problems,

Although GP5.2-5 was designed to be general, it, together with

its predecessors, only solved three different kinds of problems due mainly
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to inadequate facilities for representing tasks, The central problem

of this research is to generalize GPS-2-5 so that it can attempt a wider
variety of problems. We also demand that the formulation of problems

for GPS requires no knowledge of the internal structure of the program.
Underlying this specific objective is the desire to shed light on some of
the issues invelved in designing better representations for problem
solvers.

This research does not endeavor to construct an impressive problem
solver. Difficulties in reworking an existing program, such as GPS=2.5,
make this infeasible, For example, the representation of tasks in GPS is
somewhat ad hoc, having been introduced in several stages. (The repre-
sentation of GPS-2-5 is a modification of the representation of a previous
version of the program.) Thus, GPS is an experimental program used to
investigate representational issues, No attempt to redesign the represent-
ation of GPS is discussed in this report.

This is a brief informal statement of the problem. Chapter II
gives a more precise statement of the problem on which this research focuses,
Chapter II11 describes the organization of GPS, which is essentially the
same as that of GPS-2-5, The generalized representation of tasks is
described in Chapter IV, while considerations in generalizing GPS-2-5 are
discussed in Chapter V. The formulations for GPS of eleven different tasks
are given in Chapter VI, together with the behavior exhibited by GPS in
attempting to solve these tasks,

The generalization of GPS focused on the properties of a group of
tasks., These tasks were singled out for reasons that are neither arbitrary
nor entirely justified., Some of these tasks were successfully solved by

GPS while others could not be solved by GPS. We shall return to this issue
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at the end of Chapter V. Several of the tasks were deliberately selected

because they have been solved by other problem solvers. The reason for
giving such tasks to GPS5 is not to compare its performance with the per-
formance of other problem solvers. Indeed, in all such cases, GPS is the
more inefficient. However, giving these tasks to GPS is instructive
because it helps to reveal the structure of the tasks, and the differences
and gimilarities between GPS and other problem solvers,

GPS is programmed in IPL-V (Newell, et al [33]), a list processing
language. This document does not require the reader to have an intimate
knowledge of IPL-V, However, the reader should understand the concept of

list processing.



CHAPTER II: THE ISSUE OF GENERALITY

This chapter states more precisely the problem of generality and
the goals of this research. We start by illustrating the various
approaches of current research to the construction of a general problem
solver. With this background we formulate a version of the "problem of
generality" that allows us to outline this research. Finally, we provide
some appropriate historical background,

A. APPROACHES TO GENERALITY

How might one go about creating a general problem solver? Con-
sider the simple model of a problem solver in Fig., 1. The problem is
initially expressed in some external representation, which is converted
by a translator into an internal representation--an encoding of the exter-
nal representation inside the computer. The internal representation is
processed by a set of problem solving techniques, and the result of this
processing is (hopefully) the solution.

According to this simple view, generality can be limited by the
generality of any of the three parts: the external representation, the
internal representation, or the collection of techniques. Although
eventually all three parts must be dealt with, an approach can start by
emphasizing a single one: To adopt a general external representation that
is similar to the way problems occur in the real world; to adopt a general
internal representation so that all problems can be homogeneously repre-
sented inside of the computer; or to develop a set of problem solving
methods of universal applicability. Each of these approaches focuses on
one of the three parts of the model of a problem solver in Fig. 1 and
considers the other two to be subordinate, To clarify these different

approaches, a discussion of each follows which includes some examples of
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External
Representation
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Internal
Representation
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Solving
Techniques
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FIGURE 1. A simplified prototype of a problem solver.
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research efforts that use the approach., This research adopts a variant
(heuristic search) of the third approach. We will discuss it in great
detail-~the discussion of the other approaches serving to place matters
in context.

External Representation

Two quite different possibilities seem to be appropriate for a
"natural" representation of problems,

Natural Language Input. Assuming that problems are posed to the

computer by people, a natural languapge is a good choice for an external
representation of problems., Prior te the actual preblem solving, the
meaning must be extracted from sentences (and paragraphs} and encoded in
the internal representation., The earlier work on question answering
programs { SAD SAM in Lindsay [24] and BASEBALL in Green, et al [18]}
focussed on this problem and purposely avcided any problem solving on

the internal representation {although they did do sophisticated informa-
tion retrieval.) ZRecently, however, several programs have endeavored to
do problem solving on the meaning extracted from natural language inputs,
The input language has had to be a much cruder approximetion to a natural
language than in the earlier question answering programs., A brief dis-
cussion of two of these givessome flavor of their structure,

1, SIR, SIR (Semantic Information Retriever, Raphael F491) is &
program which answers questions about a data base which it has accumulated
from interaction with 2 human, A typical protocel is shown in Fig. 2.sa,
SIR answers the first two questions in Fig., 2.a, YES, because it knows
that set-inclusion is both transitive and reflexive.

S5IR extracts the semantics of statements and questions by matching
each: te a number of standard sentence forms. Associated with each form is

a LISP (McCarthy, et al [29]) routine which stores information in the
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(a) MAN: EVERY KEYPUNCH-OPERATOR IS A GIRL

SIR: I UNDERSTAND

MAN: ANY GIRL IS AN EXAMPLE OF A PERSON
SIR: I UNDERSTAND

MAN: IS A KEYPUNCH-OPERATOR A PERSON Q
SIR: YES

MAN: IS A PERSON A PERSON Q

SIR: YES

MAN: IS A PERSON A GIRL Q

SIR: SOMETIMES

MAN: IS5 A MONKEY A KEYPUNCH~-OPERATOR Q

SIR: INSUFFICIENT INFORMATION

(b) { PERSONS ]

SUPERSET SUBSET
[CIRLS_ ]

SUPERSET SUBSET

Y PUNCH
OPERATORS

FIGURE 2, (b) is the SIR model of the conyversation in (a) between

SIE and a human,




- 8.

internal represenation of the environment, or retrieves information from it
as the case may be,

SIR's internal representation is a network in which the nodes
represent nouns of English sentences and the branches between the nodes
represent relationships between nouns. For example, the SIR model of
the conversation in Fig., 2.a is given in Fig. 2.b. The nodes of the
network represent GIRLS, PERSONS, and KEYPUNCH OPERATORS, The branch
between GIRLS and PERSONS, which is labeled SUBSET, represents the fact,
the set of all girls is contained in the set of all persons.

2. STUDENT, A program called STUDENT (Bobrow [5]) attempts to

solve story algebra problems found in a high-school algebra textbook.
While problems are posed to both STUDENT and SIR in a restricted subset
of English, STUDENT unlike SIR is strongly oriented to a particular type
of problem, Fig. 3.a is a typical question which was posed to STUDENT,
together with STUDENT's answer.

The internal representation of problems in STUDENT is a set of
algebraic equations, For example, Fig., 3.b is the set of equations which
STUDENT arrives at for the problem in Fig. 3.a. Before solving the equa-
tion, STUDENT must recognize that the pairs of phrases in Fig., 3.c repre-
gsent the same entity.

The main emphasis in STUDENT is translating the external representa=-
tion. 8ince the internal representation is strongly task oriented, an
algorithm can be used to solve the problem from its internal representation.

Visual Perception. The other 'natural" external representation for

many problems is the world itself. This external representation places
large constraints on the problem solver. For example, to percieve the
world it must be capable of accepting parallel inputs. In addition, answers

must be produced quickly in order to solve problems in real time., Models




(a) THE GAS CONSUMPTION OF MY CAR IS 15 MILES PER GALLON . THE
DISTANCE BETWEEN BOSTON AND NEW YORK IS 250 MILES . WHAT IS THE
NUMBER. OF GALLONS OF GAS USED ON A TRIP BETWEEN NEW YORK AND
BOSTON ¢

(b) 1. (EQUAL (DISTANCE BETWEEN BOSTOM AND NEW YORK)

(TIMES (250 (MILES)))

2. (EQUAL X1 (NUMBER OF GALLONS OF GAS USED ON TRIP BETWEEN
NEW YORK AND BOSTON)

3. (EQUAL (GAS CONSUMPTION OF MY CAR) (QUOTIENT
(TIMES 15 (MILES)) (TIMES 1 (GALLONS))))

4. (EQUAL (DISTANCE) TIMES {GAS CONSUMPTION)
(NUMBER OF GALLONS OF GAS USED)))

fe) 1. GAS CONSUMPTIONW = GAS CONSUMPTION OF MY CAR
2. DISTANCE = DISTANCE BETWEEN BOSTON AND NEW YORK
3. NUMBER OF GALLONS OF GAS USED = WUMBER OF GALLONS
OF GAS USED ON A TRIP BETWEEN NEW YORK AND BOSTON

FIGUBE 3. (a) is a twypical problem for STUDENT. (b) is the set of
equations derived from (a). (c) is assumptions made by STUDENT in
order to solve (a).
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of pseudo-neural nets, e.g., perceptrons (Rosenblatt [41]) accept paral-
lel inputs and produce answers in real time.

The basic element of pseudo-neural nets is, usually, an "adapt-
ive threshold element" illustrated in Fig. 4.a. Each of the stimulus
signals, 815 Sgse..S WY have either 1 or 0 as a value. The response
signal, r, is determined by the sum of the stimulus signals times their
corresponding weights, Wis WoseeaW o If

n
_2 Wiy > W o4
i=1

then r is 1; otherwise r is 0. A pseudo~neural net is a number of intera.
connected adaptive threshold elements such as the one illustrated in
Fig. &4.b.

A problem for such a net takes the form of discriminating between
two sets of stimulus patterns--those for which the correct response is 1
and those for which the correct response is 0. If the net has a large
enough capacity there is likely to exist a set of weights, such that, for
every input stimulus, it will produce the correct response, To find such
a set of weights, stimulus patterns are presented to the neural net and
depending upon the correctness of the response, the weights are adjusted
so as to reinforce the net either positively or negatively.

It has been proven that, if a net has the capability of discrimin-
ating between two sets of stimulus patterns, certain reinforcement rules
will eventually lead to a correct assignment of weights. However, the
training sequence required to arrive at a correct assignment of weights may
be arbitrarily long.

Adaptive pseudo-neural nets can be viewed as the type of problem

solver depicted in Fig. 1. The external representation of a problem is the
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(a) S

(b) S

FIGURE 4. (a) is a threshold element and (b) is a simple pseudo-
neural net.
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two sets of stimulus patterns--those for which the correct response is

0 and those fox which the correct response is 1. The internal repre-
sentation of the problem is the wvalues assigned to the weights of the
adaptive threshold elements, since the values of these weights determine
the response for any particular stimulus. In general different weights
assignments cause a net to discriminate between different sets of stimulus
patterns, The single problem solving technique employed by the adaptive
net is the reinforcement of weights. Each reinforcement of the weights
changes the intermal representation of the problem and hopefully after a
sufficiently large number of reinforcements the weights will have values
that cause the net to perform the correct discriminationm.

Internal Representation

In focusing on internal representation, we look for one that per=-
mits many different problems to be expressed in it. In additiomn, the
internal representation should have a simple formal structure so that
problem solving techniques that process the internal representation can
be programmed. The first order predicate calculus is a general, formal
system for expressing problems and, as such, is & good candidate for the
internal represenatiom of a general problem solver. 1In many cases, the
formulation of problems in the predicate calculus is somewhat clumsy.

But the structure of this calculus is specific enough sc that several
programs which attempt to prove theorems expressed in the predicate calcu-
lus have been implemented. (Davis and Putnam [9]; Friedman [14]; Gilmore
[177; Robinson [50,51]; Wang [62,63]; Wos [67].

It is known that no mechanical proof procedure for the first order
predicate calculus can guarantee an answer in a finite amount of time.
However, the proof procedures have undergone successive reductions and

purifications so that by now they have a simple and definite structure.
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The internal representation of some recent theorem provers such as in
Robingson [0, and their proof process is described on pages 201-214,
gince GP5 used this formulation in proving a theorem in the predicate
caleulus.

The predicate calculus can conveniently be viewed as an internal
representation because it does not contain information peculiar to any
partieular task, For example, the tasks for the theorem prover described
in Robinson [0] are taken from group theory and number theory and the predicate
caleulus contains no information paculiar te either of thegse mathemati-
cal theories, Similarly, the proof process contains ne task dependent
information, The theorem prover in Robinson [50], contains & single rTule
of inference that combines two predicate calculus statements to form a
new statement. A theorem is proved by assuming the negation of the theorem
and inferring a contradiction,

Most of the work in theorem proving programs in the predicate calcu-
lus has focussed on the problem of attaining proefs. However, there has
been some effort, identified mainly with work on the Advice Taker (McCarthy
[26]1) to extend the domain of problems for which the predicate caleulus can
be used as & representation, Thig work has foecussed on problems of everyday
reasoning and sco far has been limited to toy problems. An example is a
program by Black [41. Fig. 5 is & simple problem which might be posed to
Black's program.

A problem statement consists of a "corpus", which is & set of
"unconditional statements" and "conditional statements" (statements which
contain a ''), and a "question" which is an unconditional statement. The
external representation of Black's program is very similar to its internal

representation and the translation from one to the other is simple.
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(a) English
CORPUS:
I am at the desk.
The desk is at home.

If x is at v and ¥ is at
z, then x is at =z.

QUESTION:

Am I at home?

(b} English

If desk is at the home,
I am at home.

Internal Representation

AT{I, DESK)
AT(DESK, HOME)

AT(X, ¥}, AT(Y, Z)-AT(X, Z)

AT(I, HOME)

Internal Representaticn

AT (DESK, HOME)—s AT(I, HOME)

FIGURE 5. (a) is a simple problem for Black's program, and (b) is a
"conditicnal statement" which is deduced by the program in finding a

solution to (a}.
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Black's program can deduce a new statement from a "conditional

statement" and an "unconditional statement." For example, to solve

the problem in Fig. 5.a, the program would substitute I for X and HOME

for 2 in the third statement. From the first and third statement, it
would deduee the statement in Fig. 5.b. The problem would be solved by
deducing the question from the statement in Fig. 5.b and the second state-
ment in Fig. 5.a.

Problem Seolving Techniques

Ag the third alternative, we can focus on the techniques used to
solve problems, ignoring temporarily both what internsl representation
will be used and the translation of the original problem into it. There
may be many highly particular techniques; we will consider this case first.
Alternatively, the techniques may be small in number with wide applicabii-
ity. We consider an example of this, heuristic search, which forms the
basis of the approach of this research.

Programming Languages. The development of problem oriented program-
ming languages has continually egsed the task of giving the computer a
program for computing the answer to a problem. Constructing programs can
be viewed as selecting a highly specilic problem solving technigue by com-
bining the problem solving methods incorporated in the propramming lanpuages,
CeZ., the iteration statement in ALGOL. One can thus view the development
of programming languages, aa the creation of more powerful problem solvers,

The Turing Machine (i.e., a system defiped as in Davis {&}) is capablao
of solving sll problems that can be solved in a inite amount of time;
however, its problem selving methods are exbtremely fundamental, and
describing problem solving techniques to o Turing Machine is extremely
lasborious. To desceribe a problem solving technique to & modern general
purposze computer ls considerably easier tharn describing it to a Turing

Machinec, The problem solving techniques built into the former
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{(multiplication, random access memory, etc,)} are considerably more elabor-
ate than those which a Turing Machine possesses,

The problem selving techniques built into a problem criented
language such as ALGOL are considerably more powerful than the unit actions
of a general purpose computer. Some powerful problem seolving techniques
can be easily specified by an ALGOL program. Finally, the problem solwving
techniques of ALGOL can be supplemented by a library of standard ALGOL sub.
routines, such as analysis of variance routines, linear programming routines,
etc,, which themselves are quite general problem selving techniques. BSuch
a system has powerful problem solving capabilities and many new problem
solving techniques can be specified easily.

ALGOL programs are usuzlly not considered problem solving techniques,
One reason is that most ALGOL programs are deterministic algorithms, whereas
most problem solving programs, such as game playing programs. are heuristic
programs that may or may not produce a soluticn te the problem, However,
this distinction between deterministic and non-deterministic programs is
more a4 reflection of the nature of the problem than the approach to solving
the problem. Since ALGOL is designed for numerical problems, it is diffi-
cult to see the relatioﬁship between ALGOL and problem selving techmnigues
raquired for complex non-numerical problems such as playing checkers.

To illustrate more cogently the relatien of a programming language
to problem szolving technigues, consider the programming language, GFL
(Game Playing Lenguage in Williams {66]1) that was designed for expressing
procedures for playing board games and card games, The specifications of

a game in GPL consists of

1An interpreter for GPL has been implemented in IPL.V.
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a., data structures that describe the objects
used in playing the game;
b. a procedure for playing the game,
For example, the specification of tic-tac-toe consists of a description
of a tic-tac-toe board which is initially empty and the following preced-
ure, expressed in GPL, for playing the game:

1 If there is a winming move then make it
lse

11

2 TIf there is a winning move for the oppon-
ent, then bleck the opponent by making the
move else
3 Make any legal move.

This procedure contains a definition of the legal moves of tic-tac-toe
as well as a simple strategy for playing the game.

GPL was designed so that games can be described in it as briefly
as they are described in a bock of Hovle, such as Morehead and Mott-Smith
[31]. Strategy statements like "make a winning move" can alsc be specified
briefly in GPL because it has the ability to search a board for a par-
ticular pattern as a primitive operation of the language. In the tic-tac-toe
example, a winning pattern i1s g rank, file, or diagonal that has X's {or
G's as the case may be) on twc squares and nothing on the third square.
Thus, the primitives of GPL are general preblem solving techniques for card
and board games and they can be readily combined to form a specialized
problem solving technique for a particular game.

DEDUCOM (Slagle [60] is ancother work which confounds the distinc-
tion between programming and problem solving. In many respects, DEDUCOM
is similar to Black's program (discussed on pages 13-15). 1In part, the
specification of a problem for DEDUCOM is a group of linguistic expressions

that are combined to form new expressions during problem solving. However,
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the specification of a problem may also contain LISP (McCarthy, et al [29])
expressions (which are programs) freely intermixed with other expressions.

When they occur as subexpressions within a linguistic expression, they are
executed by the standard LISP interpreter. When they contain linguistic
expressions as subparts, interpretation is held up until the linguistic
expressions can be solved. Consequently the problem solving power of DUDECOM
stems in part from the ability of the LISP interpreter; and also from the

freedom never to distingunish whether one is programming or writing down a problem.

Heuristic Search. A final way te focus on the generality of a

problem solving technique is first to find a paradigm of a problem and then
develop methods which are applicable to the paradigm. The generality of the
paradigm determines the generality of the methods which are applicable to

the paradigm., The paradigm need not imply a uniform representation of problems,
but only that all problems which fit the paradigm have some common structure,

One general paradigm, which we shall call heuristic search (Newell

and Ernst [38]), consists of two basic kinds of entities -- operators and
objects, An operator, when applied to an object, produces a new object or
indicates inapplicability. 4 heuristic search problem is:
Given a. an initial situation represented as an cbject;
b. a desired situation represented as an object;

¢. a set of operators.

Find a sequence of operators that will transform
the initial situation Into the desired situation.

The first operator of the solution sequence is applied to the inirtial
situation, the other operators are applied to the result of the applica-
tion of the preceding operator, and the result of the application of the
last operator in the sequence is the desired situatiom.

The cperators are rules for generating objects and thus define a

tree of objects. Each node of the tree represents an object, and each
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branch of a node represents the application of an operator to the object
repregsented by the node, The node to which a branch leads represents
the object produced by the application of the operator. Im Fig. 6 for
example, node Al represents the object, Al, and branch X5 from Al repre-
sents the application of the operator X5 to Al which produces the object,
A5,

A method for solving a heuristic search problem iz searching the
tree defined by the initial situation and the operators for a path from
the initial situation to the desired situation. For example, if a problem
has AQ as the initial situation and X1, X2,...a8 operators, the problem
can be solved by searching the tree in Fig. 6 for a path from the top node
of the tree to the desired situation, TIf the problem's desired situation
is A5, a solution is (X1, X5). (Others might exist.)

An operator can, in general, only be applied to certain objects;
it is infeasible to apply it to cothers. Consider the following example

from arithmetic. Tt is infeasible to apply the operator,
X+ y=y+x, (1)
in which x and v are variables, to the abject,

2 %35,
In the extreme case each operator of a task would only be applicable to
a single object, For example, the commutativity of addition could be

represented as the 1ist of expressions,

l+2=2+1 (2)
l1+3=3+1 (3)
etc.,

assuming that numbers are bounded., Each expression such as (2) and (3)

is considered a separate operator even though they all perform the same
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Al
X1 X2 X3
A2 A3

A2

.

Al
/15 X6
a4 6 AS
/
A7 A0

FIGURE 6, A typical object tree defined by a simple heuristic search
problem.

b

-
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function. In general, an operator is any function whose domain and range

are objects, provided that the function is represenced as a single entity

{(e.g., a single routine, a single data structure, etc.). The reason for
this unusual definition of operators is that problem solvers process

single entities. For example, in applying the commutativity of addition
represented as the list, (2), (3), etc., a problem solver must match the
input object to the left side of many different operators in order to find
the feasible member. On the other hand, when the commutativity of addition

is represented as (1), the input object need only be matched to
X+ v.

The effectiveness of a heuristic search problem solver is determined
by its rules for selecting operators to be tried (rules for guiding the

search). There are two basic criteria for selecting operators:

a. Desirability--the operator should produce an
object which is similar to the desired situaw
tion;

b. Feasibility--the operator should be applicable
to its input object.

The problem solver must face the dilemma that, in general, only one of
these criteria can be satisfied, i.e., operators which are seemingly desir.
able are infeasible.

Some problem solvers which use heuristic search insist on the
perfect desirability of operators, i.e., only those operators which produce
the object desired are applied. Such problem solvers do not search the
tree defined by the initial situation and the operator for the desired
situation, but, rather, search the tree defined by the inverse operators
and the desired situation, for the initial situation. (Q' is the inverse

of the operator Q, if Q(A) = A' implies that Q' (A') = A for all A and
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A'.) 1In this case, the problem solver works "backwards" and the desir-
ability of the "forward problem" is nothing more than the feasibility

of the backward problem. In generél, there can be no gain in such a
formulation because the backward, backward probliem is the original for-
ward problem, But for many problems working in one direction is consider-
ably easier than working in the other direction, i.e,, the space to be
searched is considerably smaller.

Many different problems can be formulated in the heuristic search
model of a problem, and this paradigm provides the underlying conceptual
framework of many problem solving programs. All of the early game playing
programs and theorem proving programs use the heuristic search model, We
give below brief discussions of several efforts to give a flavor of how
widespread the paradigm is. To deo this we need to generalize the simpli-
fied heuristic search paradigm described above, (Schema, in the following,
is an expression containing variables. An instance of the schema can be

obtained by the substitution of constants for variables.)

a. The initial situation may be more than one
object which can be represented by an object
schema or a list of objects and object
schemas.

b. The desired situation may be more than one
object. It can be represented by an object
schema, a list of objects and object schemas,
by a more complex description, or by a test-
ing procedure which can recognize it.

c. The operators may be given by schemas,

d, Some of the operators may have several objects
as an input or may produce several objects
as output,

e. The solution to the problem may be more complex
than the simple sequence of operators described
above. For example, if an operator has several
objects as an output, for each output object, a
sequence of operators which transform it into
the desired situation may be required. In this
case, the solution is a tree of operators.
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1. Chess. Playing chess is an example of a problem which can
easily be cast into the heuristic search paradigm., The initial situa-
tion is the chess position at the point of play and the operators are
the legal chess moves., The desired situation is a chess position in
which the opponent is checkmated. The move to be made from the initial
position is the first move in the solution sequence.

To find such a move involves exploring the tree of possibilities,
That is, for any move explore the possibilities that are available to
the opponent, and for each of these, explore the possible responses, etc,
This tree is so large for chess that for most chess positions, it is not
possible to find a forced checkmate. However, exploring the tree does
reveal important features hidden in a chess position and is a powerful
method for evaluating a chess position.

Several programs which play chess (Baylor [2 ]; Bernstein, et al
[31; Kister, et al [21]; Kotok [22]; Newell, et al [41]) have been
constructed., All of them use as their basic problem solving technigue
searching the tree defined by the initial chess position and the legal
chess moves. These programs do not look for a checkmate but instead look
for good positions. The goodness of a chess position is determined by an
evaluation function which is designed to rate a position acceording to
standard features, e.g., material advantage, mobility, center control, etc.
Some programs have more elaborate evaluation functions than others and
gome use heuristic rules to guide the search. But all of the programs play
chess by generating possible chess positions and using an evaluating func=-
tion to determine the goodness of the positionm.

2. Other Games, In addition to chess programs, there exist several

other game playing programs which use heuristic search; one plays checkers
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(S5amuel [53]); one plays Kahla (McCarthy [281); one playsz three dimen-

sional tic-tac-toe (Gilbert [16]); and one plays five-in-a-row
(Weizenbaum [64]1). The Iramework of all of these programs is quite
gsimilar to that of the chess programs. The game positions are the
objects and the legal moves are the operators, The initial situation

is the initial game position and the desired situation is a clasg of
objects, The desired situation is, in general, too remote and the pro-
gram looks for a good move instead. A small part of the tree defined

by the initial situation and the operators is searched and the best

move 1s determined by using an evaluation function and a minimax proced-
urE;

3. Propositional Calculus, LT (Logic Theory Machine in Newell,

et al [391) proves theorems in the sentential calculus of Whitehead and
Russell, The initial situation is a set of objects each of which repre-
gsents an axiom or a previously proven theorem. Each object is & group of
primitive propositions combined according to the logical connectives,
negation (~), conjunction (V), digjunction (A), and implication (=). The
desired situation is an object which represents the theorem to be proven.

The operators are the rules of inference,

a, modus ponens=-from A and A>B, B can be
inferred

b. sylloglisme-from ASB and B>C, A=SC can be
inferred.

(A, B, C are variables for which propositions can be substituted.)

LT does not work forward but instead searches for a member of the initial
slituation in the tree defined by the desired situatiom and the inverse of

the operators.
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4. Geometry. Many of the theorems found in a high school

Euclidian geometry textbook can be proven by the Geometry Machine
(Gelernter [15]), a program which uses heuristic search. The initial
situation is a set of objects each of which represents a premise of

the theorem to be proven, e.g., angle ABC equals angle ABD. The conclus-

ion of the theorem to be proven is the desired situation. Those theorems
accepted as already proven are the operators. Theorems are proven by
working backwards. Consider, for example, the desired sjtuation that
triangle ABC and triangle EFG are congruent. The inverse of the operator--
if the three corresponding sides of two triangles are equal, then the
triangles are congruent--could be applied to the desired situation produc«
ing three new objects,

&, segment AB equals segment EF

b. segment BC equals segment FG

c. segment CA equals segment GE
Each of these three objects must be inferred from the axioms and the
premises of the theorem, in order for the theorem to be proven.

All the inverse operators have a single object as an input and one
or more objects as an output. In this formulation a proof is not a simple
path from the desired situation to the initial gituation. Instead, it is
a tree in which

a, the top node is the desired situation.

b. all of the terminal nodes are objects
which are members of the set of objects
representing the initial situation.

c. the immediate subnodes of a node represent
the objects produced by the application of
an inverse operator to the object repre-
sented by the node,
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5. Integration, SAINT (Slagle [59])is a computer program which

integrates expressions symbolically., The initial situation is the express-
ion to be integrated and the desired situation is a set of objects, each

of which represents standard integral forms., The operators are "heuristic

transformations'" for changing the form of an object. One of the operators,
for example, iIs the substitution of tan u for x in an object in which x

is the variable of integration. If the initial situation were

dx
I 1+x2

the application of this operator to it would result in the new object

I du .

In applying an operator SAINT automatically performs "algorithm-like trans-
formations" such as algebraic simplification and differentiation.

6. Programming. Amarel [1] developed a program which constructs

programs in a highly task oriented programming language. The objects are
flow diagram schemas--flow diagrams in which some of the actions might be
variables. The operators are rules for flow diagram modification--substi-
tution of a specific action or an "elementary" flow diagram schema for a
variable action in a flow diagram schema. A typical sequence of objects
generated by Amarel's program is illustrated in Fig. 7.

The program to be constructed is described by listing all of its
inputs along with their corresponding outputs; thus, the desired situation
is an object which, when executed on the inputs, produces the corresponding
outputs, (There are special mechanisms to deal with the facts that some
of the actions may be variables and that there may be a large number of

input, output pairs,)
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Input Input Input
|
X0 X1 4
X2 Rz
¥ ]
Qutput Output Output
(a) (b) {c)

FIGURE 7, Typical flow diagram schemas in which A is a specific actien
and X0, X1, X2 are wariable actions. {2} is the imitial situation

of the task, (b) iz produced by substituting a flow diagram schema

for X0 in (a). <{c) is produced from (b) by substituting & for Xl

in (b).
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7. Ewervday Beasoning. Even some of the research efferts focus-

ing on internal representation use heuristic search as their basic

problem solving method. Black's program (described on pagesi3-15}

treats "unconditional statements" as objects and "conditional statements"

as operators. The desired situation is the "question" and the initial

sitvation is the set of "™unconditional statements" in the "corpus™.
Black's program works "backwards'. The inverse operators all

have & single object for an input and produce one or more objects as a

result of their application. For this reasom, a sclution is not a simple

path from the desired situation teo the initial situation but 2 tree which

has the same form as a solution found by the Geometry Machine.

8, Predicate Calculus., The proof preocess of some contemporary

programs which prove theorems in the first order predicate calculus (e.g.,
the one described on pages 12-13) can be viewed as heuristic search. The
objects are statements and the single rule of inference is the only operator,
The initial situation is the set of statements whose conjunction is the
negation of the theorem to be proven, The desired situation is a contra-
dictory statement.

The operator has two cobjects as an input and produces a single object
as a result., The input objects to the operator must be in the set of
objects representing the initial situation or be the result of a previous
application or the operator.

9, Story Algebra Problems, STUDENT's only problem solving technigue

is an algorithm for solving a set of simultaneous equatioms symbolically
{see page B), Thus, STUDENT does not use heuristic search. However,
the problem of sclving & set of simultaneous equations can be easily for-

mulated as a heuristic search problem by treating the egquations as objects -
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and algebraic manipulations as operators,

GPS. All of the programs discussed above use heuristic search
because it is a convenient framework for the particular problem and
not because it is a general paradigm for solving problems. On the
other hand, GPS is an attempt to implement problem solving techniques
that have general applicability to heuristic search problems, GPS uses
the heuristic search paradigm directly; a problem is given to GPS in
terms of objects and operators.

GPS attempts precblems by tree search, as in any heuristic search
program, But GPS employs a general technique called means-ends analysis
to guide the search, which involves subdividing a problem into easier
subproblems. Means-ends analysis is accomplished by taking differences
between what is given and what is wanted, e.g., between two objects or
between an object and the class of objects to which an operator can be
applied. A difference designates some feature of an object which is
incorrect, GPS uses the difference to select a desirable operator--one
which is relevant to reducing the difference. For example, in attempting
the original problem, GPS detects a difference, if one exists, between
the initial situation and the desired situation. Assuming that a desirable
operator exists and that it c¢an be applied to the initial situation, GPS
applies the operator to the initial situation which results in a new
object. GPS5 rephrases the original problem by replacing the initial situa-

tion with the new object and then recycles. As usual, the problem is

2This formulation is used in Krulee and Kuck [23].
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solved when an object is generated which is identical to the desired
situation.

If an operator is not applicable to an object, an attempt to apply
it will result in a difference--~the reason it is not applicable. If the
difference is not too difficult, GPS will attempt to alleviate the
difference in the same way that it attempts to reduce a difference between
two objects, If the attempt to reduce the difference is successful, a
new object will be produced and, hopefully, the operator can be applied
to the new object.

Previous versions of GPS have solved several tasks. The first
task was a formulation of proving theorems in the propositional calculus
designed by Moore [30]. Fig. 8.a shows a typical problem which GPS
solved., In addition to the problem in Fig. 8.a, GPS had to be given the
information in Fig. 8.b (called the task environment)., The D]’.FF-OI{DER'I_'I‘IG3
orders the differences of this task according to their relative difficulty;
the TABLE-OF-CONNECTIONS associates with each difference those operators
which are relevant to reducing it. The objects and operators are repre-
sented by schemas, Fig. 8.c illustrates the internal representation of an
object and Fig, 8.d illustrates the internal representation of an operator.

Another task solved by a previous version of GPS is the missionaries
and cannibals task (described in Chapter 1). The objects were
configurations of people on the river banks and were represented by schemas.

The operators which moved people across the river could not be completely

3Words written with all capital letters correspond directly to IPL symbols
used in the IPL routines that comprise GPS,
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(a) Initial Situation: (Ro=P)*(-R2Q)

Desired Situationt =(=QP)

{(b) Oparators:
R1 AVE — BVA, A-B — B"A
R2 A28 — B2 -A
R3 AVA — A, A"A A
R4 AV(BVC) «— (AVBYVC, A-(B-C) «— (A.B)*C
R5 AVE ¢ =(~A-=B)
R6 ADB «— =AVB
R7 AV(B+C) «— (AVB) (AVC), A-(BVC) < (A-B)V(A+C)
RS A.B —»A, A.B > B
R9 A - AVX (X is any expression)
R10 [A, B] - A.B (Two expressions input)
Rll [A5B, A] - B (Two expressions input)
Rl2 [ADB, B2C] - A2 C (Two expressions input)
DIFF -ORDERING

Add Variables, Decrease Variables

Increase Number of Variables, Decrease Number of Variables
Change Connective

Change Sign

Change Grouping

Change Position

FIGURE 8. (continued on next page)
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TABLE-OF-CONNECTIONS:

R1 R2 R3 R4 R5 R6 R7 R8 R9 RIO R11 R12

Add Variables : X X

X

Decrease
Variables X X X

Increase Numben
of Variables X X X X

Decrease Numbeq
of Variables

Change
Connective X X X

Change Sign

Change Grouping

Change Position'

(c) D /\ D
R/ \-P -R/ \Q

N
VANEEVAN

FIGURE 8. (a) is a problem in the propositional calculus which GPS solved.
(b) is information which must be given to GPS in addition to the problem.

(c) is the internal representation of an object and (d) is the internal repre-
snetation of an operator.
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raprasented by schemas; instead the operators were represanted by express-
ions together with a specizl routine which interpreted the semantics of

the expression. For example, the expression
L: MC

represents the oparzator which moves one missionary, one cammibal, znd the
boat from the right bank to the left bank., Given an object and this
expression the special routine created a new cobject in which one missionary,
one cannibal and the boat were moved across the riwver. The new object would
only be produced if the boat was originally on the right bank and if no
wmissionaries could get eaten, etc. One disadvantage of using the special
routine is that its construction requires knowledge of the internal structure
of GPS.

The only other task given to GPS previous to this report is a task
found in a psychological experiment designed to investigate the mathematical
ability of children (approximately age 7). The problem is to transform one
string of I's and 0's into another by

a, adding two I's to the right end of the string;
b, adding two 0's to the right end of the string;

c. deleting cune I;

d. deleting one 0,
GPS solved the problem of transforming

I0IIOIO0I

into
TO0TO00II.

The objects are the strings of I's and O's which were represented by

schemas. The operators are the rules for modifying the strings and were
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alsc represented by schemas,

Several tasks have been formulated for GPS but never carried
through to completion. Proving trigometric identities was proposed
and hand simulated (Newell, et al [42]). The problem of balancing
an assembly line (the task solved by another heuristic program) was
formulated in terms of GPS (Tonge [61]).

A formulation for GPS of the problem of discovering a good set
of differences for a task was proposed in Newell, et al [45].

Two programs have been constructed which have deliberately
adapted the problem solving techniques of GPS to a particular task.

1. Heuristic Compiler. The Heuristic Compiler (Simon [54]) is

a program which constructs programs in IPL-V (Newell [33]), It consists
of three basic parts each of which corresponds to a GPS "task environ-
ment" (a type of task for GPS). A description of one, the "State
Description Compiler™, is sufficient to illustrate how the problem solv.
ing techniques of GPS can be applied to a programming task.

In the state description of a programming task, the initial situa-
tion is the list of cells affected by the execution of the program
together with the contents of each cell prior to execution. The desired
situation is the contents of the affected cells after the execution of
the program. For example, Fig. 9.a represents the programming task of
replacing the contents of the SIGNAL-CELL by MINUS. (IPL-V is a list
processing language and PUSHDOWN1 represents the second symbol on the list,
SIGN=CELL.) 1In Fig. 9.b PUSHDOWN1 and SYMBl represent an arbitrary
symbol, An operator is a previously compiled routine and is represented
by a 1ist of the cells affected by its execution together with the

contents of these cells before and after its execution, e.g., the operator
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(a) Affected Cells SIGNAL-CELL
Input 5YME1l, PFUSHDOWN1
Output MINUS, PUSHDOWN1
(b)Y Affected Cells ACCTUMUULATOR CELL1
Input SYMB2, PUSHDOWN1 SYMB1, PUSHDOWN2
Qutput PUSHDOWNL SYMBZ2, PUSHDOWN2Z
(¢) Affected Cells ACCUMULATOR
Input PUSHDOWN 1
Gutput SYMBL

FIGURE 9. (a) is the state description of a programming task. (b) and
(¢) are state descriptions of two previously compiled routines,
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shown in Fig. 92.b.

In attempting to comstruct the program represented in Fig. 9.a,
the Heuristic Compiler notices the difference that the contents of the
SIGNAL-CELL is mot MINUS. According to its TABLE-OF -CONNECTIONS, the
operator shown in Fig., %.b is relevant to reducing this difference.
After substituting MINUS for S¥YMB2, so that the operator will perform a
desirable functiom, the Heuristic Compiler notices that the operator
cannot be applied because of the difference that the contents cof the
ACCUMULATOR is mot MINUS, This difference is reduced by applying the opera-
tor in Fig. %.c after substituting MINUS for S¥MBl. The operator in
Fig. 9.b can be applied to the resulting object and the task is solwved.

2. Binary Choice Experiment, In the binary choice, the subject

is asked to predict which of two events will occur in each of & series
of trials. The subject is told which event occurs after he makes his
prediction, A program which uses GPS's problem solving methods was
constructed to simulate human behavior in the binary choice experiment
(Feldman, et al [12]). The assumption underlying this simulation is
that the subject is entertaining hypotheses about the pattern cof events
which have occurred,

The objects of this task are hypotheses about the pattern of
events and the operators are rules for forming hypotheses according to
the actual sequence of events, The differences are features of hypotheses,
which, according to the actual sequence of events, seem to be incorrect.
Thus, GPS's methods are not used to predict events but to form a medel of

the environment which is used to predict events.
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B, POSING A FROBLEM OF GENERALITY

As we have seen, there are several quite distinet ways to
approach constructing a problem solver with some degree of generalicy,
Their diversity underscores that the decision to work with GPS entails
selecting a particular approach: one that derives its appeal from
the wide applicability of heuristic search, but that ignores by and
large the way problems are represented externally or intermally. The
importance of the internal! representation will become evident in what
follows. Nevertheless, the internal representation used in GPS was
chosen ad hoc, within the framework of the problem solving techniques
to be used, and mot as the primary consideration in implementing GPS.

It is clear that generality has to do with the size of the domain
of problems that can be handled by a problem solver. 5till it is not
encugh to specify just the problem domain in evaluwating the generality
of a program. It is the purpose of this section to clarify some of the
additional considerations so that we can finally state a meaningful
problem of generality,

Amount of Specification

If we were to take seriocusly that generality is defined by the
domain of problems which are solvable, then there are many perfectly
general problem solvers: Turing Machines, ALGOL compilers, stc. But
the generality of a Turing Machine (for example) stems from the fact
that the amount of information in the specification of a problem to a
Turing Machine is not limited. For example, the problem of playing
perfect chess could be represented by all possible chess positions
together with the best move for each position., It is theoretically

possible to give this information to a Turing Machine, since the number
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of different chess positions is finite, But this specification, being
impractical, does not qualify a Turing Machine as a chess player,

The advantage that ALGOL has over a Turing Machine (or an
assembly language)} is that most problems of interest can be specified
more briefly in ALGOL. Consider the problem of evaluating a polynomial.
To describe this problem to a Turing Machine, it would be necessary to
also describe numerical operations (multiplication, addition, ete.).

The problem can be specified in ALGOL by a single declarative statement,
The information in the specification of a problem determines whether the
problem golving is done endogenously or exogenously, In describing the
evaluation of a polynomial to a Turning Machine most of the problem
solving techniques were contained in the specification of the problem.
On the other hand, an ALGOL translator has built into it problem solving
techniques which are sufficient to evaluate polynomials,

Thus, the generality of a problem golver must be defined relative
to the amount of information it takes to specify a problem. An ALGOL
translator would appear to be more general than an assembly language or
a Turing Machine because in ALGOL problems can be described in terms of
more sophisticated concepts such as iteration statements.

Problems are specified in terms of the concepts built into the
problem solver. In constructing a general problem solver, we face the
dilemma that the concepts built into it should be both sophisticated and
general. The sophistication of the concepts allows the problem specifi-
cation to be brief while the generality of the concepts allows them to
be useful in specifying more than one problem. Chess programs, for
example, contain the concept of playing chess and the problem of finding

a move for a particular chess position is specified by specifying the
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chess position. Although the concept of playing chess is a very
gsophisticated concept, it is also very specialized. The concept of
playing a gams on a chess board i2 a more general concept; both
chess and checkers could be sgpecified in terms of this concept., However,
the specification of chesgs in terms of a game on a chess board, would
necessarily include the definition of the legal chess moves as well as
the chess position.

We know of no way to determine, for any particular task, what
information should be built into the problem solver and what informa-
tion should be contailned in the specification of the task, But clearly
this issue is relevant to the evaluation of a general problem golver.

Quality of Problem Scolving

An outstanding property of the various efforts to congtruct a
general problem solver is that the quality of the problem seolving suffers
as generality of the problem solver ig increased. For example, the best
chess program (Kotok [22]) in existence plays a modest4 game of chess,
Although GPS can attempt more than one kind of problem, the only kind of
problems that it can solve are considerably easier than chess. The
repregentation in GPS of the chess board and the legal chess moves would
be cumbersome and GPS's problem solving techniques are not sufficient to
play even poor chess.

The power of a problem solver is determined by the effectiveness

of its problem solving techniques while its generality is determined by

41t has trouble checkmating a beginner while it will put up a fight
against a good chess player,
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the domain of problems to which the techniques are applicable. Each
technique requires that certain information be abstracted from the
internal representation., The techniques are applicable if processes
can be found which abstract the necessary information from the internal
representation. TFor example, one of the requirements of the techniques
of GPS is that in attempting to apply an operator to an ohject, a new
cbject is produced if the operator is applicable to the object; otherw
wise, a difference is produced. Thus, there must be a process which,
given an operator and an object expressed in internal representation,
will either produce a difference or an cbject expressed in the internal
representation, depending on the applicability of the operator to the
object.

The internal representation is pulled in two directions: on
the one hand, it must be general so that problems can be translated into
it, and, on the other hand, it must be specific enough for the problem
solving techniques to be applicable., Thus, there are many different
generality problems, one for each set of problem solving techniques and
the difficulty of a particular generality problem depends on the variety
and complexity of the techniques. If this were not the case, a problem
solver, more general than any in existence, could be constructed by
using a natural language for its internal representation and giving it
no problem solving techniques. Of course, it would never solve a problem,
regardless how trivial, but it would be very general.

More cogently, it would be much easier to achieve generality with
a problem solver that only did forward search by applying the operators
in a fixed order than with GPS. Conversely, it would be more difficult

to achieve the level of generality that we have achieved for a problem
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solver that is more adequate than GPS,

Role of Representation

A problem is expressed quite differently for different problem
solvers, For example, a story algebra problem is expressed in English
for STUDENT. A story algebra problem can also be expressed in the
first order predicate calculus or as a heuristic search problem in
terms of objects and operators. Although each of these formulations
represents the same problem in some sense and thus are isomorphic to
each other, are they really the same problem? A human presented with
these formulations would probably exhibit considerably different
behavior in finding a solution for each and would probably not recog-
nize they really are the same problem,

Most problems can be formulated several different ways, and each
formulation will demand different kinds of processing. Contrast
the problem of integrating an expression using only elementary integral
forms to the problem of integrating the same expression using an
integral table. Both problems are isomorphic and, in fact, the forms
in the integral table can be derived from the elementary forms assuming
the knowledge of certain trigometric identities and algebraic manipula-
tions, However, a problem solver using the integral table must be
capable of processing large amounts of data while the problem scolver
which uses only the elementary forms must be considerably more clever
than the other problem solver,

Perhaps it is best to consider different formulations of a problem
to be different problems., Unfortunately, this raises other questions
on comparing the performance of problem solvers that have different

internal representations.
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Summary

A meaningful problem of thig research can finally be formulated--
to extend the generality of GPS while holding its power at a fixed level.
This involves extending the internal representation of GPS im such a
way that its problem solving methods remain applicable and in a way that
increases the domain of problems that can be translated into its internal
representation. Thus, this research is mainly concerned with representa-
tional issues, We would not expect the issues to be the same in generala
izing the internal representation of a problem solver which employed
different techniques than GP5, In this respect, this research hag the

nature of a case study,

Two representational issues were discusgsed in thisz section:

a, the amount of information that is required to
specify a problem;

b. which of several isomorphic representations
15 a neutral representation of a problem,

These issues, although important, are only secondary concerns of this
research. The primary concerns are to discover the way in which the
problem solving techniques interact with the internal representation, and
to learn something about the properties of a good internal representation
for the problem solving techniques of GPS.

Let us recapitulate the plan of the research now that the tasgk is
clear. Chapter III describas the problem solving techniques of GPS and
Chapter IV the generalized internal representation. We keep these quite
distinct so that we can esgentially hold the techniques constant while
modifying the internal representation to meet the demands of generality.
In Chapter V, the interaction between the internal representation and the

techniques is illustrated by examining the nature of modifications necess-
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ary to get GPS to work on different tasks. Chapter VI describes the
different tasks actually given to GPS; these illustrate the generality of
GPS as well as its power. Finally, Chapter VII provides a summary.
C. HISTORY OF GPS

Since this report is concerned intensively with GPS, a brief
description of the different versions of GPS is appropriate. (The
following is all of the published material either describing GPS or
discussing its use in the simulation of cognitive processes: HNewell
[34,35,367; Newell, et al [40,42,45]; Newell and Simon [43,44];

Simon and Newell [56,57,587). GPS grew out of the Logic Theory Machine
{described on pages 24-25}, a program for proving thecrems in the
sentential calculus of Whitehead and Russell, The first version,

called GPS-1 was coded in IPL-IV for JOIMNIAC, a Princeton class computer
at the RAND Corporation. All of the other versions have been coded in
IPL-V (Newell [33]). The successcr of GPS-1, called GPS-2-1, was

gimilar to GPS-1, functionmally, but corganizationally was quite different.
The change to GPS=2-2, the next version of GPS, involved smaller organie-
zational changes but required a separate designation since, for a short
period, both versions were operational. This version is rather completely
documented (Mewell [35]).

GPS=2-3 changed the internal represenation. Objects and operators
were now represented by description lists--attribute-value pairs--instead
of by conventional lists which were used in previous versions. GP3-2.4
was obtained by revising the mechanism for testing the identity of two
data structures., In the predecessors of GP5-2-4, there were several
ad hoc processes for testing if two data structures of a particular type

are identical, e,g., two goals or two objects. In GP5-2-~4 these ad hoc
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processcd were veplaced by a general process for testinmg the ideneity
of any two data structures regardleszss if they are goals, objects, orx
whal::ever.5

GPE-2-5 introduced a leanguage for describing problem solving
methads that allowed the appliecation of & method to be monitored by
the preblem solving exgcuiive. Thus it incorporated both a major change
In internal representation and in problem solwving organization over
GPSaZ-2,

The version of the program used in this research started with
GF8-2-5, The problem solving structure was not altered but the internal
representation was generallzed under the impact of new tasks. Although
this current version should be called GPS-2-6, for expediency it is
called simply GPS.

All the IPL-V versioms of GPS (GPS-2-1 to GP5-2-5) were run on
the IBM 7090, The current version has been run on the CDC G221, & machine
with 65K of 32«bit memory {requiring two words per IFL symbol},

GPS was produced by five successive modifications of GPS-2-1 over
a five-year perlod, Some of the programming cenventions have become
confusing and a significant portion of the cede iz ad hoc, This makes
description meore difficult and muddies somewhat the lessons to be drawn
from generalizing GPS-2-5. 1In fact, there now seems little further
profit in continuing with this version rather then constructing an entirely

new GPS orogram,

RThis process is described on pages 57-61,
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A certain degree of success was guaranteed because the previous
versions of GPS had moderate problem solving capabilities., On the other
hand, serious programming difficulties had already been encountered and
modification could be expected to introduce more. Consequently, no high
expectations were held for the power of the problem solving to be shown
by GPS across many tasks.

One serious limitation on the expected performance of GPS is the
size of the program and the size of its rather elaborate data structure.
The program itself occupies a significant portion of the computer memory
and the generation of new data structures during problem solving quickly
exhausts the remaining memory. Thus, GPS is only designed to solve
modest problems whose representation is not too elaborate. Although
larger computers' memories would alleviate the extravagances of GPS's
use of memory, conceptual difficulties would still remain. For example,

GPS never erases any goals or objects generated during problem solving.



CHAPTER ITII: THE PROBLEM SOLVING STRUCTURE OF GPS

The simple scheme of Fig., 1 may be used to show the overall
organization of GPS. This chapter describes the problem solving
techniques of GPS. The details of the internal representation are
ignored in this chapter. We assume there is some encoding of objects,
operators, and differences which the problem solving techniques can
process. The internal and external representations of a task are
described in the next chapter.

The problem solving techniques are organized by GOAle. That
is, the main function of the problem solving techniques is to achieve
GOALs and in the process other GOALs may be generated to which the
problem solving techniques are alsc applied. GOALs which are discussed
in the first section of this chapter, are achieved by applying relevant

methodsz. The methods are expressed in a special method language, which

is described in the second section. The PROBLEM~-SOLVING-EXECUTIVE,
described in the third section of this chapter, selects and applies
methods. In the last section, each method is described individually.
A, GOALS

A GOAL is a data structure which consists of the information that
defines a desired state of affairs plus a history of previous attempts
to achieve the GOAL. A GOAL provides sufficient context for problem
solving activity. That is, in any context GPS can stop what it is doing

and start working on a new GOAL or on a previous GOAL, where it left off.

TAs previously noted, words written with all capital letters have a
direct correspondence to IPL symbols in GPS,

ZWe have used the word "techniques" rather than "method" in the preced-
ing, since the methods in GPS have a highly precise definition.
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The statement of a problem must be formulated as a GPS GOAL,
GPS uses only four types of GOALs. (The necessity for others has

not arisen,} The four types of GOALs are:

a., TRAWSFORM object A into object B. To achiewve
this GOAL a series of objects, which are
derived” from A, is generated. The final
membar of the series is identical to B,

b. REDUCE difference D on object A. To achieve
this GOAL GPS produces a new object A", which
is derived from A, The feature of A te which
D refers is medified in A,

c. APPLY operator ( to cbject A. To achieve
this GOAIL a new cbject is generated by apply-
ing Q) to A or some object deriwved from 4.

d, SELECT the elements of set § which best fulfill
eriterion C. To achieve this GOAL an element
of 8 is selected. C is statad with respect to
an object, e.g., select the element of S most
similar te object A.

A typical example of how GPS subdivides GOALs into simpler GOALs
is represented by the tree of GOALs in Fig. 10. The original GOAL is
Gl. In attempting to achiewe this GQAL, GPS notices the difference, D,
between A and B and creates GZ. GPS attempts to modify A by creating
G3. The operator Q is not applicable to A, but the difference D' is
detected and G4 is created. (Wote that D' is related to applying O, not
to the oviginal GOAL, Gl.) G4 ig achieved by the solution of G5. GPS
then continues working on G3 by creating GG, which uses the result of
G4, A', The successful application of §Q to A" results in the solution
of G3 and G2, both of which use the result of G6, A'', as their results,

In reattempting the original GOAL, G7 is created and Gl will be achieved,

30bject A is derived from object B if it is produced by the application
of an operator to B or some other object derived from B,
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(G

TRANSFORM A into B]

N

G2: BREDUCE D on A
(difficulty = D)
(result = A'")

[G6:

TRANSFORM A'! into E]

G3: APPLY Q to A

(result = A'")

G4 s

REDUCE D' on A
(difficulty = D')
(result = A")

G5: APPLY Q' to A
(result = A")
FIGURE 10,

of the GOALs.

G8:

REDUCE D''! on A'!
(difficulty = D'")

G6:

APPLY Q to A'
{result = A''")

A tpyical GOAL tree showing the difficulty and the results
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if G7 is successful, However, the difference D'' between A'' and B
is detected, and the process continues,

If GPS finds a sufficiently undesirable situation while atfempt-
ing G7, the previous GOALs may be retried in hope of finding new
results., But, the basic strategy of GES is to continue on the current
approach, rather than to do an exhaustive search for results.

B. METHOD LANGUAGE

The methods for achieving GOALs are expressed in a method
language, and the PROBLEM-SOLVING-EXECUTIVE is an interpreter for this
language. 4 system of signals provides the main means of communication
between the methods and the PROBLEM.SOLVING-EXECUTIVE, A signal is a
gingle IPL symbol, Each methed, when executed, assigns to the wvariable,
GURREHT-SIGEAL4, a signal which summarizes the result of the method's
execution. The next action of the PROBLEM-SOLVING-~EXECUTIVE, following
the execution of a method, depends on the value of the CURRENT-SIGNAL.

In the method language there are four different method structures,
as far as Interpretation is concerned. Three of these correspond to
the primitive term, the unconditicnal expressicn, and the conditional
expression, which are incorporated in almost 2ll programming languages.
The fourth, GOAL construction, is somewhat peculiar to problem solwing.

An TPL method, which is the primitive term ir the method languape,
is an IPL subroutine. This type of method is executed by calling the IPL

interpreter to execute it. WNo further methods occcur inside an IPL method.

4CURRENT-SICNAL ie the name of the IPL cell in which the methods put the
signal that summarizes their executiom. However, it may be more convenient
to view CURRENT-SIGHAL as & wariable which is assigned z wvalue during the
execution of a method.
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A SEQUENTIAL method is a list of methods used for unconditional
operation. Such a method is executed by executing, in the order of
their occurrence, all of the methods on the list. The execution of
the sequence may be terminated part way through, but otherwise ig uncon-
ditional. Both in a SEQUENTIAL method and a SIGNAL-LIST method
(described next) any of the four types of methods can occur; thus full
phrase structure is permitted.

A STIGNAL-LIST method is used for conditional operation. It
consists of a list of pairs, each of which is a signal followed by a
method., A SIGNAL-LIST method is executed by executing the sub-method
which is paired with the same signal as the CURRENT-SIGNAL. TIf none of
the signals associated with the sub-methods is identical to the CURRENT-
S5IGNAL, then no sub-method is executed. Thus, this type of method performs
an arbitrary n-way branch conditional on the CURRENT~SIGNAL.

A GOAL-SCHEMA method is a request for the construction of a GOAL,
This type of method has the form of the GOAL to be constructed, stated
relative to the CURRENT-GOAL context. CURRENT-GOAL is a variable whose
value is the GOAL that GPS is currently attempting, An example of a GOAL-

SCHEMA method is

TRANSFORM the result of the last subgoal into
the second object of the CURRENT-GOAL.

The result of the last subgoal and the second object of the CURRENT-GOAL
depend on the context of the CURRENT-GOAL and, thus, a GOAL constructed
according to this GOAL-SCHEMA depends on the CURRENT-GOAL context. The
PROBLEM-SOLVING-EXECUTIVE executes a GOAL-SCHEMA method by constructing
the GOAL, evaluating it and attempting it, if acceptable.

A SIGNAL-LIST method can be used to perform iterations by recursive
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execution of its submethods. However, iterations can be performed more
directly by having the PROBLEM-SOLVING-EXECUTIVE repeatedly execute a
method as long as a certain condition is satisfied., For example, if a
method is marked to repeat on SUCCESS, it will be repeated as long as
the CURRENT-.SIGNAL is a signal that indicates SUCCESS. Several different
signals indicate the different degrees of SUCCESS while several other
signals indicate the different kinds of FAILURE. Any type of method
except a GOAL-~SCHEMA method can be designated as repeatable. The condi-
tions on which repetition can occur are:

a, 2 change in the CURRENT-SIGNAL;

b, the CURRENT-SIGNAL indicates FATILURE;

¢. the CURRENT-SIGNAL indicates SUCCESS;

d. the CURRENT-SIGNAL does not indicate
either SUCCESS or FAILURE.

Normally, whenever the CURRENT-SIGNAL indicates SUCCESS or FAILURE, the
execution of a method is terminated. However, any non-repeatable method,
except & GOAL-~-SCHEMA method, can be marked to continue on SUCCESS or
FAILURE,

An example of a method is the GENERATE-AND-TEST-METHOD, shown in
Fig. 11, which is used to achieve a SELECT GOAL. Fig. 1l and all of the
other figures that define methods are placed at the end of the chapter to
keep them together. 1In these figures the sub-methods followed by '"(IPL)'
are IPL methods. The 'sub-method' columm of a SIGNAL-LIST method is
divided into two parts: one or several signals appear in the left part;
and a method appears in the right part. The method gets executed whenever
the CURRENT-SIGNAL is any of the signals. For instance, in IS-IT-0K, BEGIN
and TEST-PASSED both lead to executing the IPL method FIND-NEXT-TEST. A

signal can cceur as a sub-method of a SEQUENTIAL or SIGNAL-LIST method.
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It is processed as if it were the IPL method which assigns the signal
to be the value of the CURRENT-SIGNAL. Unless otherwise noted, the
SEQUENTIAL and SIGNAL-LIST sub-methods that occur in the main method
are also defined in the figure.
The GENERATE-AND-TEST-METHOD generates the elements of the SET
one at a time and applies to each a series of tests, The first element
which passes all of them is the element which is selected and marks the
termination of the method.
The equivalent of the GENERATE-AND~TEST-METHOD is given in a
flow chart in Fig. 12 for comparison, SELECT-MEMBERS may result in
FAILURE which terminates the method and RECORD-RESULT will never be
executed, As long as IS-IT-OK fails, select members will be repeated.
However, if FIND-NEXT-MEMBER-OF-SET fails, SELECT-MEMBERS will be terminated
because this type of FAILURE is UNCONDITIONAL-FAILURE. UNCONDITIONAL-
FAILURE will terminate any method, overriding instructions to repeat or
continue on FAILURE. 1I8-IT-OK will be repeated until a test fails or
until all of the tests are passed. If the next test cannot be found,
FAILURE is not reported. But this condition terminates the method because
the CURRENT-SIGNAL will not change after this condition arises. Both
FIND-NEXT-MEMBER-OF-SET and FIND-NEXT-TEST find the first as well as the
next,
C. PROBLEM SOLVING EXECUTIVE
In addition to interpreting methods, the PROBLEM-SOLVING-EXECUTIVE
performs the following functionms:
a, METHOD-SELECTION
b, GOAL-RECOGNITION
¢. GOAL-EVALUATION

d. OBJECT-RECOGNITION
e. OBJECT~EVALUATION
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FIGURE 12, The flow chart representation of the GENERATE-AND-TEST-
METHOD (compare with Fig. 11).
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f. GOAL-SELECTIOR

g. RECORD-ATTEMPTS

h. SET-GOAL-CONTEXT
Each of these functions is a box in Fig. 13, & flow chart of the PROBLEM-
SOLVING-EXECUTIVE, and is discussed individually later in this section.
All of the other boxes in Fig. 13 pertain to the interpretation of the
method language.

The PROBLEM-SOLVING-EXECUTIVE is always in the context of a GOAL.
Initially it is in the context of the TOP-GUAL which is the statement of
the problem, given in the specification of a task,

The FROBLEM-SOLVING-EXECUTIVE starts off by trying to select a
method (see Fig, 13}, If one is selécted, it is attempted by first
discriminating on the type of the method {i.e., their grammatical cype).
SEQUENTIAL and SIGNAL-LIST methods are attempted by trying their sub-
methods one at a time, Thus, this processing is purely interpretive. On
the other hand, the PROELEM-SOLVING-EXECUTIVE constructs a GOAL im order
to attempt a GOAL-SCHEMA method. After constructing the GOAL, the PROBLEM-
SOLVING-EXECUTIVE files it {this process will be described in detail in
GOAL-RECOGNITION) and recognizes if it is equivalent to a GDAL filed
previously. If the GOAL passes an evaluation, the executive abandons the
CURRENT-GCAL, after recording its status, and initializes the context for
the new GDAL. The new GOAL is then attempted by selecting a method that
is relevant to achieving it.

The executlwve uses the IPL interpreter to execute an IFL method.
An IPL method might select an old GDAL which the executive will evaluate
to decide 1if it should be attempted., IPL methods can alsoc produce cbjects,
which are then evaluated by the executive. An undesirable object will

cause the executive to abandon the GOAL. If the object produced is a new
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one, the executive will file and recognize it in the same way that it
recognizes GOALs, before ewvaluating it.

METHOD-SELECTTION

METHOD-SELECTION is done by & discrimination tree, shown in
Fig. 14. The terminal nodes of the tree are methods. The selection is
performed by discriminating at nodes starting with the top node, and
then at the nede resulting from the previous discriminmation, until
arriving at a terminal node. The method at the terminal node is the omne
selected, provided that its status for the CURRENT-GOAL is not EXHAUSTED,
1f the discrimination at azny node does not yield a new node, or if the
method at the terminal node is EXHAUSTED, all methods are EXHAUSTED and
the selection results in UNCONDITIONAL-FAILURE,

At every node the discrimination is on the feature of the current
context, enclosed in the box representing the node, For example, if a
method is being selected for a new GOAL, the next discrimination will be
on the GOAL-TYPE of the CURRENT-GOAL. If it is a TRANSFORM GOAL whose
given object is a SET of objects, the TRANSFOEM-SET-METHOD will be selected,

Some of the discriminations depend on the representation of the
task, e.g., TYPE-OF-0PERATOR. Such diserimination will be clarified in
the next chapter, which discusses the details of the representation of a
task.

GOAL-RECOGNITION

In GPS the philosophy for comparing two data structures that are
not atomic symbols, such as GOALs, Iis to assign to them canonical names
and compare only their names. The canconization is accomplished by a
general process, similar to an EFAM net (Feigenbaum {107) for filing

data structures, Whenever a new data structure (one without a canonical
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name)} is encountered, it is filed, If the data structure is identieal
to one already filed, it is replaced by the filed structure which, by
definition, is the canonical structure; otherwise, it is filed and
becomes 4 canonical structure,

In QPS data structures are filed in g discrimination tree like
the one showm in Fig. 15.a. The nodes of the tree, except for terminal
nedes, are properties of data structures and the branches represent
values of the propertics., The terminal nodes represent filed data
structures. Filing a data structure imvolves sorting it through the tree
and, if necessary, growing the tree so that it can be filed at a terminal
node,

Consider the example of filing in the net in Fig. 15.a the GOAL

G5: TRANSFORM Al inte Bl.

Discrimination on the property at the top neode of the tree sorcs G5 to

the left mest subnode of the top node because G5 is a GOAL., The discrimina-
tion on the GOAL-TYPE sorts G5 to the mode, Gl., Since Gl is a terminal
node, the tree does not contain sufficient discriminatien to distinguish
between Gl and G5. Gl and G5 are mztched and if they are idencical, Gl is
ugsed as the canonical form of G5, (In this case, G5 is not filed,} On

the other hand, if a difference iz detected between Gl and GS, it is used

to grow the tres so that G5 can be filed. The tree shown In Fig. 15.b is
the result of filing G5 in the tree in Fig. 15.a, assuming that Gl is the

GOAL,
Gl: TRANSFORM A2 into B2,

There are two essential properties of this process, TFirst, the

data structure being filed will be matched to at most one other data
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(a) Type of Data
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FIGURE 15. (b) is the result of filing G5 in the discrimination net, (a).
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structure. The matching is done by the IDENTITY-MATCH-METHOD in
Fig. 16 deseribed later in this chapter, This keeps the amount of
processing small, since matching is the most expensive part of the
process when the data structure being filed is large. The other
essential property of the filing process is its gemeraiity, i.e., the
process can deal with other types of data structures in addition to
GOALs. Both objects and differences are filed in the same tree.

If GOALs were not canonized, every GOAL (except the GOAL that
is the statement of the problem) would hawve a unique supergoal, However,
since GOALs are canonized, any GOAL may have several supergoals, To
see this suppose that GOAL, Gl is created to simplify GOAL, G2 and that
a previously generated GOAL, G3 is equivalent to Gl. In canonizing G1,
it is replaced by its equivalgnt, G3, and comsequently, G3 has two super-
goals: G2 and the original supergozl of G3. Thus, the canonization of
GOALs causes the GOAL structure of GPS to be a GUAL network instead of a
GOAL tree.

GOAL-EVALUATION

The basic strategy of GPS is that problem solving proceeds from
difficult GOALs to easy GOALs. This strategy requires that none of the
subgoals of a GOAL, G, are more difficult than G. Consequently, GPS
considers any GOAL undesirable if its supergoal is easier than the GOAL.

The above strategy alsc requires the antecedent GOAL of a GOAL, G,
to be no easier than G because an antecedent GOAL is the previous step in
problem solving at the level of G. The antecedent GDAL of & GOAL, &, is
defined as the GOAL whose result is used in the statement of § and whose
supergoal is the same gs the supergoal of G. (Currently, there is no need
for more than a single antecedent.) In Fig, 10 for example, G2 is the

antecedent GOAL of G7, and G4 is the antecedent GOAL of G6, Mo other GOAL
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in Fig. 10 has an antecedent GOAL.

The difficulty of a GOAL 1is determined by the difficulty of the
difference associated with the GOAL. Since REDUCE GOALs are the only
type of GOALs which have differences associated with them, they are
the only GOALs which can be evaluated according to their difficulty.
However, other GOALs are considered as difficult as their most difficult
subgoal.

For example, G7 in Fig. 10 does not have a difference associated
with it. But GPS considers it as difficult as G8 because D'' is the most
difficult difference detected in matching A''" and B; hence GB is the
most difficult subgoal of G7. GPS considers G8 desirable only if D'' is
not more difficult than D because G2 is the antecedent GOAL of G7.
Similarly, G4 is desirable only if D' is not more difficult than D
because the supergoal of G3 is G2.

OBJECT~RECOGNITION

Ail newly generated objects are canonized in the same way that
GOALs are canonized, using the same discrimination tree and filing
processes. The main reason for canonizing objects is to simplify the
canonization of GOALs. Since the names of objects appear in GOALs,
matching two GOALs would necessitate matching objects which appear in the
GOALs, -if the canonical names of objects were not used.

CBJECT~-EVALUATION

An object which is considerably larger than any of the objects in
the TOP-GOAL, will be considered undesirable.

GOAL-SELECTION

Only simple GOAL selection is done directly by the problem solving

executive; more complicated GOAL selection is accomplished by the
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5
execution of a method whose purpose is to select a GOAL.

If a new desirable GOAL, G, is generated, the PROBLEM-SOLVING-
EXECUTIVE will abandon the CURRENT-GOAL and work on G, The supergoal
is selected whenever a method for achieving a GOAL is completed (SUCCESS,
NO-PROGRESS, or FAILURE). The PROBLEM-SOLVING-EXECUTIVE has no fixed
search strategy, e.g., breadth first or depth first, built into it.
Instead, GOALs are attempted iteratively by working on ome GOAL until
deciding to abandon it in order to work on another GOAL. However, if
only these two rules were used to select GOALs, they would be attempted
in the recursive order in which they are generated,

The only other GOAL selection rule employed directly by the
PROBLEM~SOLVING-EXECUTIVE is that TOP-GOAL is selected whenever a newly
generated GOAL is identical to a previously generated GOAL. This rule
prevents GPS from entering an endless loop.

RECORD-ATTEMPTS

Before abandoning a GOAL, thé PROBLEM-SOLVING-EXECUTIVE records
certain information which summarizes the attempt to achieve the GOAL.
For example, the methods that have been tried together with their status-e-
EXHAUSTED or NOT-EXHAUSTED=--are recorded,

SET ~GOAL-CONTEXT

After selecting the next GOAL to be attempted, the context of this
GOAL is initialized before selecting a method relevant to achieving the

GOAL,

5The only methods whose purpose is to select GOALs are the TRY-OLD-GOALS-
MBETHOD and ANTECEDENT-GOAL-METHOD,




- G4 -
D. METHODS
Each of GPS's methods, except for the GENERATE-AND-TEST-METHOD
(described on pages 51-2 ) are described below. The figures that
define the methods are at the end of the chapter. The details of some
of the methods will not be entirely clear because they are dependent
upon the representation of tasks, which is discussed in the next chapter.

TRANSFORM-METHOD

'The TRANSFORM-METHOD ig uged for achieving the GOAL of transform-
ing object, A, into object, B, and is defined in Fig. 17. After the
context for the method is initialized, the two objects are matched by
the MATCH-DIFF-METHOD which is defined in Fig. 18. If the two objects
are not identical, MATCH~DIFF-METHOD detectg the differences and the most
difficult difference is determined by SELECT-DIFFERENCE. 1If no differences
are found, SUCCESS is reported by REPORT-SUCCESS, which terminates the
method,

On finding differences, the construction of a GOAL to reduce the
most difficult difference on A is requested. If the GOAL fails, the metheod
terminates with FATLURE; otherwise, the GOAL results in a new object, G,
and the GOAL of transforming C into B is constructed. The result of this
GOAL is used as the result of the CURRENT-GOAL,

MATCH-DIFF-METHOD

The MATCH-DIFF-METHOD, which is a sub-method of the TRANSFORM~-METHOD,
detects all of the differences between two data structures and is defined
in Fig, 18, The strategy of this method is to divide data structures info
parts and then match corresponding parts. On finding a difference, it
tries to alleviate the difference with an Immediate operator which is a

simple transformation on objects. (Immediate operators are given as a
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parameter to the method and are task dependent.} For example, if the
type of difference--variable versus term--were detected, the immediate
operator of substitution would be applied. The term would be substituted
for the wvariable, and the difference would wanish,

The first parts of the two data structures are found by FIND-NEXT-
PART, which uses the definition of parts that are given a3 a parameter
to the method, Another parameter to the methods is the types of differ-
ences which should be detected. The parts are matched by checking for
each type of difference, one at a time. When detected, a difference is
reported, provided that the immediate operators cannot alleviate it,
After checking for all the types of differences, the next parts are found
and matched, etc. The method is finished when all of the parts are
matched because CURRENT-SIGHAL dees not change after this condition arises,

IDENTITY~-MATCH~METHOD

The IDENTITY-MATCH-METHOD, defined in Fig. 16, is very similar to
MATCH-DIFF-METHOD. In fact, the two sub-methods of the IDENTITY.MATCH-
METHOD are also used in the MATCH-DIFF-METHOD. The IDENTITY-MATCH-METHCD
is used by the canonization process to compare the identity of two data
structures (see pages 57.61). It differs from the MATCH-DIFF-METHOD in
two ways: It does not use immediate operators, and it terminates upon
detecting a single difference, whereas the MATCH-DIFF-METHOD detects all
of the differences,

REDICE-~-METHOD

The REDUCE-METROD, defined in Fig. 19, is the only method for
achieving the GOAL of reducing a difference on an object. Pirst, .it
selects a desirable operator by finding the next operator and testing its

desirability. If the operator is undesirable, it finds the next operatoer,
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etc, On finding 2 desirable operater, the GOAL of applying the opera=
tor to the object of the REDUCE GOAL is constructed which, if success-
ful, will result in a new object. The new object is used as the
result of the REDUCE GOAL.

Since there may be several desirable operators, all of which
produce different objects, the GDAL may have several results. However,
the methed is terminated when an operator is successfully applied. The
other results are found only by retrying the methed,

FORM-OPERATOR-METHCOD

In peneral, any operator can cnly be legally applied to certain
objects. A FORM-OPERATOR can be applied to an object whose form is the
same as the input form of the operator, and which satisfies the pretests
of the operator.

The FORM-OPERATOR-METHOD defined in Fig. 20, is the method for
achieving an APPLY GOAL whose cperator is expressed as a FORM-QPERATOR.
After the context is initialized, the applicability of the operatoer is
tested by EXECUTE-PRETESTS and by matching the object to the input form.
1f no differences are detected, the operator is applicable, and its result
which is used as the result of the CURRENT-GOAL is produced, If differ-
ences are detected, a GOAL to reduce the most difficult one is comstructed.

If the REDUCE GOAL is successful, it results in a new object, and
a GOAL to apply the cperatoer to the new object is constructed. The result
of the latter GRAL if it is successful, becomss the result of the CURRENT-
GOAL. (Fig. 10 illustrates the way in which the result of a GOAL is also

used as the result of its supergoal.)
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FORM~OFERATOR-T0=SET-METHOD

The method for achieving the GOAL of applying a FORM-GPERATOR
to a SET of objects is the FORM-OPERATOR-TO-SET-METHOD which is defined
in Fig. 21. First, the object most similar to the input form of the
operator is selected by a GQAL constructed for that purpose. Then, the
GOAL of applying the operator to the object selected is generated and
its result 18 also the result of the CURRENT-GOAL,

SET-OFERATOR-METHOD

The SET-OPERATOR-METHOD, defined in Fig. 22, is used to achieve
an APPLY GOAL whose oparator is a SET of FORM-OPERATORs. This method
iz the same az the FORM=QPERATOR-TO-SET-METHOD except that an operator,
whesze input form ig similar to the object, is selected instead of the
converse.

TWO-INFUT-QPERATOR-METHOD

Some form operators have two input forms instead of one., Such
operators are applied to a pair of objecta, both of which are derived
from the same objects, c.g., both derived from the axioms of a theory.
Each object has the same form as one of the input forms.6

The TWO-INPUT-OPERATOR~METHOD, defined in Fig, 23, is used to
achieve an APPLY GOAL whose operator has two input forms. First, the
operator is applied to the object of the CURRENT-GOAL by selecting one
input form and applying it to the cobject., In applying the operator to

the object, the operator is modified if it is necessary to substitute

for some of the variables in the operator., The modified operator is the

6The logiec operators, R10, R11, R12, in Fig. 8 are good examples of
operators which have two objects as input.
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result of applying the operator to the first input. The cther iunput
object 13 selected from the SET of objects that are derived from the
same object that the firat Input object is derived from, After apply-
ing the operster te the second input, the new object is produced.

MOVE=OPERATOR -METHOD

The above methods for achieving APFLY GOALs all assume that the
operator is represented as a FORM-CPERATOR. A MOVE-OPERATOR is an
alternative representation for an operator, Unlike & FORM~OPERATOR, a
MOVE -OFERATOR may produce several results, each of which is obtained
from a different specification of the wvariables in the operator, The
MOVE-OFERATOR -METHOD terminates on finding & single resule, but may be
retried,

Fig. 24 is the definition of the MOVE-OPERATOR-METHOD for achiav-
ing a GOAL whose operator is a MOVE-OPERATOR. After specifying the
variables in the operator, the feasibility of the operator is tesated, If
feasible, i,a., no difference found, the resultant object is produced and
tested for legality by executing the POST-TESTS. If the POST-TESTS fail,
the resultant is rejected; otherwise, it is used as a result ef the GOAL.

On the other hand, if a difference is found, a GOAL is set up to
reduca the difference provided that it is not too difficuwlt. If the REDUCE
CGOAL is successful, a GUOAL is constructed to apply the operater to its
result,

Upon retrying APPLY~FEASIBLE-OPERATOR & different gpecification of
the variables 15 used, and the method may be retried as long as a2 new

specification of variables is found,
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TRANSFORM=-SET -METHOD

The TRANSFOEM=SET-METHOD, defined in Fig. 25, is used to achieve
the GOAL of transforming a SET of objects into an object. It is very
similar to the FORM-OPERATOR-TO-SET-METHOD in that the CURRENT-GOAL is
rephrased by replacing the SET of objects by one ¢f its members.

EXPANDED -TRANSFORM-METHOD

The EXPANDED~TRANSFORM-METHOD, defined in Fig., 26, is & method for
achieving the TOP-GOAL., It replaces the inifial situation of the TOP-GOAL
by the SET of cbjects which were all deriwved from the initial situaticm.
The rationale for this method is that the GOAL of transforming one of
these objects into the desired situation might be easier than the TOP-GOAL.
Since all of the objects zre derived from the same cbjects, the solutiom
of cne GOAL is equiwvalent to the solution of ancther.

SELECT-BEST-MEMBERS-METHOD

Fig. 27 is the definition of the SELECT~BEST-MEMBERS-METHOD which
is used to achieve a SELECT GOAL whose SET is "small™, The SELECT-MEMBERS-
METHOD applies a test to each wmember of the SET that passed all of the
previocus tests, If only one member passes the test, it is the member
selected; if no members pass the test, those members which passed the
previcus test are selected; if more than one member passes the test, the
procedure is repeated with the next test.

The SELECT-BEST-MEMBERS-METHOD applies a test to all members of the
SET, Only those members that fail the test are eliminated, On the other
hand, the GENERATE-AND-TEST-METHOD applies tests to one member at a time.
Whenever a member is found that passes all of the tests, it is the member
selected., However, there may be several other members which also would

pass all of the tests and one of these members may fulfill the criterion
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better than the one selected. The GENERATE-AND-TEST-METHOD is used for
"large" SET because in most cases only several members of the SET need
to be processed.

ANTECEDENT ~GOAL ~-METHOD

The ANTECEDENT-GOAL-METHOD is used to achieve any GOAL that has
an antecedent GOAL7. It is an IPL method that selects the antecedent
GOAL to be retried. The rationale is that the antecedent GOAL might
produce a new result and the CURRENT-GOAL can be rephrased in terms of
the new result. In Fig. 10, for example, if G7 fails, its antecedent
COAL, G2, would be retried. If it produced the new result, A''', and if
A''! were successfully transformed into B, Gl would be successful, which
is the sole purpose of G7.

TRY=-0LD=-GOALS -METHOD

TRY~OLD-GOALS-METHOD is an IPL method which is the last resort in
finding a solution. When all else fails, it selects a GOAL8 provided
that the methods for achieving it are not EXHAUSTED, REDUCE GOALs, whose

supergoals are TRANSFORM GOALs, are retried before other unfinished GOALs.

7Antecedent GOAL is defined on pages 61-62,
8The difficulty of a GOAL is defined on pages 61-62.




Name and Kind of Method

GENERATE -AND-TEST METHOD
(SEQUENTTIAL)

SELECT-MEMBER
(SEQUENTIAL, repeat on
FAILURE)

IS-IT-0OK (SIGNAL=-
LIST, repeat until no
signal change)

FIGURE 11.
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Sub-Methods

SET-CONTEXT (IPL)

SELECT-MEMBER

RECORD~RESULT (IPL)

FIND-NEXT-MEMBER-OF-SET (IPL)

IS-IT-0K

BEGIN,
TEST-PASSED:

TEST-FOUND:

TEST-FAILED:

a SELECT GOAL whose SET is large.

Name and Kind of Method

IDENTITYMATCH-METHOD
(SIGNAL-LIST, repeat on
signal change)

FIGURE 16,

Sub-Methods

BEGIN, PARTS-MATCHED,
ONLY~ONE-PART .FOUND:

PARTS-FOUND,
CONTINUE-MATCHING:

test the identity of two data structures.

FIND~NEXT-TEST (IFL)

APPLY-TEST (TIPL)

FAILURE

The definition of the GENERATE-AND-TEST-METHOD for achieving

FIND-NEXT-
PART (IPL)

FIND-DIFFERENCE~-
BETWEEN-PARTS (IPL)

The definition of the IDENTITY-MATCH-METHOD which is used to



Name and Kind of Method

TRANSFORM-METHOD
(SEQUENTIAL)

REPORT-SUCCESS
(SIGNAL-LIST)
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Sub-Methods

SET-CONTEXT (IPL)

MATCH.DIFF-METHOD

SELECT-DIFFERENCE (IFPL)

REPORT-SUCCESS

REDUCE the difference selected
on the first object of the
CURRENT ~-GOAL (GOAL-SCHEMA)

TRANSFORM the result of last
subgoal into the second object
of the CURRENT-GOAL (GOAL-SCHEMA)

REPORT-RESULT (IFL)

NO~DIFFERENCES:

SUCCESS

FIGURE 17, The definition of the TRANSFORM-METHOD used for achieving

a TRANSFORM GOAL.

Name and Kind of Method

MATCH-DIFF-METHOD
(SIGNAL-LIST, repeat on
signal change)

PROCESS-DIFFERENCE
(SEQUENTIAL)

RECORD (SIGNAL-LIST)

Sub-Methods

BEGIN, PARTS-MATCHED,
ONLY-ONE-PART-FOUND:
PARTS-FOUND,

CONTINUE-MATCHING:

DIFFERENCE-FOUND:

FIND=NEXT-
PART (IFL)

FIND-DIFFERENCE -
BETWEEN-PARTS (IPL)

PROCESS-DIFFERENCE

TRY~IMMEDIATE-OPERATORS (IPL)

RECORD

DIFFERENCE-FOUND:

REPORT-DIFFERENCE (IPL)

FIGURE 18. Definition of the MATCH-DIFF-METHOD which matches two data
structures for all of the differences between them.




Name and Kind of Method

REDUCE-METHOD (SEGQUENTIAL}

SELECT-0OPERATOR
{SEQUENTIAL, repeat on
FATLURE)
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Sub-Methods

SET-CONTEXT (IFL)

SELECT-OPERATCR

APPLY the operator selected to the
object of the CURRENT-GOAL {GOAL-SCHEMA)
REPORT-RESULT (IPL)

FIND-OPERATOR (IPL)

APFLY-DESIRABILITY-FILTER (IPL)

FIGUEE 19. The definition of the REDUCE-METHOD for achieving & REDUCE

GOATL,

Name and Kind of Method

FORM=-OPERATOR -METHOD
(SEQUENTIAL)

CONTINUE (SIGNAL-LIST)}

MODIFY-AND-APPLY
{SEQUENTIAL)

Sub-M=thods

SET-CONTEXT (IPL)

EXECUTE-FRETESTS (IPL)
MATCH-DIFF-METHOD

SELECT-DIFFERENCE (IPL}

CONTINUE

NO-DIFFERENCE: PRODUCE-RESULT (IPL)
DIFFERERCE-FOUND: MOBIFY-AND-AFPPLY

REDUCE the difference selected on the
object of the APPLY GOAL {(GOAL-SCHEMA)

APFLY the operator of the CURBENT-GOAL
to the result of the previous method
(GOAL-SCHEMA)

REPORT-RESULT (IPL)

FIGURE 20. The definition of the FORM~OPERATOR-METHOD for achieving
an APFLY GOAL whose operator is a FORM-OPERATOR.
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Name and Kind of Method Sub-Methods
FORM-OPERATOR-T)-3ET = SELECT an object from the SET cof the
METHOD {SEQUENTIAL) CURRENT-GOAL (GOAL-SCHEMA)

APPLY the operator of the CURRENT-GOAL
to object selected (GOAL-SCHEMA)Y

REPORT-RESULT (IFL)

FIGURE 21, The definition of the FORM-OPERATOR-TO-SET-METHOD for achiev-
ing an APFLY GOAL whose operator is a FORM-OPERATOR and whose Input object
is a SET of objects.

Hame and Kind of Method Sub-Methods
SET-0OPERATOR-METHCD SELECT an operator whose Input form
{SEQUENTIAL} is similar to the object of the

CURRENT-GOAL (GOAL-SCHEMA)

APFLY the operator selected to the
object of the CURRENT-GOAL (GOAL-SCHEMA)

REPORT-RESULT (IPL)

FIGURE 22, The definition of SET-OPERATOR-METHOD for achieving an APPLY
GOAL whose operator is a SET of FORM-OFERATORs,
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Name and Kind of Method Sub-Methods
TWO-INPUT-OPERATOR-METHOD SELECT the input form which is more
{SEQUENTIAL) similar to the object of the CURRENT-

GOAL (GOAL-SCHEMA)

APPLY the input form selected to the
object of the CURRENT-GOAL (GOAL-SCHEMA)

SELECT an object similar to the second
input form (GOAL-SCHEMA)

APPLY the second input form te the object
selected (GOAL-SCHEMA)

REPORT-RESULT (IFL)

FIGURE 23. The definition of the TWQ-INFUT-OPERATOR-METHOD for achieving
an APPLY GOAL whose operator is a FORM-OPERATOR which has two inputs,



Name and Kind of Method

MOVE -OPERATOR ~METHOD
(SEQUENTTAL)

APPLY-FEASIBLE=-OPERATOR
(SEQUENTIAL, repeat on
FATLURE)

APPLY-OPERATOR-IF -
POSSIBLE (SIGNAL-LIST)

MODIFY=-IF-NOT-T00~
DIFFICULT (SEQUENTIAL)

APPLY-OPERATOR
(SEQUENTIAL)
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Sub-Methods

SET-CONTEXT (YPL)

APPLY-FEASIBLE-OPERATCR

SPECIFY-VARIABLES (IPL)

EXECUTE ~PRETESTS-AND~TEST-LEGALITY~
OF-MOVES (IPL)

SELECT-DIFFERENCE (IPL)

APPLY-OPERATOR-IF-POSSIBLE

NO-DIFFERENCE: APPLY-OPERATOR

DIFFERENCE~FOUND: MODIFY=-IF=NOT-T00-
DIFFICULT

TEST-DIFFICULTY~OF-DIFFERENCE (IPL)

REDUCE the difference selected on the
object of the CURRENT-GOAL (GOAL-SCHEMA)

APPLY the operator of the CURRENT-GOAL
to the result of the previous method
(GOAL-SCHEMA)

REPORT-RESULT (IPL)

APPLY-MOVES-AND~POST-TESTS (IPL)

RECORD-RESULT (IPL)

FIGURE 24. The definition of the MOVE-OPERATOR-METHOD for achieving
an APPLY GOAL whose operator is a MOVE-OPERATOR.
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Name and Kind of Method Sub-Methods
TRANSFORM-~-SET -METHOD SELECT a member of the SET (GOAL-SCHEMAY
{SEQUENTIAL)

TRANSFORM the member selected into the
second object of the CURRENT-GOATL
{ COAL-SCHEMAY

REPORT-RESULT (IPL}

FIGURE 25. The definition of the TRANSFORM-SET-METHOD for achieving
a TRANSFORM GOAL whose first object is a SET of objects.

Name and Kind of Method Sub.Methods
EXPANDED~-TRANSFORM-METHOD TRANSFORM the SET of objects that are
{SEQUENTIAL} derived from the initial situation

into the degired situation (GOAL-SCHEMA)

REPCRT-RESULT (LPL)

FIGURE 26, The definiticon of the EXPANDED-TRANSFORM-METHOD for achiev-
ing the TOP-GDAL.



Name and Kind of Method

SELECT -BEST~MEMBERS -METHOD
(SEQUENTIAL)

SELECT-MEMBERS (SIGNAL-
LIST, repeat on signal
change)
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Sub-Methods
SET-CONTEXT (IPL)
SELECT-MEMBERS
BEGIN, SEVERAL-
MEMBERS ~-PASSED:
TEST-FOUND:
ONLY-ONE -

MEMBER-PASSED:

NO-MEMBERS -
PASSED:

FIND-NEXT-TEST (IFL)

APPLY-TEST (IPL)

USE-MEMBER-FOR-
RESULT (IPL)

RESULT-IS-PREVIOUSLY-
PASSED-MEMBERS (IPL)

FIGURE 27. The definition of SELECT-BEST-MEMBERS-METHOD for achieving
a SELECT GOAL whose SET is small.



CHAPTER IV: THE REPRESENTATION OF TASEKS

The purpecse of this chapter is to give a straight forward
description of the representation of tasks, As in the last chapter,
no general issues will be discussed, However, in Chapter ¥V we will
come back to the representation of tasks and its interaction with the
problem solving techniques of GPS.

The internal representation of a task consists of several
different kinds of data structures:

4. objects

b. operators

¢. GOALs

d. differences

e. TABLE.CF-CONNECTIONS

f. DIFF-ORDERING

g. details for matching objects

h. wmiscellanecus information
Each of these are described individually below. The discussion points
out which of these data structures appear in the specification of a task
and which are generated by the problem sclving process.

GPS i3 encoded in the list processing language, IPL-V (Newell [331},
and the internal representatiom of all task structures censists of IPL
symbols, lises, and list structures. For the most part, data structures
are encoded in the description lists of IPLI. However, the internal

representation will not be described in terms of IPL data structures, but

rather in a higher level language (tree structures, sets, atc.) in such a

TAn IPL description list is a sequence of pairs of IFL symbols. The first
aymbol in each pair is an attribute and the second symbeol in & pair is the
value of the attribute of the palr. For example, the description list that
represents the GOAL of transforming X1 inteo X2 is GOAL-TYFE TBANSFORM, FIRST~
OBJECT X1, SECOND-OBJECT X2, Xl and X2 are not atomic symbols but are list
structures.
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way that there is a one-to=-one correspondence to the IFL data structures.
To give GPS a task is to provide it, wvia some external representa-
tion, with information contained in the data structure listed abeve. As
was the case in most previous reports om GPS, often it is useful to

consider the notion of a task environment-=that information commen to all

tasks of a particular kind, e.g., to all integration tasks. The task
environment consists of operators, differences, TABLE-OF-COMNECTIONS,
DIFF-ORDERING, details for matching objects and miscellaneous information,
The GOALs, the objects and the task environment comprise a particular task,.
However, we will not need this distinction here since one or at most two
tasks per task environment were given to GPS,

The last section of this chapter describes the external representa-
tion of tasks to aid the reader in understanding the task specifications in
Chapter VI, Since the external representation is very similar to the
internal representation, only the semantics of the internal representation
is described, and the descripticn of external representation deals mainly
with syntax. We note again that those words written with all capital
letters correspond, directly, to IPL symbeols in GPS, These words, which
comprise the basie vocabulary cof GPS, are given in Appendix A.

To be concrete, the examples used in this chapter will be drawn from
either the missicnaries and canmibals task or the integration task.

Fig. 28 and Fig. 29 show the heuristic search formulations of these tasks.
Fig. 30 and Fig. 31 show the specification of these tasks expressed in the ex-
ternal representation of GPS. Only a few integration operators are given

in Fig. 29 and Fig. 31. These are typical and are sufficient for the

expression to be integrated.




Generic form of objects:

Initial situation:

Desired situation:

Operators:

The number of missionaries at each side of the
river, the number of cannibals at each side of
the river, and the position of the boat.

Three missionaries, three cannibals, and the
boat at the left bank of the river; nothing at
the right bank of the river.

Three missionaries, three cannibals, and the
boat at the right bank of the river; nothing at
the left bank of the river.

Move x missicnaries, y cannibals (x and y are
variables} and the boat across the river provided
that

a. 1 = x+y = 2 {the boat must not sink and
someone must row. )

b. at both banks of the river in the resultant
object, either the number of missiomaries
2 the number of cannibals, or the number
of missionaries = 0. {In the resultant
object no missionaries can be eaten,}

FIGURE 28. The heuristic search formalation of the missionaries and canni-

bals task.
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Generic form of operators: Any expression.
P . . t
Initiz]l situation: f t e de
Desired situation: An expression which does not contain an 'I'.

Operators:

ml
v

a. 'J' un du = —IH'T
b, J u-l du = log u

C. J sin u du = -cos u
d, J cos u du = sin u

e. Judu=1/2u
f. I e’ du = "
2. I {f+g) du = | £ du +-f g du
he sin u du = =d cos u

i. cos udu=4d sinu

jo vwdu=1/2du
k., 1_1-.I du = d log u

FIGURE 29, The heuristic search formulation of the integration task.



RENAME ¢
LEFT = #]1#5T
RIGHT & SECEND

H

DECLARE L
BOAT = ATTRIBUTE
C a aTTRIRUTE
B=L 3 KEATURE
8=R = EEATUFE
C=L 3 EEATURR
G=R a EEATUFE
DESIRE§-08J = USJECT=-SCHEMA
FROM=-SINE = LAC=-FROG
FROM=-SIDE-TESTS = ¥Y=-TESTS
IMITIAL=-0BJ = DBJECT~-SCHEHWA
M = ATTRIAUTE
M=C~gP§ = MOVE-APERATON
M=L = KEATURE
=R = VEATURE
SIDE-SET = SET
TO=5I08 = LNC~PR0G
TO-SIDE~TESTS = v~-TESTS
% = CONSTANT
¥+Y ®m EXPRES
¥ B COYSTANT
Oeis2=-5ET = SET

1.2 = FET

Figure 30: The specification for GPS of the missionaries and cannibals task.
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)
TASK-STRUSTURES t
TOP~GOAL = { TRANSFORM THE INITIAL-OBJ INT2 THE DESIRED<DBJ , )
INITIAL«OBS = ( LEFT { M 3 0 3 BDAT Y5 )
RIGHT { # D C 0 ) }
DESIREP-DAJ = ( LEFT € H O G 0
RIGWT ¢ MW 3 C 3 BOAY YES ) )
X+¢Y 3§ X + Y 1}
1.2 = ¢ 1 21
Dels2=BET = ¢ 0 1 2 )
SIDE~S5ET = ( | EFT RIGHT )
FROM=SIDE-TESTS = ( 1. THE M OF TME FROM=SIUE 5 NOT-LESSaTHAN
THE [ DF THE FROM=S]0E ,
2. THE M OF THE FROM-S]DE EGQUALS 8 . )
TO=SIDE=-TESTS = { 1. THRE M OF THE TO-S5I0E IS NOT-LESS=-THAN
THE C OF THE TO=EIDE .
2., THE ™ OF THE TO=SIDE EQUALS D . )
MeG<DPR = { CREATION=OFPERATOR
¥ MOVE ¥ MISSIQNARIES AND ¥ CANNIBALS FROM THE FROM=-SIDE TO
THE To=SIDE §
VaR~DOMAIN
1, Y 15 A CONSTRA[NEQ=MEMAIER DOF THE 0s7,2=5ET ,
THE BONSTRAINT I5 xX+¥ IS5 INaTHE=3ET 1,2 ,
2. ¥ I3 A GONBTRAINEG~MEM3ER OF THE 0,1,2«3ET ,
THE CONSTRAENT 15 ¥e¥ IS [N-~THE=SET 1,2 ,
3. THE FROM~SIDE 15 AN EXZLUSIVE-MEMBER OF THE SIDE=5ET .

4, THE TO-SIDE 15 AN EXCLJSIVE-MEMBER OF THE SIDE-SET ,

Figure 30: (continued)
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MOVES
1. HOVE THE BOAT OF THE FROM-S(DE TO THE BOAT OF THE TO-EIDE .
2, DECREASE HY THE AMOUNT X THE M AT THE FROM=SIDE AND ADR
1T 70 THE M AT THE Fd-S5IDE ,
3, DELREASE BY THE AWOUNT ¥ THE 2 4T THE FRON-SIODE AND ADU
1T 0 THE C AT THE T3-SIDE ,
FOST=TESTS

1. AAE AWY DF THE FROM=SIDE-TESTS TRUE ,

2., ARE ANY OF THE TO-SIBE-TESTS TJE ,
B-L = | BOAT ON THE LEFT ,
B~R = | BOAT OHW THE RIGHT . }
C=L = | ©C ON THE LEFT . )
C-R = ( C ON THE RIGHT . }
N=L = [ H ON THE LEFT , 1
MeR = L W ON THE RiGMT . }
DIFP-ORDERING = § | H-H A=L C-R CaL }

¢ B-R @=L ¥ }
TABLE=DF~CONHECTIONS = ( | COMMON=DIFFERENIE MaC=DPR 1 )
COMPARE-OBJECTS # ¢ BASIC-MATCH )
BASIC=-HATCH ¢ § COHP-FEAT~LIST | W<l I-L B-L ) )}
ORJ=ATTRIS = ¢ M C ADAT 1}
LIST=0§~ydR = ( FROM=SIDE TO-S[ME X ¥ )
] END

Figure 30: {continued}
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RENAME i
LEFT = 45T
AIGHT a SELUMQ
1
DECLAHE [
CO§ = JNAAT=uURAESTLIYE
0 = UNARY=LONNECTLVE
DESIRCU={Fd ® L=SLK[beEU~0BJ
EXP & N=AAY«COMNEC]IVE
INTEGAAL 3 UNARYLCNMERUTIVE
LOG ® yNARY=UUNMELT|VE
SIN = UNART=GUNVELTIvE
SYMBOL = A1THIEJTE
gYM=0JFF = FeATURE
- ® UNaRy=LOnNELTIVE
« ® N=aRY=CONVEGTLVE
* 0 NeaRrsaCUNNBRDTIVE
1
LisT v
EYPRESS1UY»1 = ( THE [NTEGHAL UF € T & = ZXF L T EXP THO ) ) = DT %}
INTEGRATE = 4 1, [ The [WTEGAARL OF ¢ [ o EXp n b # D 1i ) YIELDNS
LL W EXF %« OnE P 2 & ( 8 N & OWE 3 EXNP « ONE > % )},
2. [ THe INTEGRAwW QF ¢ [ J RiAP = Ohk ) « 0 U » Y]ELDS
LG Wb
3. L THe INTeGRAL QF 1 SIN U« 5 U ] ¥YIELOS -~ CO3 U 2 »
4, ( THc INTEGHMAL OF € CuS U # . U 1 YIELDS S[M U ) .

S L I'bc INTrGREw gF ¢ 0 # D U} YIELDS L L Y EXP TWO ) »

Z
. £
Figure 31: The specification for GPS of the task of integrating Ite dt.
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L Twu EXF = HHE 1 01 ),
S, The [HMIEGHA. 94 (U E EXP J } = D U ) Y1ELDS
(= gX® 1+ }
Fo " lhc IHTEGHARL QF ¢ L F &« G b & 2 1)) YIELLS { THE INTEGRAL
UF ¢ F » 0 u 3 + THE LATELAAL OF + U *# J U} ¥ } )}
DIFFEAEMIwTe = ¢« 3, { { SHiN U « 0 U ? ¥YIELDS = u COS W } &
20 € € 2US J o+ 2 W] YIELDS % SIN L Y
3,0 ¢ s YUy Y[ELDS U ' TAw EXP = ONE ) »
Ut J EX? THZ 31 3
4, 0 f t Y pKP = TWE 1 [0 U Y YIELDS U LBG U ) 2
EXYPRESSEQY=2 = 4 THE [WMTEGRAL OF € £ 0 ¢ SIN ¢ C « T 3 EXP THD } &
WUS 1 C» ¥ 1 3 ¢« [ T EM = RNE Y ) » DT} 3
H
TASK-STHUUTUIES 3
TRP=GIul = ¢ TRuL3FOpM EXP-ESILION=1 1NTQ THE UESIAEU=0OB.J . )
DESIRED~0AY = | SJHEAPRESSLQN-1ESTS
THE afYndoL D0sd NIT-EUUaL INTEERAL . 1}
SYM=DleF 3 t ST¥4pUL }
TABLE=UF =JLANECT NS = { L, ¢ SET~31ZE DIFFERERTIATE )
¢, { SYMeJIFF INTEGRAATE t )
QIFF=3<Ned1lMa = § 1, S¥M=u[FF

2. SET=S]ZE I

LIST=Jr~0?k = [ IMTEGRATE OIFFEREWTIATE }
LIST=0F~¥ar = { F G W n ]

1

ENO

Figure 31: ({continued)
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A, OBJECTS
In GBS there are twoe basic representatiocns for objects which
are described belowr,

QBJECT ~-SCHEMAS

An OBJECT-SCHEMA is a tree structure, encoded in IFL descriptiom
lists, which represents am object. Each node of the tree structure can
have an arbitrary number of branches leading from it to other nedes. In
addition to branches, each node can have a local descripticn given by
an arbitrary number of attribute-value pairs. The tree structure in
Fig. 32.a, for example, represents the initial situaticn in the mission-
aries and canmibals task. In Fig. 32.a the node to which the LEFT2 branch
leads represents the left bank of the river and the node teo which the
RIGHT branch leads represents the right bank of the river, The local
description at the node which the LEFT branch leads to indicates that
there are three missionaries, three cannibals and a beoat at that bank of
the river.

GPS kncws3 the generic form of OBJECT-SCHEMAS., In particular, it
knows the names of the branches FIRST, SECOND, ete. and thus knows that
all OBJECT-SCHEMAs have the form illustrated in Fig. 32.b, GP5 also knows

the form of the local descriptioms of the modes and can generate the

ZLEFT is not part of the basic veocabulary of GPS, but it is capitalized
because it is defined in the task specification {Fig. 30},

3We say that GPS knows something when the programmer attached special
significance to it in constructing the code that defines GP5. Hence, GPS
knows the generic form of OBJECT-SCHEMAS because it is a programming
convention of those routines that process OJBECT-SCHEMAs, Howewver, GPS
does not understand the details of a particular task; they are defined in
the task specification in terms of the things that GPS knows, listed in
Appendix A,
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(a)
LEFT IGHT
M3 MO
c3 co
BOAT YES
(b)
THIRD ...
FIRST/ ...
®
(c) INTEGRAL
FIRST

*
M‘ HIRD
EXP D]
@M FIRST
EXH

FIRS SECOND
WA

FIGURE 32. (a) and (c) are the tree structure representations of the initial
situatiors of the missionaries and cannibals task and an integration task,
respectively. (b} is the generic form of an OBJECT-SCHEMA,
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attribute-value pairs of a node because ATTRIBUTEs are a special
class of symbols. For example, GPS knows that the M, C, and BOAT in
Fig. 32.a are ATTRIBUTEs because they are so declared in the task
specification (Fig. 30).

LOC-PROGs (LOCation-PROGrams) are a special class of data
structures used to refer to the nodes of an OBJECT-SCHEMA, They
consist of an ordered list of the branches on the path between two
nodes. The name of a LOC~-PROG, which may be used in the specification
of tasks, is the word formed by connecting all of the branches listed
on it with hyphens., LOC-PROGs designate one node of an OBJECT-SCHEMA
relative to another node: i.e., they are functions of one argument--a
node of an OBJECT-SCHEMA. For example, the LOC-PROG, SECOND-FIRST of
the node containing a '+' in Fig. 32.b designates the node containing
a "', The name of a LOC-PROG that designates an immediate subnode of
a node is the name of the branch which leads to the node. For example,
the LOC-PROG, SECOND, of the ncde containing a "+' in Fig. 32.b designates
the node containing a 'X'. TOP-NODE is the LOC~-PROG that designates the
top most node of an OBJECT-SCHEMA, 1In Fig. 32.a, LEFT is the new name
assigned to FIRST in the task specification (Fig. 30).

The given object in the integration task in Fig. 29 is represented
by the tree structure in Fig, 32.c, 1In this example, it is assumed that
each node has two ATTRIBUTEs~-SIGN and SYMBOL--but only their values are
shown in Fig. 32.¢. The usual convention that a missing sign signifies a
plus is adopted in this example, Since all of the signs are positive none
appear in Fig. 32.c.

As mentioned in Chapter IT, often there is more than one given
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object or one desired object in a problem, The use of variables in
OBJECT-SCHEMAs allowsa class of objects to be represented as a single

structure, For example, the OBJECT-SCHEMA,

Ieu du
where u is a free variable, represents a large class of objecta. All
members of the c¢lass have the same form but different values for u.
Two objects that are members of the class are

Iet dt2
and

IeSin t d zin ¢,

GPS assumes that all OBJECT-SCHEMA: may contain variables and is prepared
to process them az a clasa of objects, GPS can recognize the variables
in OBJECT-5CHEMAs because the task specification indicates which symbols
are variables.

OBJECT-SCHEMAS can only represent those classes of objects whose
members all have the same form, One way to represent classes of objects
whose forms are different is a list of OBJECT-SCHEMAs, In GPS the initial
gityation, but not the desired situation, can be a list of OBJECT-SCHEMAsﬁ.
But either the initial situation or the desired situation, both of which

are givenr in the task specification, can be an OBJECT-SCHEMA. All of the

objects generated during problem golving are OBJECT-SCHEMASs,

4This restriction, and several others, arises because the methods of GPS
cannot deal with a more general case. Sometimes (a2lthough not always)
the restriction could be lifted by the addition of new methods. However,
gince we wish to keep the problem solving character of GPS constant, we
will not conaider the addition of new methods,
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DESCRIBED-0OBJs

A DESCRIBED-OBJ is a list of constraints that represents the
class of objects, each of which satisfies all of the constraints. The
desired object in the integration task (Fig. 29) can be represented by
a DESCRIBED-OBJ as the single constraint which must be satisfied at

each node:
The SYMBOL does not equal I.

Each constraint in a DESCRIBED~OBJ is a TEST which 1s a data
structure comsisting of a RELATION, and several arguments (in most
cases, two), A RELATION is a Boolean function of several arguments and
is a special type of symbol. In the previous example, the TEST is:
RELATION is NOT-EQUAL;
first argument is SYMBOL,
second argument is I.
GPS recognizes NOT-EQUAL as a RELATION and understands the semantics of
all RELATIONs. (GPS currently knows fifteen RELATIONs, whose definitions
are given in Appendix A, and only these can be used, unless new ones are
added,) On the other hand, I is peculiar to the integration task and GPS
treats it as a symbolic CONSTANT., SYMBOL is also peculiar to integration,
but it is declared in the task specification to be an ATTRIBUTE. Thus,
GPS treats SYMBOL in the integration task in the same way as M (mission=-
aries) in the missionaries and cannibals task.
An argument of a TEST is either a constant (i.e., not a function
of objects, such as a CONSTANT or SET) or a FEATURE of an object. A
FEATURE, which is a means of referring to a feature of an arbitrary object,

is a function of one argument--a node of an object. A FEATURE is specified
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by an ATTRIBUTE and a LOC-PROG; the value of the FEATURE is the wvalue
of the ATTRIBUTE of the node designated by the LOC-PROG, (FEATURES
always have values, but 2 possible walue is UNDEFINED.) For example,

the FEATURE,
M LEFT,

of the OBJECT-SCHEMA in Fig. 32.a has the value, 3. LOC-PROGs and
ATTRIBUTEs, like FEATUREs, are functions of one argument--a node of an
object. Fig. 33 shows how FEATUREs are ewvaluated,

Since a FEATURE is a function of an implied node of an object,
a TEST is also a functiocn of an implied node of an object because it
may contain a FEATURE. In a DESCRIBED-0BJ, there arc in general two

kinds of TESTs

&, those whose implied node is the TOP-NODE
cf the object;

b. those whose implied node is every node of
the cbject.

Each of the latter set of TES5Ts is evaluated for each node of the cbject
as the implied node, and the TEST is true only if it is true for each
evaluation,

Only the desired situation can be represented as a DESCRIBED-OB.J;
the initial situation and the cbjects generated by the problem solwving
process cannot be represented as DESCRIBED-0E.J.

B. OFFRATORS
In GPS there are two different types of operators, which are

discussed below,
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Input: FEATURE,

{input node ;

Does the FEATURE

contain a No
LOC-PROG? N\
es
Y

the LOC-PROG of

X < the value of X <« input node.
the input node.

(—z‘i.li _ ONDEFINED? |

No

Does the FEATURE

No | contain an - 4,)
ATTRIBUTE?

es

X « the value of
k\‘_ the ATTRIBUTE of X,

\Jl

Output: X

FIGURE 33. The flow-chart for the evaluation of a FEATURE of a node
of an OBJECT-SCHEMA.




- 95 -

FORM-OFERATORS

A simple way to express an operator is to state the form of its
input object and the form of its resultant object, For example, the

firat operator in Fig. 29 can be expressed as, assuming u as a variable,

input object form: Iundu
resul tant object form: un+1.
o+l

Such an expression will be called a FORM-OPERATOR. Both forms are
OBJECT-3CHEMAs and thus represent classes of objects. The above FORM-
OPERATOR can be applied to any object in the clasas of objects represented
by the input OBJECT-SCHEMA, The resultant cbject is obtained by substitut-
ing for u in the resultant OBJECT-SCHEMA, the value used for u in the input
ORJECT~-SCHEMA.,

All of the operators in the integration task in Fig. 29 can be
expressed as FORM=-OPERATORs by expressing the left side of the eguation
and the right side of the equation as the input OBJECT-SCHEMA and the
resultant OBJECT-5CHEMA, respectively., However, FORM-OPERATORs are not an
adequate meang for expressing the operators of some tasks, e.g., the miszions.
aries and cannibals task,

MOVE-OFERATOR s

A MOVE-OPERATOR represents an operator by a group of TESTs and a
group of TRANSFORMATIONs., The TRANSFORMATIONs describe how the resultant
object differs from the input object, and the TESTs must be satisfied for
the operator to be feasible. In the missionaries and cannibals task, for
example, the operator in Fig. 28 can be stated as a MOVE-OPERATOR, The
TESTs of the operator insure that nothing chaotic happens, such as missions

aries being eaten, and the TRANSFORMATIONs describe how the object changes
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when people cross the river in the boat. Before giving 2 complete
statement of the MOVE-QPERATOR representation of the operater in
Fig. 29, TRANSFORMATIONs are defined,

A TRANSFORMATION is a data structure consisting of an OFERATION
and several arguments, An OPERATION is a special type of symbol and
is & function of several arguments, A typical TRANSFORMATION which
might appear in the missionaries and cannibals task is:

OPERATION is MOVE;

first argument is BOAT LEFT;
second argument is BOAT RIGHT.

The meaning of this TRANSFORMATION is:

a. Find the value of the BOAT at the LEFT
side of the river.

b. Make the value of the BOAT at the RIGHT
gide of the river equal to the result

of atep a.
¢, Remove the BOAT at the LEFT zide of the
river.

I1f the result of a is UNDEFINED, the TRANSFORMATION is not applicable
to the object, and the operator is infeasible,

GPS knows the meaning of MOVE and all other OPERATIONs in the
game way that it understands the RELATIONs. (There are six different
OPERATIONs which are defined in Appendix A.) GPS alsc recognizes that
the two arguments of the above TRANSFORMATION are FEATUREs. Although
both arguments of MOVE must be FEATUREs, in general, only the second
argumant of an OPERATION must be a FEATURE,

The TRANSFORMATIONs in Fig. 34.a describe how an object is
modified when X migsionaries (M) and Y cannibals (C) go from the FROM-

S8IDE of the river to the TO-SIDE of the river, Since X, Y, FROM.S5IDE,
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(a) 1. MOVE ( BOAT FROM-SIDE , BOAT TO-SIDE )
2. DECREASE ( M FROM-SIDE , M TO-SIDE , X )

3. DECREASE ( C FROM-SIDE , C TO-SIDE , Y )

(b) 1. One is TRUE :
NOT-GREATER-THAN ( C LEFT , M LEFT )

EQUALS ( M LEFT , O )

2. One is TRUE :
NOT-GREATER-THAN ( C RIGHT , M RIGHT )
EQUALS ( M RIGHT , 0 )

(¢) 1. EXCLUSIVE-MEMBER ( FROM-SIDE , {LEFT , RIGHT} )
2. EXCLUSIVE-MEMBER ( TO-SIDE , {LEFT , RIGHT} )

3. CONSTRAINED-MEMBER ( X , {0 , 1 , 2} ,
IN-THE-SET ( X+ Y , {1, 2} ) )

4. CONSTRAINED-MEMBER ( ¥ , {0 , 1, 2} ,
IN-THE-SET ( X + Y , {1, 2} ) )

FIGURE 34. The operator which moves X missionaries (M), Y cannibals (C)

and the BOAT from the FROM-SIDE to the TO-SIDE. <(a) is the TRANSFORMATIONs

of the operator; (b) is the TESTs which the resultant object of the operator
must satisfy; (c¢) is the TESTs which constrain the legitimate values of the

variables,
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and TO-SIDE are all variables, these three TRANSFORMATION: represent
all possible ways that missionaries and cannibals can cross the river.

The second TRANSFORMATION in Fig. 34.a meanSBt

a. Decrement the number of miszsionaries at the
FROM-SIDE by X.

b, Increment the number of missionarics at the
TO-SIDE by Y.

If the number of missionaries at the FROM-SIDE is less than X, .the
TRANSFORMATION is not applicable and the coperator is infeasible.
TRANSFORMATTONs are functions of nodes of objects because they
contain FEATUREs which are funetionz of nodes of cobjects., But unlike
a TEST, each TRANSFORMATION is a function of two object nodes--a node
of the iInput cbject and the corresponding node of the resultant object,
The input object node is used to deaignate parameters of the TRANSFORMA-
TIONs, and the TRANSFORMATIONs are performed relative to the resultant
object node. In the first TRANSFORMATION in Fig. 34.a, for example, the
value of the BQAT at the FROM-SIDE of the input cbject is found. Then
this value is placed in the resultant object as the value of the BOAT at
the TO-SIDE. Finally, thc ALTRIBUTE, BOAT, and its value are removed
from the FROM-SIDE of the resultant object. This action does not involve
the input object., 1In this particular example, the value has little
significance because the ATTRIBUTE, BOAT, always has the same value--YES.
But, in genecral, an ATTRIBUTE may have many different values and the

value which is "moved" is its value in the input object.

51t would seem that move would be a better name than DECREASE, But MOVE
is a different OPERATION and DECREASE results in a readable statement in
the task specification. See the MOVES in the M-C-OFR in Fig. 30,
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The constraints in Fig. 34.b represent the class of objects in
which no missionaries can be eaten, The form of these constraints is
the conjunction of two disjunctive sets of TESTs. HNormally im a set
of PESTs, which represents a class of objects, the logical conmmective
of the tests is a conjunction., That is, all objects which are members
of the class, satisfy all of the TESTs. But the set of TESTs can be
divided into dizjunctive subsets by using TRUE6 which GPS recopgnizes and
understands. TRUE iz a RELATION on one argument--a set of TESTs, It is
the only RELATION that has a set of TESTs as an argument a#nd Is processed
somewhat differently than other RELATIONs.

All legal missionaries and cannibals objects must satisfy the
constraints in Fig, 34.b; alse missionaries would be eaten. Consequently,
both the input object and the resultant object of the coperator muset satisfy
the constraints in Fig, 34.b, But, if all objects produced by the applica-
tion of the operator satisfy the congtraints in Fig. 34.b, all of the
input objects to the operator will necessarily satisfy the constraints
because the input object 1s either the initial gituation or a zesult of a
previous operater application. Thus, the constraints in Fig. 34.b need
only be satisfied by the resultant object. This fact is indicated by a
gyntaclic device described in the last section of this chapter,

The variables in MOVE-OFERATORs are not umiversally quantified but
can only take on certain values. The TESTs in Fig. 34.c must be satisfied
if the variables in the TRANSFORMATIONs in Fig, 34.2 are to have legitimate

values, The first two TESTs in Fig., 34.¢ insure that both TO-SIDE and

6Although TRUE is 4 strange name for this RELATION (or would be more

suggestive), it results in a readable statement. See POST-TESTS of the
M-C-OFR in Fig. 30,
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FROM-SIDE are either LEFT or RIGHT but that they are different, A TEST
whose RELATION is EXCLUSIVE-MEMBER is true if the first argument is in
the set designated by the second argument, and if no other "exclusive
member" of the set has the same value as the first argument. Thus, the
concept of an exclusive member is an alternate way teo state that both
& and B are in a set and & is unequal to A,

The third and fourth TESTs in Fig. 34.c insure that the number of
people in the boat 1s legitimate, A TEST whose RELATION is CONSTRAINED-
MEMBER is true, if the third argument, which mmst be & TEST, is true and
if the first argument is in the set designated by the second argument.
CONSTRAINED-MEMEBER and its negation are the only RELATIONs which have a

TEST as an argument, Fig. 34 is the MOVE-OFERATOR representation ef the

opérator in Fig. 28 without the syntax required by the external representation.

In general, a MOVE-OPERATOR is a set of TRANSFORMATIONs, and three

sets of TESTs. The operator is feasible if and only if al]l of the TESTs

(with the exception of some in a disjunctive subset)} are satisfied and the

TRANSFORMATIONs are applicable, Two of the sets of TESTs are stated

relative to the node of the input object to which the operator is applied.

One of these {(indicated syntactically by VAR-DOMAIN} must be satisfied in
order for the variables in the operator to have legitimate wvalues, The
other {indicated syntactically by PRETESTS) constrains the class of input

objects for which the operator is feasible. The third set of TESTIs

(POST-TESTS) must be satisfied by the resultant object. Any of these sets

may be empty, in which case it is, by convention, satisfied,

L

(...J
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C. GOALS
A GOAL is a data structure consisting of the information necess-
ary for problem solving context., For example, a GOAL has, as the values
of attributes, the names of its supergoals, the names of subgoals, its
type, its objects, its operater, its difference, ete. The only GOAL
that appears in the specification of a task is the TOP-GOAL~-the statement
of the problem, The TOP-GOAL of all of the tasks in Chapter VI has the
same form: TRAMSFORM one object intc another. The type and the ckjects
of the TOP-GOAL are given in the task specification; all of the other
information is generated internally by GPS. Although the TOP-GUAL could
be a different type of GUAL, e.g., REDUCE, this situation has not arisen,
D, DIFFERENCES
4 difference, which GPS detects in matching twoe objects, is a
data structure consisting of a difference type, the value of the differ.
ence, and the name of the node where the difference was detected. For
example, in matching the given situation to the desired situation in the
misgionaries and cannibals task, GPS would find the following differences:
Difference type is M, LEFT;
difference value is -3;
difference location is TOP.
Difference types are task dependent and must be defined for each task.
But differences are not given in the task specification because they are
generated during problem solving.
Currently, all difference types are FEATUREs. Although a richer

representation for difference types would be desirable, FEATUREs are
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adequate for the tasks discussed in Chapter VI7.
E, TABLE~OF-CONNECTIONS

TABLE~OF~-CONNECTIONS is a data structure that associates with
each type of difference a list of operators. Each operator on a list
has the capability of reducing the difference type with which the list
is associated. Thus, TABLE~OF-CONNECTIONS is a way to give GPS,
exogenously, information about the properties of operators., The opera-
tors in the TABLE-OF-CONNECTIONS can be either FORM~-OFERATORs or MOVE=-
OPERATORS,

F, DIFF-ORDERING

DIFF-ORDERING is a list of difference types and/or groups of
difference types which are ordered according to difficulty. GPS considers
the difference types at the top of the list to be the most difficult to
alleviate and those at the bottom the easiest. All difference types with-
in a group on the list are considered equally difficult, DIFF«ORDERING
is a means to give GPS information about the nature of the difference
types.

G. COMPARE-OBJECTS

The MATCH~-DIFF-METHOD (Fig. 18) subdivides a data structure into
parts and detects differences (if any exist) between corresponding parts.
COMPARE-OBJECTS is a data structure that specifies for the MATCH-DIFF-
METHOD how two OBJECT-SCHEMAs should be matched. There are two options

for subdividing OBJECT-SCHEMAs into parts: match each pair of correspond-

7The logic task that was given to previous versions of GPS (see page 30)
required more complex differences such as decrease the number of occurrences
a term,
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ing nodes or match the two OBJECT-SCHEMAs in toto. COMPARE-OBJECTS
specifies one of these options as well as the types of differences to
be detected,

If the desired situation is a DESCRIBED-0BJ, COMPARE-OBJECTS
is not a required part of the task representation because the informa-
tion is contained implicitly in the process which compares a DESCRIBED-OBJ
to an OBJECT-SCHEMA.

H. MISCELLANEOUS INFORMATION

Besides the foregoing, other information must be represented,
OBJ-ATTRIB is a list of the ATTRIBUTEs of the task, LIST-OF~VAR is a
list of the symbols which should be interpreted as variables. LIST-0F-0FR
is a list of the FORM-OPERATORS of the task.

The task description also contains the type of both symbols and
data structures which are peculiar to a particular task, For example,
in the missionaries and cannibals task the initial situation must be
declared an OBJECT-SCHEMA and BOAT mnust be declared an ATTRIBUTE. All
symbols and data structures have types associated with them but the type
of some symbols, e.g., LOC-PROGs and RELATIONs are part of GPS's basic
knowledge.

Immediate operators, which are used in the MATCH-DIFF-METHOD
(Fig. 18), and selection criteria, which are associated with SELECT GOALs,
are represented as IPL programs. Although they are task dependent informa-
tion, they do not appear in the task specifications because of insufficient
facilities in the external representationm.

I. EXTERNAL REFRESENTATION OF GPS
Since the emphasis of the research reported here is on the internal

representation of tasks, it was designed without any consideration of how
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it might be expressed in readable language. The external representation
and the translator for it were then designed so that a task expressed
in the extermal representation would be readable, and so that minor
modifications and extensions of the external representation could easily
be made. Consequently, the external language for specifying tasks and
the translator have no theoretical significance and the language is only
partially readable.

General Structure of the External Representation

A task description in the external representation is a string of
words, and the final word in the string is END, Space is used to delimit
words. A word, then, is any string of characters that does not contain
a space but is preceded and followed by a space.

Comments, which are ignored, can be inserted in the string of
words at any occurrence of a space. $ is used to denote comments. A
comment is a § followed by any string of characters not containing a E
followed by @ § . All comments must be preceded and followed by a space.

A task description contains meta-words and text-words, The meta-
words are instructions to the translator on how to interpret the text-words,
A1l of the meta-words are listed in Appendix A, section 1, along with
their function,

The most commonly used meta-words are ( and ). They serve their
usual function of delimiting a group of words. Throughout the translating
process ) is matched to the corresponding £ so that they can be nested.
Although the use of parentheses is a very powerful punctuation device,
extensive use of them makes the text unreadable, An attempt was made to

give the text a syntactic structure which limited the occurrences of

parentheses. In addition tc parentheses, periods, and commas are used to
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delimit groups of words.

All of the remaining meta-words determine the mode of tramslation.

Text-words are translated under the current mode of translation and the
current mode can only be changed by the occurremce of certain meta-words,
each of which is discussed below.
RENAME

The textewords in the basic vocabulary of GPS, which are given in
Appendix A, appear in task specifications and are replaced by their
corresponding IPL symbols in translation. For convenience, these words
can be assigned new names in the RENAME mode of translation. The format

of such assignment statements is
Wl = W2,

The word W1l becomes associated with the IPL symbol which was previously
associated with W2, W2 is free to be used for a different purpose, For
example, in the missionaries and cannibals task gpecification, FIRST is
assigned the new name LEFT,
SKIP WORDS

The basic strategy of the translator is to process key words and
ignore all others. All of the text-words translated in the SKIP-WORDS
mode are designated as words which should be ignored. The words that are
normally ignored are listed in Appendix A, section 3,
DECLARE

All text-words that are not assigned an internal symbol, are not
ignored, and are not in the basic vocabulary (e.g., ATTRIBUTE, OBJECT-
SCHEMA, etc.) are assigned a type. In the DECLARE mode of translation a

word is assigned a type by a statement of the form,

Wl = W2,
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This means that the word W2 is assigned to be the type of the word Wl.
For example, in the missionaries and cammibals task, BOAT is asaigned
the type ATTRIBUTE. If a word is not explicitly assigned a type in the
DECLARE mode, it is, by convention, assigned the type CONSTANT,

TASK-STRUCTURES

All of the data structures of a task, e.g., FEATUREs, QBJECT-~
SCHEMAs, etc., are translated in the TASK-STRUCTURES mode after the words

have been assigned types, The format for data structures is
Wl = (W2 W3,,.WN),

The data structure's name is W1 and W2,..WN are the words which comprise
the structute. The parentheses must be "matehing parentheses'; {.e., other
pairs of parentheses can occur in W2...Wn.

The name of all structures must be assigned & type prior to trans.
lating it a2s a data structure, Associated with certain types are the forms
of their data structures and the structures are translated according to
thege forms. For example, the missionaries and camnnibals task (Fig. 30)

contains the data structure
M-L = ( THE M AT THE LEFT.)

Prior to the occurrence of this structure, M-L was assigned the type
FEATURE, The form of a FEATURE has twe "slotsM:

One is for an ATTRIBUTE and the other iz for a LOC-PROG, and neither "slot"
need be filled, In constructing M-L, the translator coples the form of a
FEATURE and fills the "ATTRIBUTE slot" with M, since it was declared to be
an ATTRIBUTE, and the "LOC-PROG slot" with LEFT, since it i# the new name
of FIRST which is a LOC=-PROG. (AT and THE are ignored.) It then assigns

this data structure to be M-L,
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Most data structures are quite similar to OBJECT-SCHEMAs in that
they are tree structures, Fig. 35 shows a MOVE-OPERATCR in the internal
tree structure form. The tres representation is used for MOVE-OPERATORSs
in order to keep the internal representation of data homogemecus. How-
ever, it seems more natural to consider MOVE-OPERATORS as groups of TESTs
and TRANSFOBMATIONS, rather than as a tree.

The main work of the translator is to convert the linear
text Iinto the hierarchial structures of the Internal representation.

This conversion is dome by £illing slots in the forms, because the forms
have the hierarchial structure built into them. There is a provision for
adding new forms without modifying the tramslator.

The formal syntax of the language will not be given because it is
rather complicated., An informal descriptiom of the symtax will be given
by describing the standard forms of the data structures. However, most
of these standard forms must be medified slightly in certain cases, for
example, TEST usually has two arguments, but when the RELATION is
CONSTRAINED-MEMBER. it has a third argument. Thus, there are some syntactic
devices for modifying forms, such as a means for inserting symbols in
standard forms and punctuation, e.g., . for terminating structures. Any
exceptions to the standard forms will be noted in the Appendix A, section
2, under the words which are responsible for the modification of the
forms, e.g,, the definition of CONSTRAINED-MEMBER designates the fact
that it is & RETATTON on three argument,

The notation used for a form is a list of items. Each member of
the list will be assigned a label such as a, b, etc, If the order of

the list is important, it will be designated as an ordered form; other-

wise, it is in unordered form. Certain items in the forms may be
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OVE-OPERATO

KIND-OF- PRETESTY MOVE POST-
OPERATO DOMAI STS
CREAT ION- <get”of <sat of <set of Zget of
OPERATOR ESTS> TESTS> TRANSFORMATIONS TESTS>
FIRST” SECO FIRST ... FIRST ... FIRST| ...

{'I'ES'EP <TES {TES']‘}* <TRANSFORMATIO <TIEST>
RELATIO FIRSTNCDND OPERATION/ FIRST| SECOND

<RELATION> <argument™ <argument> <UPERATION> <argument> <FEATU
ATTRIBUTE / LOC-PROG

<ATTRIBUTE> LLOC-PROG>

FIGURE 35, The tree structure representation of a MOVE-OFPERATOR.
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optional; i.e., they may occur but are not required. Unless otherwise
stated, items are not optional. The meta symbols, '<' and '>' are used
to denote classes, e.g., <ATTRIBUTE> means any word which has been
assigned the type ATTRIBUTE.

TOP=GOAL. TOP~GOAL has the ordered form

a, TRANSFORM

b. <OBJECT~-SCHEMA or list of OBJECT-SCHEMAS:>

c, <OBJECT-SCHEMA or DESCRIBED-OBJ>.
Both b and ¢ are names and not data structures. For example, b can be
the name of a list of OBJECT-SCHEMAs but not the names of several OBJECT-
SCHEMAs.

FEATURES. A FEATURE has the unordered form

a. <ATTRIBUTE>

b. <L.OC-PROG>
Both 2 and b are optional. M-L in Fig. 30 is an example of a FEATURE,
LEFT is b and M is a. The other words are ignored.

SETS. A SET is an ordered list of words. Although SETs are
ordered the order is usually unimportant. For example, IN-THE-SET does
not depend on the order of the elements of a SET. SIDES in Fig. 30 is
the set of two elements, LEFT and RICHT.

EXPRES. An EXPRES (EXPRESsion) is a list of numbers or variables
that stand for numbers separated by +., This elementary form of an
arithmetic expression could easily be generalized, but it is sufficient
for the tasks encountered.

TESTs. A TEST has the ordered form
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a. <argument>

b, <RELATICR-

c. <argument>
Each argument is either a FEATURE, a CONSTANT, a SET, an EXPRES, or a
variable that stands for a CONSTANT. In the first TEST following
VAR-DOMAIN in Fig. 30, a is FROM-SIDE, b is EXCLUSIVE-MEMBER, and c
is 5IDES. The other words are ignored.

TRAMSFORMATIONS, The ordered form of a TRANSFORMATION is

a, <OFERATION>
b. <argument>>
c. <FEATURE>

In general, the argument can be of the same type as the argument of a
TEST, but certain OPERATIONs require that the argument must be a
FEATUEE. In the first TRANSFORMATION following MOVES in Fig. 30, a

is MOVE, b is the FEATURE,
FROM-SIDE BOAT

and ¢ is the FEATURE,
TO-SIDE BOAT.

MOVE-OPERATORs, MOVE-OPERATOR has the unordered form

&, <kind of operator>-

b. VAR~DOMAIN <list of TESTs>

c, PRETESTS <liist of TEST&>

d, MOVES <list of TRANSFORMATTION=>
e. POSTESTS <list of TESTs>

In all of the examples in Chapter VI, a is a CREATION-OPERATOR, because
the resultant object is always to be & new object. An alternative value

for a is MODIFICATION-OPERATOR, which would indicate that the resultant
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object is the input object, modified. MODIFICATION~OPERATORS never
occur because GPFS assumes that after an object is generated it does not
get destroyed., Only a and d must exist; b, ¢, and e are optional,

The first argument of each TEST associated with VARDOMAIN is as-
sumed to be a variable which astands for itself, Often such a variable
could be a FEATURE as well, For example, in Fig. 30 the first argument
of the first TEST of VAR-DOMAIN is FROM-SIDE. The intent {is that the
value of this argument is either LEFT or RIGHT and not a node which
represents the bank of the river im an object.

The TESTz following POSTESTS is stated relative to the resultant
object; the others are stated relative to the input object. M«C=0PR in
Fig. 30 is an example of a MOVE-OPERATOR in which ¢ i2 missing.

DESCRIBED=0OBJs, A DESCRIBED-OBJ has the unordered form,

a. TEX-DESCRIPTION <«<set of TESTs>

b. SUBEXFRESSION-TESTS <set of TEST&»
Both a and b are optional. DESIRED-QEJ in Fig. 31 i2 an example of a
DESCRIBED-OB.J, Since there are no TESTs peculiar to the TOP-NODE in it,
a is missing., The TESTs in b must be true of every node of the objects
represented by the DESCRIBED-0BJ,

OBJECT-SCHEMA, An OBJECT-SCHEMA has the recursive unordered form,

a. <LOC-FROG> ( OBJECT-SCHEMA )

b. ATTRIBUTE <word-
There may be any number of items of the form a or of the form b, including
none, INITIAL-OBJ in Fig. 30 is an example of an OBJECT-SCHEMA.

DIFF-ORDERING. DIFF-ORDERING is a list of FEATUREs and groups of

FEATUREs. The FEATUREs of the same group are enclosed in parentheses,

(See Fig. 30.)
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TABLE~OF ~CONNECTIONS. TABLE=-QOF-CONNECTIONS is a 1ist of items

of the form

a. <FEATURE> ( <list of operators> )

COMMON-DIFFERENCE stands for all FEATUREs. (See Fig. 30.,)

COMPARE=OBJECTS, COMPARE~OBJECTS has the form

a. ( BASIC-MATCH )
where BASIC-MATCH hasz the ordered form

b. COMP-FEAT-LIST <list of FEATUREs-

€. SUBEXFRESSIONS,
¢ is optional. 1In Fig. 30, c is missing which indicates that differences
are only observed at the TOP-NODE of objects. The FEATUREs following
COMP-FEAT=LIST are the type of differences that the match looks for,

Additional Facilities

Any TEST can be universally quantified over one variable, Such a
TEAST is treated as an arbitrary number of TESTs--one TEST for each value
of the variable, The test is true, only if it is true for all values of
the variable. Quantification is syntactically indicated by the occurrence,
in a TEST, of FOR-ALL followed by a wvariable followed by an argument which
designates a SET, In such a TEST, the variable is quantified over all
members of the SET, (The Tower of Hanoi task specification uses this
facility. See pages 201-2,)

A FEATURE can be used to designate a feature of any type of data
structure and not only features of OBJECT-S5CHEMAs, However, unless stated
explicitly, FEATUREs refer to the implicit object. Whenever PARTICULAR,

followed by the name of a data struecture, occurs in a FEATURE, the FEATURE
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refers to that data structure., (An example occurs in the Tower of Hanoi
task specification (See page 202,)
The syntax of OBJECT-S5CHEMA in the external language is clumsy

for expressing the objects of some tasks, For example,
| ede
expressed ag an OBJECT-SCHEMA is

(SYMBOL INTEGRAL LEFT (SYMBOL * LEFT (SYMBOL T)
RIGHT ( SYMBOL D LEFT (SYMBOL T }}))
To alleviate this clumsiness, there are some conversion routines which
allow OBJECT-SCHEMA to be expressed in a language with a different syntax.
In the LIST mode of translation, a string of symbols enclosed by
matching parentheses are loaded as a data structure, In this mode, the
translator does not consider { and ) as meta-words even though it does

match the S_to l: Cbjects and operators whose statements contain parene
theses can be translated in the LIST mode and converted to internal form
after tranglation, For example, the operators and initial situation of
integration (Fig. 31) are translated in the LIST mode.
Example

The translation of the missionaries and cannibals task in Fig. 30
11lustrates the way in which the text is processed. Starting at the top
of Fig. 30, RENAME designates the mode of tramslation and the translater
asgsigns LEFT and RIGHT to be the new names of FIRST and SECOND, respectively,
) signifies the end of the scope of RENAME, and DECLARE changes the mode
of translation, BOAT is then asasigned the type ATTRIBUTE and the other
declaration statements are processed, similarly, The next l indicates the

end of the scope of DECLARE and TASK-STRUCTURES becomes the mode of trans-

lation,
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TOP-GOAL, whose form is identical in all tasks, is the firsc
data structure to be translated. TOP-GOAL ias defined by the text,
encosed in parentheses, which follows it, The first_l following TOF~
GOAL signifies the end of TOP-GOAL, Since the next word is INITIAL-ORJ
the translator considers it to be the name of the next data structure
te be translated. INITIAL-OBJ dees not correspond to an IFL symbol in
the basic vocabulary of GPS and is assigned a new IPL symbel for this
task. (The same IPL symhol is alsc used for the occurrence of INITTAL-ORJ
in TOP.GOAL,) INITYIAL-0BJ is translated according to the form of an
OBJECT-SCHEMA because it has been sc declared. The ) which matches the £
following INITIAL~OBJ indicates the end of its definiton,

Aftar translating DESCRIEED-OBJ in the same way, the EXPFRES, X+Y
is translated, ZX+Y and the three SETs which follow are used in the defini-
tion of the M-C-OFR.

FROM-SIDE-TESTS is translated as V-TESTS whose form 1s a disjunctive
set of TESTs. FROM-~SIDE~TESTs consists of the two TESTs, enclosed in the
parantheses that follow it. TO-SIDE-TESTS are tranglated similarly. Both
FROM=SIDE~TESTs and TO-SIDE-TESTs are used in the definifion of the M-C-0OFR,

The M-C~0PR, which is translated as a MOVE-OPERATOR, comsists of
the text enclosed in the parentheses that follows it., VAR-DOMAIN indicates
that the four TESTs which follow specify the legitimate values of the
variables in the M~C-0OPR, WMOVES indicates the end of the scope of VAR-DOMATN
and that the TRANSFORMATIONs of the operator follow, POST=TESTs signifies
that the third TRANSFORMATION is the last and that the following constraints
st be satisfied by any object produced by the M~C-OPR in order for it to
be feasible, ‘The POST-TESTS consgist of two disjunctive sets of TEST=, which

igs indicated by the occurrences of TRUE.
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After tramslating the M=C=0OPR the types of differences B-L
through M-R are translated, Each of these data structures are trans-
lated as FEATUREs. They are used during problem sclving as difference
types rather than the arguments of TESTs only because their names occur
in DIFF-ORDERING and BASIC-MATCH instead of in TESTs.

DIFF-0ORDERING divides the types of differences into two groups
{each enclosed in parentheses). The types of differences in the first
group are considered more difficult than those in the second group,

TABLE-OF -CONNECTIONs consists of a single type of difference
{COMMON -DIFFERENCE, which stands for any type of difference) with which
a list of one operator is associated.

After translating the mext four data structures, the translator
notices that the l matches the ( following TASK-STRUCTURES, which

indicates the end of its scope. The meta-word END terminztes translation

and control is transferrad to the PROBLEM-SOLVING-EXECUTIVE of GPS.



CHAPTER V: REPRESENTATION AND GENERALITY

The interdependence of the power and generality of a problem solver
was discussed in Chapter II., 1In the comnstruction of a general problem
solver, employing a fixed set of problem solving techniques, the internal
representation is critical: it must be general so that tasks can be
expressed in it yet its structure must be simple enough for the problem
solving techniques to be applicable. Since the techniques require that
certain information be abstracted from the internal representation, they are
applicable only 1f processes which abstract the necessary information from
the internal representation are feasible. Thus, the difficulty of construct-
ing a general problem golver is determined primarily by the variety and
complexity of its problem solving techniques.,

Chapter III described the problem solving techniques of GPS and
Chapter 1V desecribed the internal representation of GP3, Thus, this chapter
can now discuss the impact that the problem solving techniques had on the
way in which the internal representation of GPS-2-5 was generalized., To
simplify the following discussion, the demands of the problem solving techni-
ques of GPS are summarized In Fig. 36; this is a list of processes that GPS
must perform regardless what internal representation is used, These processes
are given in a simplified form. For example, in some cases objects are not
represented individually, but are represented as classes of objects. In such

cagseg, object-comparison (Fig, 36) must test if two classes of object have

any common members.

The first section of this chapter describes the properties of several
different modes of representation and illustrates their correspondence to
the types of objects and operators described in Chapter IV. The remainder

of the chapter can then illustrate the interaction between the preblem
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Object-comparison--test if two objects represent the same situation,
or if two classes of objects have any common members.

Object-difference--find a difference between two objects if they do
not represent the same situation.

Operator-application--produce the result of applying an operator to
an object if the operator is feasible.

Operator-difference--find a difference between an object and the class
of cbjects to which an operator can be applied if the operator
is not applicable to the object.

Desirability-selection--select from the set of all operators those
operators which are desirable.

Feasibility-selection-~-select from a set of operators those operators
which are feasible.

Canonization--find the canonical name of an uncanonized data structure
might depend on type of structure).

FIGURE 36, Processes required by the problem solving methods of GPS.
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golving techniques of GPS and its internal representation., FEach sectiom
discusses some aspect of proposcd tasks that prevented them from being
expressed in the internal representation of GPS-2-5 (the version available
at the initciation of this work). TFor each, the attempts to alleviate the
deficiency in the internal representation are related; some of these
attempts were succesaful; others could not be adequately carried out within

the existing program.

4, MODES OF REPRESENTATTION
Before describing the different modes of representation used in GPS,
we need a framework into which each can be cast, Altheough not all modes of
representation are describable within the frameweork introduced below, it is
adequate for the types of representation that are used in GP5., After des-
cribing the different modes of representation of objects, we will generalize

them to include the representation of operators.

Framework for the Bepresentation of Objects

The representation of an object is given by a set of information-units,

Each information-unit has the same generic form: A Boolean-function of

several arguments (in most cases two). The arguments can be atomic=-constants--

either symbolie or numeric, An argument can also be a feature of an object,
which is a function whose domain is objects and whose range is values, A

FEATURE is a special kind of feature. An example of an informatiop-unit is

"the number of missionaries at the left bank
of the river equals 3,"

In this informatiom unit

the Boolean function is "equals";
the feature is "the number of missionaries at the left";

the atomic-constant is "3",

——

-

—r

-,
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This information-unit represents the fact that there are three missionaries
at the left bank of the river in the object.

A subexpression is a subset of the information-units which represent

the total object. A subexpression-name is a function whose domain is objects

and whose range is subexpressions. An example of a subexpression-name is,
"left" and its value in the initial situation of the missionaries and canni-

bals task is the subexpression consisting of the following three information-

units:
missionaries at left = 3;
cannibals at left = 3;
boat at left = yes.
Models

One mode of representation, which will be called the model, is a set

of information-units all of which have the same form:

Boolean function is =
first argument is a feature
second argument is an atomic-constant.

The set of information-units that comprise a model must be consistent--no
two information-units contain the same feature; and complete--each feature
is contained in one information unit,

For example, a model of the object,
[t at, (1)

is given in Fig. 37.a, assuming that t is not a free variable and that t
and dt are ordered. Fig. 37.a uses the terminology of the formulation of
integration in Fig. 31. In this example, FEATUREs denote features. Many

features do not appear in Fig. 37.a; e.g.,

LEFT-LEFT-LEFT SYMBOL.
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(a) SYMBOL = INTEGRAL
LEFT SYMBOL -- *
LEFT-LEFT=5YMBOL, = T
LEFT-RIGHT-SYMBQOL = D
LEFT-RIGHT-LEFT-5YMBOL = T

(b) INTEGRAL
/l\
T T
T
(c) o SYMBOL = T
B SYMBOL = D
y SYMBOL = T

SYMBOL = INTEGRAL
LEFT SYMBOL = *

(d) ( TEX-DESCRIPTION

1. THE SYMBOL EQUALS INTEGRAL .

2. THE LEFT SYMBOL EQUALS * ,

3. THE LEFT-RIGHT SYMBOL EQUALS D ,

4, LEFT-LEFT EQUALS LEFT-RIGHT-LEFT . )

FIGURE 37. Different representations of the integral, f t dr :
(a) is a model; (b) is an OBJECT-SCHEMA tree structure; (c) is
an unorderéd-schema; (d) is a DESCRIBED-0BJ.
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Nevertheless, Fig. 37.a is "complete" because, by convention, all of
those features that do not appear explicitly equal the special atomic-
constant, UNDEFINED.
The key property of models is that their identity test is a match

provided that the models use the same set of features, That is, two

models are identical if and only if the atomic=-constants in each pair of

information-units which contain the same features are identical. The
match must place information-units with the same features into correspondence
which requires search if the information-units do not occur in some canbni-
cal order, But there is one and only one correspondence.
Schemas

There are two different kinds of schemas which, for the purpose of
this chapter, will be considered as a single mode of representation. The

simplest kind of schema has the same definition as a model with the exception

that the atomic-constant in an information-unit may be (but not necessarily
is) replaced by a variable whose domain is atomic-constants. We will not
distinguish between those variables that are universally quantified and those
variables whose domain is restricted, even though any restriction on the
domain of variables must be given either explicitly in the enceding of the
objects or by some uniform convention, The interpretation of schemas is
that they represent a class of models each of which can be obtained by the
substitution for variables., Hence, a model is the special kind of schema
in which no variables appear.

The second kind of schema is the same as the one described above with

the exception that some of the information-units may have the form.

Boolean function is equals;

first argument is a subexpression.name;

second argument is a variable whose domain
is subexpressions.
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For example, Fig, 37.a is 2 schema representation of (1), assuming t and
dit are ordered. OBJECT-SCHEMAS are schemas and if an OBJECT-SCHEMA
contains no variables, it ig a model as well as a schema.

Fig, 37.b is the tree structure representation of the OBJECT-SCHEMA
represented as a schema in Fig. 37.a, Any variables in OBJECT-SCHEMAs
stand for subexpressions. Hence, 1f T is 2 free variable, Fig. 37.b repre-
sents the clags of models whose LEFT-LEFT and LEFT-RIGHT-~LEFT subexpressions
can be any subexpression,.

The key property of a schema is similar to that of & model: The
identiey test for twe schemas is a match that Incorporates the subgtitutien
for variables,

Unordered-schemas

The unordered-schecma mode of representation is the generalizaticn of

schemas in which the features or subexpresgicn-names in the information-units
may {or may not) be replaced by variables whose domains are features or
subexpression-names, respectively. Fig. 37.c is (1) represented as an unordered.
schema, assuming that £ and dt are unordered. ¢, B, v are variable features,
If o is LEFT-LEFT SYMBOL, then B must be LEFT-RIGHT SYMEOL and~ must be
LEFT-RIGHT-LEFT SYMBOL, ©On the other hand, if ¢ is LEFT-RIGHT SYMBOL, then
8 must be LEFT-LEFT SYMBOL and vy wmust be LEFT-LEFT-LEFT SYMBOL. The wvariable
features in Fig. 37.c are not independent and are not universally quantified
but nevertheless are wvariables,

Congiderable complexity is introduced by using variable features and
subexpression-names because there is no unigque way to place information-units
in correspondence as there was in schemas. However, the key property of

unordered-schemas is that the identity test is still a match which incorporates

substitution of variables, provided that it substitutes values for variable

features,
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Characteristic-lists

In the modes or representation described so far, the only Boolean
function used is equal. The match can be used for an identity test only
because equality is both transitive and reflexive. That is, two informa-
tion-units which contain the same feature are identical only if their
atomic constants are identical. When Boolean functions that are intransi-
tive or irreflexive are used, the identity test is more complicated. For
example, the two information-units

a, o is not less than P

b. o #B
is equivalent to the single information-unit
o> B

(o is a feature and B is a numbexr).

A characteristic-list, a mode of representation, consists of a set

of information-units, each of which has the generic form

R(x,B)

where

a. ReX a set of Boolean functions;
b. o is a feature or a subexpression-name;

c. P is a feature, subexpression-name,
subexpression or atomic-constant.

A characteristic-list is not necessarily complete in the sense that a model

must be complete, If none of the information-units in a characteristic-list

contain a particular feature, by convention its value is irrelevant whereas
in a model its value was assumed to be UNDEFINED. Two information-units may
contain the same feature and still be consistant because some of the Boolean

functions may be intransitive or irreflexive and because an information-unit
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may be a Boolean function of two features. For example, the two

information-units
a, a>8B
b. B <5

where v and B are features are certainly not inconsistant.

DESCRIBED-OBJs in GPS are characteristic-lists. Fig. 37.d is a

DESCRIBED-OBJ which represents (1).

Characteristic=1ists have the interesting property that all schemas

can be represented as characteristic-lists even though the latter contain

no explicit variables. (Since unmentioned features in characteristic-lists

can have any value, they have the flavor of a set of independent, universally

quantified variables.) We will not prove that characteristic-lists are as

general as schemas. Instead this fact is demonstrated by expressing in
Appendix B the operators of the logic task1 as both FORM-OPERATORs (which

are schemas) and MOVE-OPERATORs without variables (which are characteristic-

lists), Note that some of the MIVE-OPERATORs in Appendix B can only be
expressed as two FORM=OPERATORs.

Characteristic-list=schemas

The characteristic-list=-schema mode of representation is a generaliza-

tion of the characteristic-list which is obtained by allowing the use of

variables for either argument of information-units. Thus, characteristic-

lists are those characteristic-lists-schema that do not contain variables.

1lExperiments with previous versions of GPS used, extensively, the formula-
tion of the task of proving a theorem in the propositional calculus which

is described on page 30. These are the operators from this specifica-
tion of logic.
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None of the data structures which represent objects in GPS are chargcteris-

tic=list-schemas which contain variablies. DESCRIBED-DBJs do not contain

any explicit variables, except for those variables associated with FOR-ALL.
Howewver, there are operators, i,e., MOVE-OPERATCRs, that contain variables

and hence are characteristic-=list-achemas,

Test-process

One way to represent an object is as a program which takes a single
object as its input and provides 'yes' or '"no' as its ocutput. Such a program
represents the object, A if its execution, when A is the input, results in
Tyes! and if its execution on all other inputs results in 'no'. We will call

such a program a test-process, A test-process can also be used to represent

& class of objects. In this case, the result of the program will be ‘'yes'
whenever its input is a member of the class and 'mo' for all other imputs.

The desired situation in checkers is represented as a test-process in Samuel

[537.

A test~process is the mode of representation consisting of a single

information unit of the form

R {(total object).

R is the Boolean function defined by the test-process program., Total chject

ig the subexpression-name that designates the entire object. For example,

4 test=process representaticn of (1) is a program which checks if the input

contains the information-units in Fig, 37.a. This implies that the test-
process mst understand how information~umits are enceded in its input and
that the input is expressed in a different mode of representation,

One advantage of a tegt-process is its generality. Any object

represented in one of the other modes of representation can be represented

as a test-process i1f the test-process is expressed in a general programming
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language, e.g., IPFL. Another advantage of a test-process is that its

identity test is the test-procegs itself, The main disadvantage of test-

proceases is that they are unit processes as far as GP5S is concerned. It

is not feasible for GP5 to analyze the program structure of a test=-process

to determine its semantics,

Modes of Representation of Operators

In the following, we will only consider those operators which have
once object (or one class of objects) as an input and one objeect (or one
class of objects) as an output. This case can be generalized easily to the
several input, several output case, Processing considerations such as

operator-application (Fig. 36) will not be dealt with in this section.

Operators involve statements about two objects: one is the input
objeet, the other is the output object. Thiz impliez the existence of some
device=-gemantic or syntactic--that permits reference to either. For the
purpose of this discussion, features and subexpression-names preceded by an
asterisk will refer to the output object; other features and subexpression-
names will refer to the input object, (This syntactic device is not used
in GPS.) The modes or representation for operators are obtained from the
modes of representation of objects by allowing any of the features or
subexpression-names to be preceded by an asterisk,

FQRM-OPERATORs are the union of the two sets of information-units
which represent the input and output schemas, regpectively. The features
and subexpression-name in the latter are preceded by asterisks. Fig. 38.a
is the operator schema of the FORM~OPERATOR in Fig. 38.b.

The TRANSFORMATIONs of MOVE-OPERATORs are basically characteristic-

list-schemas. For example, TRANSFORMATIONs of the form,

MOVE F1 TO F2,
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(a) syMBOL = [
LEFT SYMBOL = D
LEFT-LEFT SYMBOL = U
*TOP-NODE = U

(b) Input: Qutput: U

o— g —

(¢) sum ( M FROM-SIDE ,-X, *M *FROM-SIDE )
sum ( M TO-SIDE , X , *M *TO-SIDE )
M FROM-SIDE NOT-LESS-THAN X

(d) ( MOVES

DECREASE BY THE AMOUNT X THE M AT THE FROM-SIDE
AND ADD IT TO THE M AT THE FROMSIDE .

POST-TESTS
M AT THE LEFT IS GREATER THAN THE M AT THE TO-SIDE , )

FIGURE 38: (a) is a2 schema encoded as a tree structure in (b),.
(c) is a characteristic-list-schema encoded as a MOVE-OPERATOR in (d).
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where Fl and F2 are features, are equivalent to the three information~units

which incorporate the asterisk convention:

DEFINED (F1)
EQUALS (F1l, *F2)
UNDEFINED (*F1).

Since all TRANSFORMATIONs can be restated as several information-units, MOVE-

OPERATORs are characteristicmlist-schemas, Fig, 38.c¢ is the set of informa-

tionaunits of the MOVE-OPERATOR in Fig, 38.d. In Fig. 38.c¢, Tsum' is a
Boolean function which is true if the sum of the first two arguments equals
the third.

The modes of representation introduced in this section are summarized
in Fig, 39, The remainder of this chapter discusses inadequacies of the
modes of representation used in GP5~2-5 and the extent to which these inade-
quacies were alleviated by the introduction of new modes of representation

in GPS., Fig. 40 summarizes the role of the modes of representation in both,

B. DESIRED SITUATION

In many tasks, the desired situation is not a single object, but a
large clags of cobjects, In GP3-2.5, schemas and lists of schemas were the
only means of expressing classes of objects, and they are not an adequate
representation for many classes of objects. In iIntegration, for example,
the desired situation is an expression that dees not contain an 'I' and
there are an infinite number of such expressions. A schema camnot represent
this class of objects because a schema implies identity of form, Similarly,
no finite list of schemas is adequate.

A test-process can he used to represent the desired situation in

integration. An exampie would be a program that generates the symbols of

an object and tests if any of them is 'I'; if none are 'I', the program
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1. Model--a complete and consistent set of information-units of the form--fea-
ture equals atomic-constant. A match is an identity test for two models.

2. Schema--a madel in which the atomic-constants may be replaced by variables
and some of the information-units may be of the form--subexpressicn-name
equals variable. A& match with substitution for variables is an identity
test for two schemas,

3. Unordered-schema--a schema in which the features and subexpression-names
may be replaced by variables. A match which pairs elements and substi-
tutes for wvariables is an identity-test for two unordered-schemas.

&, Characteristic-list--a set of information-units eof the form--Booclean function
{,B} --where o 1s a feature or subexpression-name and B is a feature, subex-
pression-name, subexpression, or atomic-constant. An identity test for two
characteristic-lists is more complex than a match.

5. Characteristic-list-schema--a characteristic-list in which features, subex-
pression-names, subexpressions and atomic-constants may be replaced by
variables, An identity test for two characteristic-list-schemas is more
complex than a match.

6. Test-process--a complex Boolean function defined in a programming language.
4 test-process is its own identity test.

FIGURE 39, A summary of several modes of representation.

{a) A summary of the representation of GPFS-2-3:

1. Initial situation: schema; list of schemas.
2, Desired situation: schema.
3. Operators: schemas.

{b) A summary of the internal representation of the current version of GPS:

1. Ynitial situation: schema; list of schemas; {unordered-schema in
the integration task).

2. Desired situation: schema; characteristic-list,.

3. Operators: schemas; characteristic-list-schemas.

{c} A list of the types of objects and operators in GPS together with
their mode of representation:

1. OBJECT-SCHEMA: schema; {unordered-schema in the integration task).
2. DESCRIBED: characteristic-list.

3. FORM-OPERATOR: schema.

4. MOVE -OPERATOR: characteristic-list-schema.

FIGURE 40. A summary of the representation of both GPS-2-5 and the current version
of GPS.
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gsignals that the object is a member of the class of objects not requiring
integration.
If we consider how to accomplish the requirements in Fig. 36 when

the desired situation is represented as a test-process, we find that some are

2 . .
easy~~obiect-comparison , which is the test-process itself--while others are

formidablew-object-difference, Object-difference processes could be imbedded

in the test-processes, 1f their execution would produce a difference whenever

the input object was not represented by the test-process. This solution

would place a large burden on the person who constructed the test-process

program. The only other way to obtain differences is to analyze the test-
process program to discover the conditions that give rise to the negative
signal. However, such an analysis requires an understanding of the program-
ming languape and is not feasible,

A characteristic-list-=in particular, a DESCRIBED-0OBJ--can be used teo

represent the desired situation in integration. In GPS the desired situation
can be repregented ag a DESCRIBED-OBJ. However, a DESCRIBED-OBJ cannot be
used to represfent the initial gituation oxr objects derived from it since GPS

cannot apply an operator to a DESCRIBED-OBJ (operator-application) and cannot

preduce a DESCRIBED-OBJ as the result of an application of an operator. Thus,

for object-comparison and object-difference, GPS nced only compare an OBJECT-

SCHEMA and a DESCRIBED-OBJ because the necessity for comparing two DESCRIBED-
OBJ never arises.
In comparing two data structures whose modes of representation are

different, e.g., OBJECT-SCHEMA versus DESCRIBED~0BJ, & match cannot be used

FThroughout this chapter are used the short names of the demands of the
problem solving techniques of GPS introduced in Fig. 36,
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for the comparison process because there is no general way to place the two
structures into correspondence. An OBJECT-SCHEMA and a DESCRIBED-0BJ are
compared by an interpreter that understands the semantics of the RELATIONs
and the format of a DESCRIBED-0OBJ. The interpreter evaluates the arguments
of the TESTs in the DESCRIBED-OBJ relative to the OBJECT~-SCHEMA and if it
finds all of the TESTs to be true, it signals that the OBJECT-SCHEMA and the
DESCRIBED-OBJ represent the same situation. For example, the OBJECT-SCHEMA
in Fig. 4l.a and the DESCRIBED-OBJ in Fig. 41.b represent the same class of
objects, if U is a variable, and the MATCH-DIFF-METHOD can recognize this
fact. (In Fig. 41.a, INTEGRAL, D, and U are values of the ATTRIBUTE, SYMBOL,
and the LOC-PROG, LEFT refer to the left-most branch of the TOP-NODE.)
In comparing Fig. 41l.a to Fig. 4l.b, the MATCH-DIFF METHOD recognizes EQUALS

and TEX-DESCRIPTION as words which it understands, and recognizes that
THE SYMBOL AT THE LEFT

(in Fig. 41.b) refers to the D in Fig. 4l.a, etc.
When an OBJECT-SCHEMA and a DESCRIBED=0BJ do not represent the same

sitvation, an object-difference process analyzes the TESTs in the DESCRIBED-

OBJ which were not satisfied in order to produce a difference. Although the
differences are implicit in the TESTs, it is important that they need not be
a consideration in formulating the DESCRIBED-OBJ. For example, in matching
OBJECT~SCHEMA in Fig, 4l.a to the DESCRIBED-OBJ in Fig. 4l.c, GPS would
detect a difference because the TEST in Fig. 4l.c is not true of the TOP-NODE.,
Only one difference would be detected because the TEST is true at the other
two nodes. In analyzing this condition, GPS would detect the difference,

a, type of difference = the FEATURE, SYMBOL

b. 1location of difference = TOP-NODE
¢, value of difference = a symbol other than INTEGRAL.
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(a) INTEGRAL

D

/

v

(b) ( TEX-DESCRIPTION

1. THE SYMBOL EQUALS INTEGRAL .
2. THE SYMBOL AT THE LEFT EQUALS D . )

(c) ( SUBEXFRESSION-TESTS
1, THE SYMBOL DOES NOT-EQUAL INTEGRAL . )

FIGURE 41. (a) The tree structure representation of an object in the
integration task, (b) is the representation of (a) as a DESCRIBED-OBJ.
(c) is the representation of the "desired situation™ of the integration
task as a DESCRIBED-OBJ. 1In this figure, U is a variable, SYMBOL is

an ATTRIBUIE and LEFT is a LOC.PROG.
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In general, GPS produces one difference for each TEST which is
not satisfied. The type of the difference is a FEATURE that is an
argument of the TEST; the location of the difference is the LOC~FROG
which names the node to which the TEST was applied; and the value of the
difference iz the wvalue which the FEATURE should have in order for the
difference to be alleviated,

In order for GPS to determine the value of the difference, it must
understand the RELATION of the TEST. TFor example, GPS must understand
the semantics of NOT-EQUAL in order to determine the value of the difference
in the previous example, GPS understands the semanticsg of the RELATIONs
only beacause they are tagk invariant, On the other hand, GPS cannot under-
gtand the semantics of the types of differences, because they vary from
task to task. GPS knows only that SYMBOL in the integration task 13 an
ATTRIBUTE (this fact is given in the task description) and knows to proceas
it in the same way that it processes, for example, BOAT in the missionaries
and cannibals task,

Allowing the desired situation to be a DESCRIBED-0OBJ does not affect

the existing processes for operator-application, operator-difference, feasi-

bility-selection, and desirability-selection because operators are never

applied to DESCRIBED-QOBJs. A DESCRIBED-ORJ never needs to be canpnized
because new ones are not generated during problem solving. However, in any
difference detected between an QBJECT=-SCHEMA and & DESCRIBED-OBJ, the type

of difference does not have a canonical name. Canonization of such a type

of difference is accomplished by the same process which canonizes OBJECT-
SCHEMAS because they are all FEATUREs which can be matched by the IDENTITY-
MATCH-METHOD. If the types of differences were more complex structures,

guch as IPL programs, the canonization process would necesgarily be more

complex,
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C. OPERATORS
In GPS-2-5, all operators were expressed as schemas, This is a
convenient representation for some operators, particularly those found
in mathematical calculi. However, the operators of other tasks cannot
be expressed, conveniently, iIf at all, as FORM-QOPERATORs; e.g., the
operators of the missionaries and cannibals task, To alleviate this
difficulty, the internal representation of operators was extended to

include MOVE-OPERATORs (characteristic-list-schemas).

The addition of MOVE-OPERATORs to the internal representation does

not affect object-comparison or object-difference because they are con-

cerned only with objects. However, the other existing processes listed
in Fig. 36 were not adequate for MOVE-OPERATORs; the modification of each
will be discussed below.

Operator-application

A new operator-application process had to be added so that a MOVE-

OPERATOR could be applied to an OBJECT-SCHEMA, MOVE.OPERATORs always

have one OBJECT-SCHEMA as input and produce, if successful, a single OBJECT-
SCHEMA as the result, No attempt was made to apply a MOVE-OPERATOR to a
DESCRIBED-0BJ.

The operator-application process for MOVE-OPERATORs tests an operator's

feasibility (PRETESTS are satisfied, etc.) and, if feasible, produces the
result. This process interprets the semantics of the TRANSFORMATIONs which
involves understanding the semantics of the OPERATIONs, But GPS does not
understand the semantics of task dependent symbols; e.g., all ATTRIBUTEs

are processed similarly. The operator-application process for MOVE.OPERATOR

also interprets the semantics of the TESTs in a MOVE-OPERATOR, which is
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accomplished by the same apparatus used in the object-comparison process

for an OBJECT-SCHEMA and a DESCRIBED-OEJT.

Operater-difference

The operator-difference process for a MOVE-OPERATOR is quite similar

to the object-difference process for an OBJECT-SCHEMA and a DESCRIBED-OBJ.

In fact, when one of the TESTs in PRETESTs is not satisfied, the two
processes are identical.

The failure of a TEST in the set of TESTs in VAR-DOMAIN causes the
operator to fail unconditionally and no difference is produced. This
condition indicates that one of the wvariables has an illegitimate value and
thus, the operator is infeasible, independent of the object to which it is
applied.

The inapplicability of a TRANSFORMATION will result in a difference.
To produce such a difference GPS must understand the semantics of the

OPERATIONs. For example, the TRANSFORMATION,
MOVE THE BOAT AT THE FROM-SIDE TO THE BOAT AT TO-SIDE

with FROM-SIDEequal to LEFT and TO-5IDE equal to RIGHT, is not applicable
to an OBJECT-SCHEMA in which the BOAT is at the RIGHT. An attempt to apply

this TRANSFORMATION will result in the tvpe of «difference,

LEFT BOAT,
because MOVE requires the first argument of the TRANSFORMATION to be DEFINED.
This type of difference is obtained by substituting LEFT for FROM-SIDE in
the first argument of the TRANSFORMATION.
This example illustrates the important fact that types of differences
are not atomic symbels, but rather, data structures {FEATUREs), whose

generic form is known by GPS. Since some of the FEATURES in the TRANSFORMA-
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TIONs of MOVE-OPERATORs contain wvariables, 1t is not possible to preassign
each individual type of difference to be an atomic symbol {as was true in
GPS-2-3). In a particular application, such variables will have values;

a FEATURE which contains specified variables may be produced as a type of
difference. 1If the variables were specified differently, the FEATURE would
be equivalent to another type of difference, TFor example, the application
of the TRANSFORMATION above with FROM-SIDE equal to RIGHT and TO-SIDE equal

to LEFT, might result in the difference,
RIGHT BOAT.

In the previous example, the same argument of the same TRANSFORMATION
resulted in a different type of difference because the value of FROM-SIDE
was different.

The current operator-difference process does not preduce a difference

uvpon the failure of a TEST in POST-TESTs. Instead, this coundition results

in unconditional infeasibility. POST-TESTS are stated relarive to the result-
ant object instead of the input object., Hence, the FEATURE thac is incorrect
and causes the failure probably was modified in applying the TRANSFORMATIONs,
The curtent proecess for producing a difference is not sophisticated enough to
state the difference relative to the input object. Such 2 restatement is
required because GP5 assumes that all differences are stated relative to the
input object.

Desirability-selection

The REDUCE-METHOD does not select operators randomly but selects
degirable operators--those which modify in a desirable way that feature of an
obiect to which the difference of the REDUCE geal pertains. TABLE-OF-
CONNECTIONS is a means of providing information about the desirability of

operators. Asseociated with each type of difference is a list of the operators
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that have the capability of reducing the type of difference. Although

the information in TABLE-OF-CONNECTIONS should be discovered by GPS;
normally, GP5-2-5 was given the TABLE-OF-CONNECTIONS exogencusly. However,
one attempt was made to construct the TABLE-OF-CONNECTIONS for a set of
FORM-OPERATORS (Newell [36]). To determine the differences for which a
FORM-OPERATOR was relevant, itsa input form was matched te its output form,
This was possible, since both were OBJECT-SCHEMAs. The differences that
were produced as a result of the mateh were those which the FORM-OPERATOR
had the capability of reducing,

For example, one of the FORM-OPERATORs used in the logic task is
( A9B ) YIELDS ( -AVB )

where A and B are variables. Matching the left hand expression to the right

hand expression results in the types of differences:

a. logical comnective
b. sign of the first operand

Thus, this operator was considered desirable to changing either the logical
connective or the sign of the first operanda. This example is interesting
because it demonstrates the dependence of processing on the representation.
For example, it is not feasible to construct the TABLE-OF-CONNECTIONS if

the operators are represented as test-processes,

Although the TABLE-OF-CONNECTIONS is adequate for expressing the

desirability of schema operator, it is not adequate for characteristic-listas

3The actual process described in Newell [36] was somewhat more complex but
the basic idea is the same. A method in a predecessor of GP5-2-5 used a
similar process, dynamically, to determine desirability.
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schemas., Even after selection, characteristic-list-schemas operators may

contain variables whose values may determine the desirability of rthe
operator, In the extreme case, illustrated by missionaries and cannibals,
only one operator appears in the TABLE-OF-CONNECTIONS, which results in no
selectivity at all. Since MOVE-OPERATORs are not schemas, the technique
used to discover the desirability of FORM-QPERATOR:z in GPS-2-5 is not

applicable. Thus, a new desirability-selection mechanism had to be added

to GPS for determining the desirability of MOVE-OPERATORs and the desirable
values for pertinent variables in MOVE-OPERATOR=s,

The desirability-selection process for MOVE-QPERATOR= can best be

described by an example. Suppose that in attempting the missionaries and

cannibals task, an operator was wanted for reducing the difference,
the BOAT at the LEFT is UNDEFINED.

The M-C-0PR would be selected from the TABLE-OF-CONNECTIONS (see Fig. 30).

The desirability-selection process attempts to make the functions of the

TRANSFORMATION= desirable by substitution for variables. The functions of
the second and third TRANSFORMATIONs are not relevant to reducing the
difference becausc theoy do not affect the value of the BOAT at the LEFT.
But the first TRANSFORMATION, since its OPERATION is MOVE, is desirable

provided that its second argument is identical to the type of difference,
the BOAT at the LEFT.

The desirability of this TRANSFORMATION is determined by matching ics
second argument to the type of difference (both are FEATURES). Since they

are identical when TQO-S5IDE equals LEFT, the desirability-selection process

reports that the M-C-OPR with TO-SIDE equal to LEFT is a desirable operator:
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Although there is a special match routine for FEATUREs in the

desirability-selection process, ideally the MATCH-DIFF-METHOD would be

used by the desirability-selection process to match two FEATUREs. However,

a special match was used because of the following peculiarities: Variables
are bound only if ;he two FEATUREs can be made identical, whereas, in
matching two OBJECT-SCHEMAs, variables are bound regardless of whether
they can be made identical, 1In addition, the match incorporated in

desirability-selection only substitutes those values for the wvariables which

satisfy VAR-DOMAIN.

The desirability-selection process depends on the homogeneous repre-

sentation of types of differences and the arguments of TRANSFORMATIONs.

In matching them, the task dependent detail of the FEATUREs cancels out,
In the missionaries and cannibals task, for example, the match recognizes
that two FEATUREs, both of which have BOAT and LEFT as their ATTRIBUTE and
LOC-PROG, respectively, are identical. The match recognizes that the
ATTRIBUTE in both FEATUREs is the same symbol and thus does not need to
understand the semantics of BOAT. If their modes of representation were
different, the comparison process would be more complicated than a match.

Desirability-selection is, in many respects, similar to operator-

difference. In both cases, GP3 must understand the semantics of the
OPERATIONs which are the task invariant symbols in TRANSFORMATIONs. Note
that GPS only understands the generic form of the arguments of the
TRANSFORMATIONs, i.e., GPS knows that they are FEATUREs, CONSTANTs, etc.,
but does not attach any further significance to the task variant symbols

in the TRANSFORMATIONs. A crucial property on which both desirability-

selection and operator-difference depend is that FEATUREs are not atomic

symbols but data structures in which variables may occur. (See pages
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135.-6.)

The use of variables in MOVE~QFERATORs allows many operators to
be represented as a single data structure that is only marginally larger
than the representation of any one of the operators. Not only does this
make the representation more concise, but it allows many operators to be
simul taneously analyzed in order to determine their desirability.

Feasjibility-selection

Due to the way an operator is processed in GPS, it has been defined
as a function represented as a single entity, whose domain and range are

both sets of objects., A model of an operator 1s a degenerate case because

both its domain and range are single objects, However, a model of an
operator is still an operator according to the definition, because it is a
single entity. Although models of operators are unparsimonious in both
their memory and processing requirements, they will be used below to illus-
trate some properties of better modes of representation,

Schemas. A schema operator represents a class of model operators as

a single entity. Before a schema operator can be applied to an object, the
variables in the schema must be specified. Since a schema that contains

no variables is a Egggl, the specification of variables in a schema operator
is equivalent to selecting a member from the class of model operators

represented by the schema., Feasibility-selection requires that the model

operator selected (variable specification) must be feasible if one exists.

If an infeasible model operator were selected, GPS might still try to apply
it by attempting to reduce a difference on the object. This would be a waste
of effort if the schema contained a feasible model operator.

Feasibility-selection for FORM-OPERATORs is accomplished by matching

the input form of the operator to the object to which the operator is being
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applied and by making the necessary substitutions for variables (MATCH-
DIFF-METHOD). However, the match can be used only because the modes of
representation of the input form and the object are the same (both are
always OBJECT-SCHEMAs).

Characteristic-lists. Characteristic-list operators like schema

operators, represent a class of model operators as a single entity. 1In

fact, every schema operator can be represented by a characteristic-list

operator as demonstrated in APPENDIX B. Characteristic-list operators in

GPS are MOVE-QPERATORs which do not contain variables. Since these
operators are applied to OBJECT-SCHEMAs, the match cannot be used for

feasibility-selection because their modes or representation are different.

Moreover, since there are no variables in characteristic-lists, feasibility-

selection for characteristic-list operators is of a different nature than

that for schemas.

MOVE-OPERATORs describe how the output object of the operator differs
from its input. By convention, any FEATUREs of the output object that are
not specified explicitly by the TRANSFORMATIONs have the same values as
their correspondents in the input object. Hence, the input object specifies
degrees of freedom in a MOVE-OPERATOR just as the input object specifies
degrees of freedom (the values of the variables) in a FORM-OPERATOR.

Although the feasibility-selection (specification of degrees of freedom) for

MOVE-OPERATORs that do not contain variables is free, there is a correspond-

ing expense in that the operator-application process for MOVE-OPERATORs is

considerably more complex than the substitution for wvariables in a form.
One advantage of MOVE-OPERATORs that do not contain variables is
their ability to express classes of operators as a single entity which can

only be expressed as several FORM-OPERATORs. An example is the MOVE-
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OPERATOR, R1: a,h in Appendix BA. In applying this MOVE-OFERATOR, the
feasible model operator, if one exists, will be selected. But, if
represented by the two corresponding FORM-OPERATOR:s, the REDUCE-METHOD
must select one to be applied. If the wrong one is selectad (i.e., the
othexr one contains a feasible model operator) GPS may waste considerable
effort by attempting to reduce differences between the object and the
operator selected,

Characteristic.listeschemas, The use of variables in MOVE-QOPERATORs

allows many MOVE-OPERATOR= which do not contain variables to be expressed
as a single MOVE-OPERATOR. From the previous example, it would appear
that the use of MOVE-OPERATORs that contain variables would lead to more

efficient problem-solving because feasibility-selection can be applied to

larger classes of model operators. Unfortunately, the current feasibility-

selection process does not capitalize on the compactness of MOVE-OPERATORs
that contain variables. GPS applies a MOVE-OPERATOR by first generating

legal variable specifications (those for which the set of TESTs in VAR-DOMAIN
of the MOVE-OPERATOR are satisfied) until it finds a set of values for which
the operator is feasible or for which the difference between the operator

and the object iz not too difficult, This method for applying a MOVE-OPERATOR
has two major disadvantages. First, the operator selected may not be the
easiest operator. An infeasible model operator may be szelected even though

a different variable specification might have lead to the selection of a

AFrom this example, it might seem that the use of variables with restricted
domains in FORM~OPERATORs would yield the generality of MOVE-OPERATORs.
However, this generalization of FORM-OPERATORs would not help im the state-
ment of the distributive law in Appendix B, That is, four of these general-
jized FORM-OFERATORs would be required to express R7,
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feasible Egggl operator. Since all variable specifications seem to be
equally desirable (else further selections for desirability would have
occurred), a better strategy would be to apply the easiest operator first.
The other disadvantage is that the number of different variable
specifications may be large. Any specification of variables by the REDUCE-
METHOD in order to insure the desirability of the operator considerably
decreases the number of legitimate variable specifications that can be
generated in attempting to apply the operator. In the tasks discussed in
the next chapter, no case which had more than five different legitimate
variable specifications was encountered and, in most cases, only one or two
legitimate variable specifications could be generated. However, the number
of variable specifications could conceivably be much larger for other tasks.
In the best of all worlds, the wvariable in a MOVE-OPERATOR would be
assigned feasible values one at a time as they turned up in trying to apply
the MOVE-OPERATOR. This is the main function of the match routine in apply-
ing a FORM-OPERATOR. But considerable complexity is introduced by unspecified
variables in MOVE-OPERATORs. It is difficult to determine which values of
the variables in MOVE-OPERATORs make the operator feasible. In the M-C-OFR
in Fig. 30, for example, the POST-TESTS constrain the feasible value of X
and Y even though X and Y do not appear explicitly in the POST-TESTs. 1In

addition, TESTs, such as
THE M AT THE LEFT is NOT-LESS THAN THE C AT THE LEFT

constrain the feasible values of both X and Y simultaneocusly.
Another difficulty with specifying the variables in MOVE-OPERATORS
as they turn up is the possibility of several feasible values. When variables

do not have unique values that make the operator feasible, the application of
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the. operator will have different results, That is, the resultant class of
objects camnot be represented by a single OBJECT-SCHEMA., 1In such cases, GPS
must decide which member it will work with, since it can only do one thing
at a time.

For example, in the missionaries and cannibals task when GPS attempts
the goal of applying the M-C-OPR in Fig, 30 with TO-SIDE equal to LEFT,
several different results can be produced depending on the values assigned

to the variables, X and Y. When applied to the object,

(LEFT (M 1 C 1) RIGHT (M 2 C 2 BOAT YES))
the result can be either

(LEFT (M 3 C 1 BOAT YES) RIGHT (M 0 C 2))
or

(LEFT (M 2 C 2 BOAT YES) RIGHT (M 1 C 1)).

If the only reason for applying the operator was to move the BOAT to the
LEFT bank of the river, both results would seem equally desirable, and X
and Y would have two equally desirable and feasible wvalues.

Canonization. MOVE-QPERATORS never need to be canonized because

new MOVE-OPERATORs are never created. But, if desirability-selection

specifies several variables in a MOVE-OPERATOR, then the goal of applying
a MOVE-OPERATOR is created. A partially specified MOVE-OPERATOR is repre-
sented by a data structure consisting of a variable specification and the
name of a MOVE-OPERATOR. Since new partially specified MOVE-OPERATORs are

generated during problem solving, their canonization is required. All

partially specified MOVE-OPERATORs are represented homogeneously, and the
IDENTITY-MATCH-METHOD can match them by testing if the MOVE-OPERATOR and

the values assigned to the variables are the same. Thus, the canonization
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process of OBJECT-SCHEMAsS can be used.

The only other data structures which must be canonized as a
result of the addition of MOVE-OPERATORs are differences generated when
a MOVE-OPERATOR is inapplicable. These differences are canonized in
precisely the same way that the differences produced as a result of

comparing an OBJECT-SCHEMA and a DESCRIBED-OBJ are canonized.

D. UNORDERED-SCHEMAS

An example of a task which can use unordered-schemas beneficially

is integration. If multiplicaticon and addition are represented as ordered
binary functions, their associativity and commutativity must be expressed
as operators. On the other hand, multiplication and addition can be
represented as functions of an unordered set of arguments. Then the
commutativity and associativity of multiplication and addition is expressed
implicitly in the representation (provided that none of the arguments of
multiplication was the multiplication of a set of arguments and none of
the arguments of addition was the addition of a set of arguments). This

representation has problem solving implications. For example, the

and

would appear identical if the arguments of multiplication were unordered.

But to make

2
It*(et * dt)

and
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2
J'et * (t*xdt)

identical would require the application of three operators,
To illustrate the problem solving efficiency that can be obtained

by using unordered-schemas to represent unordered sets, consider the

alternate representation of an uncordered set: an ordered set, represented
as a schema, and & permutation operater which permutes any two elements,

To test the identity of two unordered sets represented as schemas, the
permutation cperator musit be applied in an attempt to make the two schemas
identical {(to within a2 substitution for wvariables). Successive application
of the permutation operator corresponds te searching the tree in Fig. 42.

This search 1s unnecessary if unordered-schemas are used instead of =schemas

provided that the wmatch routine can take into consideration their unordered
property. Such a match routine might have to do some search in comparing

two unorderad-schemas. But if the match for unorderedeschemas is only

marginally more expensive than the match for schemas, the savings will be
great because moving the permutation operator inside of the match compresses
the tree defined by the initial situation and the operators,

Testing the identity of two unordered-schemas would be rather straight

forward if they contained no wvariables, However, incorporating the substitu-

tion for variables in a process for matching two unordered-schemas introduce

considerable complexity., To demonstrate this, consider matching the two

unordered sets,

and
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FIGURE 42. The tree defined by a set and a permutation operator, P(y,B),
that permutes the elements,y and B.
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in which u and v are variablesS. Substituting b for u might seem desirabla,
since it makes a pair of elements of the sers identical, But this substitu-
tion would make the two sets different., The match must be sophisticated
enough to substitute ¢ for u (and b for v} in order to recognize that the
two sets can be made identical,

Object-difference and operator~difference for unordered.schemaz are

difficult because there may be several pairings of the elements of the two

sets which seem equally good, Consider the example of applying the operator,
Ieudu ~e” (2)

in which u is a wvariable, to the object,

2
J'tet dt (3)

The operator is applied by matching the left«hand side of the equation to
the object and, if identical, using the right-hand side of the equation as
the result. Obviously, the two sets of factors capnot be made identical
because they have a different number of elements, But either the substitu-
tion of t for u or the substitution of t2 for u will make one pair of
clements identical, The latter is the correct substitution, but only
because the operator,

£ dt = 1/2 d t°

can be applied to (3) in order to make (2) applicable, This cannot be

easily known at the time of matching the left-hand side of (2) to (3).

SThis example also demonstrates that pairing clements lexicographically
is not sufficlent for expressions which contain variables,
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Before GPS was given the integration task, the MATCH-DIFF-METHOD and
the IDENTITY-MATCH-METHOD were modified so that they could match unordered
sets. The modification consisted of several rules for pairing elements
before matching them. First, an attempt is made to match elements that do
not contain variables, An error in correspondence cannot be made pairing
identical elements which do not contain variables, and such a pairing might
prevent an unnecessary substitution for a variable. This modified match
requires a list of properties which is used to rank elements according to
their respective importance. This information, which is task dependent, is
given to GPS exogenously as an IPL structure because it cannot be expressed
in the external representation. After matching constant elements, other
alements are selected in the order of their importance, to be matched allowing
substitution for variables. However, if two elements in the same set are
equally important (have the same property), these elements will be matched
later. The strategy is to find a correspondence between unique, important
elements of the two sets so that the substitution for variables is made
correctly,

Finally, the remaining elements of the two sets are matched. The
differences between the two sets are the unmatched elements. The match
works strictly forward and cannot try two different substitutions for the
same variable. Consequently, in some cases, the match will not recognize

that two unordered-schemas can be made identical; but for the integration

task, this match appears to be sufficient.

In applying the operator (2) to the object (3), for example, first
the two exponential elements are matched because they are considered the most
important. Upon substitution of t2 for u they become identical. WNone of

the other elements can be matched, and the difference reported is that the
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number of elements in the set
{t, dt}

is too large (SET-SIZE).

Object-comparison, operator-application, feasibility-selection,

and canonization for unordered-schemas are all satisfied by generalizing

the match, because the mateh is ineorporated in all of them, With the

list of properties for ranking elements according to their importance, the
generalized match can draw good correspondences between the elements of two
sets even if the two sets are not identical, This together with the
addition of a few set differences, (e.g., set is too small, set is too large)

satisfies object-difference and operator-difference. The existing

desirability-selection process is applicable for uncrdered.schema,

E. LARGE OBJECTIS

The result of an application of an operator in GPS iz always a new
data structure, provided that it is not identical to some data structure
created previously, GPS5 is only designed to handle simple problems (i.e,,
problems that require a limited amount of search) because it is not prepared
to erase these data structures. Hence, the size of the data structures
which represent objects is important; if too large, memory will be exhausted
before even simple problems can be sclved. For many tasks, this difficulty
is critical because in GPS objects represent total situations and the total
situations of some tasks are large. (There is no facility for processing
object fragments as independent data structures.)

An example of a task in which the representation of ebjects is too
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large is chess or any other task which uses a chess boarde, because each
object must represent an entire board situation. By slightly generalizing
the tree structure representation of OBJECT-SCHEMAs to allow any node to
have more than one super node, a chess board could be represented as an
OBJECT-SCHEMA. The TOP-NODE of an OBJECT-SCHEMA that represents a chess
board has sixty~four branches; the nodes to which these branches lead
represent the sixty-four squares of the chess board. For example, the
branch labeled 51 in Fig. 43.a leads to the node which represents the square
S1 in Fig. 43.b. Each square has eight branches, except for the border
squares which have fewer than eight, leading from it to the eight neighboring
squares. For example, the branch labeled FORWARD leading from the node,
which represents S1, to the node, which represents S8, in Fig. 43.a, indicates
that the square S8 is in the FORWARD direction from the square S1 in Fig,
43.b. The position of the pieces on the chess board would be given by the
local description of the squares (nodes} along with any other information
peculiar to a square, such as its color.

Although the representation in Fig. 43.a is convenient for processing7,
a single chess position is very large due to the elaborate system of branches
between nodes. There are 484 branches between the nodes of Fig. 43.a. Since

the internal representation of each branch requires at least two IPL-V words,

6An example of a non-game task that uses a chess board is the problem of
placing eight queens on a chess board so that no queen can capture another
queen,

7This representation is almost identical to the one used in Baylor [2].




{b)

FIGURE 43. (a) is the OBJECT-SCHEMA that represents the chess board
whose squares are named in (b}.
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the internal representation of a single chess position would require more
than 1,000 IPL words. -

Obviously, the information represented by the system of branches
in Fig. 43.a must be expressed to the problem solver somewhere in the
specification of the task of playing chess. But since this information
does not vary from chess position te chess position, it should be represented
only once and not in the representation of every chess position generated during
problem solving. One way to avoid this duplication of information is to
represent chess positions independently of the chess board; e.g., as a list
of pairs in which one member of a pair is a square and the other member is a
piece on the square, This representation contains no informaticn about which
pieces are on adjacent squares, etc. Before considering a particular posi-
tion, GPS would put the pieces on a board such as the one in Fig, 43.a and,
after it had finished processing the position, it would remove the pieces
from the board. This scheme would require the addition of a mechanism for
“"setting up" and '"tearing down" chess positions.

An alternate representation for chess pesitions is teo express the
relationships between the squares of the chess board implicitly in the names
of the squares instead of explicitly in the structure of each object. For
example, the name 81 in Fig. 43.a could contain the information that the
square at the RIGHT was 352 and the square in the FORWARD direction was 58, etc.
That is, S1 would be a data structure as well as the name of a square and
information peculiar to S1, e.g., $2 is at the RIGHT of 81, would be encoded
in the data structure, 51, in some convenient form. This representation
cannot be used in the current version of GPS because LOC-PROGs must be built into
the structure of all objects. Since RIGHT, FORWARD, etc., are LOC-PROG--

they correspond to the branches of tree structures--they must be in the
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structure of objects regardless if the relationships between squares are

expressed in the names of szquares,

¥, DIFFERENCES

In GP3, all types of differences are FEATURES and a particular
difference indicates that the value of the FEATURE is incorrect. If the
value of the FEATURE is a number, the difference designates the amount by
which the number should be increased or decreased in order to alleviate
the difference; if the value of the FEATURE is a symbelic constant, the
difference designates the correct value of the FEATURE. These elementary
differences are not an adequate representation for the differences of some
tasks. That is, for some tasks, GPS's problem solving would appear aimless
because these elementary differences are not sufficient to guide the search.

We can illustrate the inadequacies of the types of differences that
are represented as FEATUREs by a detailed example of how GPS should solve
simul tancous equations. TFig. 44 is an informal formulation for GPS of the
task of solving two simultaneous equations. The initial situation is the
set of the two OBJECT-SCHEMAs in Fig.4%.a. The desired situation expressed
as the DESCRIBED-OBJ in Fig. 44.c represents an expression of the form--Y
equals an expression which does not contain a Z. (Y and Z are considered
the independent variables of the equations.)

The operators, given in Fig, 44.b can all be represented as FORM-
OPERATORs. The «— indicates that the form on either side can be used as the
jnput form and — indicates that the form to the left is the Input form. We

will assume that GPS can do algebraic simplification implicitly and that it

understands that multiplication and addition are commutative and associative.
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{(a) Initial Situation:

1. A*Y¥Y+B*Z=Y+4+E
2. C*Z+¥=D=*Z

{b) Operators:

1. (U+V=Wens(U=W -V

2, U -V =Whas{U=W+7V)
T V=W U=W,/V

b, U/ V=Wes (U=W*TV)
{U=V) 5 (U -~V =0)

6. (U, 0=V} >V
7. U (V+W)—{U*V+UT*Y)

{c} Desired situation:

{ TEX-DESCRIPTION

1. THE SYMBOL AT THE LEFT EQUALS Y .

2. THE SYMBOL EQUALS =

3, THE SYMBOL AT X DOES NOT-EQUAL Y , FOR-ALL
X IN THE RIGHT-SUBEXPRESSION .

SUBEXFPRESSION-TESTS
THE SYMBOL DOES NOT-EQUAL Z . )

FIGURE &44%. An informal formulation of solving two simultaneous equations.
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Thus, GPS does not need to create GOALs to simplify expressions or to
commute two factors,

Since the initial situation is a set of objects, GPS would select
one and attempt to transform it into the desired situation. Suppose that
the first equation in Fig. 44.a were selected. The current version of GPS
would detect that the Y's and the Z in the object should be replaced by

different SYMBOLs, e.g., one of the differences detected would be
RIGHT SYMBOL should not be a Y.

According to such differences, all of the operators would appear desirable,
because they all replace S5YMBOLs with other SYMBOLs. Thus, for this task,
GPS must detect types of differences which are more global than the elemen-
tary types of differences which can be represented as FEATUREs, Suppose
that GPS could detect differences that summarize what is wrong with the
entire object or a subexpression of the object. GPS would recognize the
difference that the first equation in Fig. 44.a contained one Z instead of
none. The only operator capable of reducing this difference is the sixth
operator in Fig. 44.b and V must stand for a subexpression which does not
contain a Z if the operator is to reduce the difference.

GPS would attempt to apply this operator by setting U equal to Z in
order to supply the first input and would lock for the second input to the

operator--an OBJECT-SCHEMA of the form

where V stands for some expression which does not contain a Z. To modify
the second equation in Fig. 44.a so that it could be used as the second
input to the operator, GPS would attempt to reduce the difference that the

expression to the right of'-! contains a Z.
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The first six operators in Fig. 44.b are all relevant to reducing
the difference but only the fifth is applicable and GP5 would produce the

new object
(C*ZY+ Y- {D* Z) = 0.

Since this object has two Zs to the left of 'Y instead of ome, the seventh

operator would be applied to it to produce
Z* {(C-D)Y+Y =10,

which is still not of the fomm
Z=V.

The difference that the subexpression to the left of '=' is too large is

not an adequate summary of this state of affairs, because the first operator

in Fig. 44.b would seem very desirable since it can be applied to produce
Y=-2%{C-D).

A better difference is that the Z is in the wrong pesition; it should
be higher in the subexpressicen to the left of'=! Using this difference, GPS

would select and apply the first operator in Fig. 44.,c producing
Z* (C-D)=-%Y,

Detecting the same difference again, GPS would select and apply the third

operator in Fig. 4&.c to produce
Z = -Y/(C - D).

The Z in the first equation in Fig. 44.2 can now be replaced yielding
A*Y-B*Y /(C-D)=Y+E.

This example illustrates that GPS must have a gocd set of differences

to guide its search. Two types of differences were introduced that cannot
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be represented in the current version of GPS: Tree structure types of

differences referred to the global properties of tree structures or subtree

structures, e.g., a tree structure contains too many occurrences of a

particular symbol. The position type of difference which cannot be

represented as a FEATURE refers to the position of a particular symbol.

Such a difference denotes where a symbol should be, relative to where it is.
In GP5-2-5, the match could detect tree structure differences between

two OBJECT-SCHEMAs, e.g.,

"the number of Z's occurring in a tree structure
should be decreased by one."

This facility could easily be added to GPS. However, to detect these types
of differences between an OBJECT-SCHEMA and a DESCRIBED-OBJ is considerably
more complex, because their modes of representation are different, and the

degsirability-selection process for MOVE-OFERATORS assumes that the types of

differences are FEATURES. By making some of the routines in GPS more
sophisticated, tree structure types of differences could be added to GPS
although there probably are some unforseen difficulties.

On the other hand, position types of differences cannot be added to

GPS without extensive modifications. The reason is that the match places

the nodes in the tree structures of the two OBJECT-SCHEMAs intoc correspondence.

The resulting differences which are detected are all of the form:

At a particular position in the tree structure,
certain features should have certain wvalues.

In order to find position differences, the match must place symbols into
correspondence and compare their positions in the tree structures., For
example, in the two tree structures in Fig. 45, the match must place the

Z's in correspondence to detect that the Z in Fig. 45.a is to the LEFT of

—
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(a) =
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FIGURE 45. Two tree structures which are matched in solving the task in Fig. 44.
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the LEFT of the Z in Fig. 45.b. Thus, both tree structure differences
and position differences cannot be used because of shortcomings in the

object~difference, operator-difference and desirability-selection,

G. CONCLUSION
The initial motivation for this research comes from the tasks them-
selves; they could not be expressed in the internal representation of
GP5-2.5. But the majority of this research focuses on the processing
implication of several modes of representation.
In generalizing GPS, the trend appears to be toward richer representa-
tions whose structures are simple enough for GPS to understand. The

structure of test-processes is too complex for GPS to understand and thus,

GPS's problem solving techniques cannot be applied to this mode of repre-
sentation,

On the other hand, GPS can sufficiently understand unordered-schema

and characteristic-lists~schemas to apply its problem solving techniques to

them. There are difficulties. 1In going to characteristic-lists-schemas, the

types of differences were limited to FEATURES; GPS can no longer detect the
"tree structure" types of differences that GPS-2-5 detected in the logic task.

In matching two unordered-schemas, GPS cannot guarantee that they cannot be

made identical if it fails to find a match. However, GPS can sufficiently
process these modes of representation to solve the tasks in the next chapter,

Both unordered-schemas and characteristic-list-schemas are more general

representations than the schemas which were used exclusively in GPS-2-5.
Either can be used to represent classes of schemas and any schema can be

represented by an unordered-schema or a characteristic-list-schema. However,

schemas still play an important role in the internal representation of GPS.
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A DESIRED-OBJ can only be compared to an OBJECT-SCHEMA and not to another
DESIRED-OBJ, Similarly a MOVE-OPERATOR can ovnly bz applied to an OBJECT-
SCHEMA and can only produce an OBJECT-SCHEMA. The reason for this dichotomy
is that the values of FEATUREs are given explicitly in OBJECT-SCHEMAs,
whereas the valucs of FEATUREs in DESCRIBED-OBJ may be given by several
constraints., Consequently, the process for evaluating a FEATURE can only
find the values of the FEATUREs of OBJECT-SCHEMAs.

In moving to richer representations, GPS8's basic knowledge had to be
enlarged by increasing the variety and complexity of its basic processes.
This seems to imply larger and more inefficient programs; but there is
considerable evidence to the contrary. With the addicion of one complex

process, others may come practically free, The object-.difference process

for DESIRED-OBJ and the operator-difference process for MOVE-OPERATORs use

much of the same apparatus. Although the operator-application process for

MOVE -OPERATORs is complex, the feasibility-selection is free, All data

structures are canonized by the same basic canonization process and the

canonization of a new type of data structure, e,g., FEATUREs and partially
specified MOVE-OPERATORs, 1is a trivial addition to GPS,.
The processing required for richer representation may be more effi-

cient, By using MOVE-OFERATORS without variables feasibility-selection can

be applied at no additional expense to larger classes of model operators
than was possible when FORM-OPERATORs were used. GSimilarly, the use of

variables in MOVE-OPERATORs allows the desirability-selection to be applied

to a much larger class of model operators than is possible when operators

are represented as characteristic-lists or schemas., Although the match for

unordered-schemas is considerably more expensive than the match for schemas,

the space which must be searched by GP5 s exponentially smaller.
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The generalization of GPS has focused on 8 particular greup of
tasks, TIf other tasks had been chosen, the generalization might have
followed a quite different course. The tasks dealt with in this research
were not chosen arbitrarily. Some categories of tasks, e.g., many optimi-
zation tasks, were deliberately avoided because we knew of no obvious
heuristic search formulation for them. Other categories of tasks were
avoided because of deficiencies in GPS's problem solving methods. For
exanmple, games were avoided because GPS does nct have a method for consider-
ing the opponent's moves and interests in addition to its own,

The organization of GPS is particularly suitable for the addition
of new mechanisms., 1Its problem solving techniques are segmented into a
number cof special purpose metheods and general processes common to the
application of all methods. A& method for working backwards {applying the
inverse operators to the desired situation and objects derived from it)
could easily be added when the desired situation is an OBJECT-SCEEMA, How-
ever, it would be difficult to make this method general enough to be
applicable when the desired situation is a DESCRIBED-OBJ, since operators
are only applied to OBJECT-SCHEMAs. This example again illustrates that the
addition of new methods increases the problem solving demands, which in turn
limit the modes or representation that can be used., Hence, to keep GPS's

problem solving demands constant, its methods were not augmented.

Of the tasks dealt with in this research, GPS can solve some, typified

by the tasks in the next chapter, However, others were not given to GPS
because of inadequacies in its representation. Examples of such tasks are
board puzzles, in particular, the match-stick task in Fig. 46 and the block
puzzle in Fig. 47. One difficulty, already discussed, is that the objects,

which are board situations, are too large for GPS's limited memory. However,

e
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Generic form of objecta: A configuration of match-sticks on a table.

Initial situwation:

Desired situation: A configuration containing four squares that can be
obtained by moving precisely three match-sticks.

Operator: Move a match-stick from one place te another.

FIGURE 46, A match- stick task,

Generic form of objects: A configuration of the nine blocks in the box,

Initial situation:

Desired situation: A configuration im which block #3 is in the lower left corner.

Operator: Move any block into an adjacent vacancy; e.g.,move block #8 into the
vacancy at its left.

FIGURE 47. A block puzzle,
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the main difficulty is that the types of differences (FEATUREs) of GPS are
not adequate to guide GPS's search effectively, for most beard puzzles,

The elementary types of differences used in GPS also prevent GPS
from solving other tasks such as proving trigonometric identities, proving
logic thcorems, and solving simultaneous equations. Although GPS was given
a logic task using the MOVE-OPERATOR: in Appendix B, it could not solve the
task because of its inadequate representation of differences, This task had
previously been solved by GPS-2-5.

This concludes the discussion of GPS. Chapter VI demonstrates GPS's
generality and ability via concrete tasks., C(learly, these tasks are a

representative, and not an exhaustive, example,



CHAPTER VI: TASKS GIVEN TO GPS

This chapter discusses eleven different tasks which were given to
GPS. The discussion of each task consists of four parts: a description
of the task; a description of the specification of the task for GPS; a
description of the way in which GPS attempts to find a solution for the
task; and a discussion of the important aspects of giving the task to GPS.

All of the tasks in this chapter were run on the CDC, G21 computer.
The IPL-V system on this machine has an '"available space" of about 20K IPL
locations. On the average, 76K IPL instructions were spent on processing
a GOAL, This amounts to approximately 76 seconds per GOAL on the G21 or in
more common terms (since the G21 is a rare machine), about 17 seconds per

GOAL on an IBM 7090.

A, MISSICNARIES AND CANNIBALS TASK
The missionaries and cannibals task (described on page 1) has been
solved by GPS-2-21.

GPS Formulation

The missionaries and cannibals task has already been discussed exten-
sivelyz, and only the details are given here. The task is formulated for
GPS in Fig. 48. TOP-GOAL is a statement of the problem. INITIAL-OBJ, shown
in tree structure form in Fig. 49, represents the situation when all of the

missionaries, all of the cannibals and the BOAT are on the LEFT bank of the

1See pages 92 to 96 in Newell [35].

2The formulation of the M-C-OPR is described on pages 93-100;
the translation of Fig. 1 is described on pages 113-5.
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RENANE i
LEFT = F1RST
RIGHT = SECOND
i
DECLARE {
BOAT = ATTR[BUTE
L ® ATLRIBLTE
H=L = WEATUPE
8=R = ZEATUPRE
C=L = TEATURE
C~R = ZEATURE
DESIRER~0BJ = OBJECT-SCHEMA
FAGH-SINE = Lnl-PROG
FROM~SIDE-TESTS = Vv-TESTS
INITiAL~0BJ = OBJECT-SCHEMA
M & ATTRIBUTE
M-C~0FPR = HCYE-OFPERATOR
M=L = REATURE
M=R 3 REATURE
SIDE-SET = S6T
TO=5108 = LOC-FROG
TO~51DE~TESTS = ¥w-TESTS
X = COWSTANT
A+Y = TAPRES
¥ = CONSTANT
Del.2=BET = 57

1,2 = SET

Figure 48: The specification for GPS of the missionaries and cannibals task,.
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L
TASK=STRUSTURES (
TOP-GOAL = { TRANSFORM THE INITIAL=-0BJ INTD THE DESIREQ=O0BJ § )
INFTIAL=0RJ ® U LEFT ( M 3 C 3 BOAT Y35
RIGHY ¢ W 0 G 0 )
DESIRER~DORJ = ( LEFT ( M 0 C 0 )
RIGHT ( M 3 T 3 BOAT YES ) )
Y 8 [ X * Y )
1e@ = [ 1 2
Delr2~§ET = € 0 1 2
SIDA-S8T = ( LEFT WIGHT )
FROM~SEDE=TESTS = |{ 1. THE ® OF TME FROMSIOE IS NOT-LESS=THAN
THE C OF THE FROM-SIDE ,
2. THE M OF THE FROM=SIDE EQUALS o , }
TO=SIDE=-TESTS 3 ¢ 1. THE M OF THE TO=SIDE I3 NOT-LESS=THAN
THE C OF THE TO<BIDE .
2., THE M OF THE TOeGBIDE EQUALS D . )
M=G+DPR = ( CREATIDN-OFERATOR
£ HOVE x MISSIQNARIES AND Y CANNIBALS FROM THE FROM=SJDE TOD
THE To=-31DE ¥
VAR~DOMAIN
1, ¥ 15 A CONSTRAINED~MEMBER OF THE 0.1,2=-5ET ,
THE QONSTRAINT 1§ XeY IS JN=THE=SET 1.2 ,
2. ¥ IS A CONSTRAINED-MEMBER OF THE fi.1,2-SET ,
THE CONSTRAINT 1% X+Y 1S5 IN-THE=BET 1,2 ,
3. THE FROM~SIDE [S AN EXZLUSIVE<MEMBER OF THE S4DE-SET .
4, THE TO=-5]DE 15 AN EXCLJSIVE=MEMBER OF THE SIDE=SET ,

Figure 48: (continued)
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C ON
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2. DECREASE BY THE AMOUNT X THE M AT THE FROM=SIDE ayD ADD

IT TO THE M AT THE T3aSIDE ,

3. DECREASE BY THE AWOUNT ¥ THE 3 47 THE FROM-STOE aND ADD

1T TC THE C AT THE TJ=SIDE .,

POST~TESTS

1. ARE ANY 0OF

THE FROM=S]DE~-TESTS TRUE ,

2. AHE ANY QF THE TO=-S[9E-TESTS TAUE |

o THE LEFT .

ON THE RIGHTY

THE LEFT .
THE RIGHT ,
THE LEFT .

THE RIGHT .

f H-R B-~L

TABLE=3F-COMNECTIONS = L

COMPARE~QHJECTS = ¢ BASIC-MATCH
BASIC=HATCH = | CONP=-FEAT~LIST

QBJ=-ATTRIB =

LIST-O&-vaR

)

END

I 4 C BOAT

= { FROM=SIDE TO=S[DE X ¥ 1

H

H

]

)

COMMON=DIF FERENCE

1

=L 8=L )}

Figure 48:

M=-3=0FF 3 1}

(continued}
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IGHT

o=
(=)

LE

M3 |

cC3
BOAT YES!

FIGURE 49, The tree structure representation of INITIAL-0BJ.
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river, M is the ATTRIBUTE whose value is the number of missionaries, and

C is the ATTRIBUTE whose value is the number of cannibals. The wvalue, YES,

of the ATTRIBUTE, BOAT, signifies the presence of the BOAT, while the

absence of the BOAT is indicated by the absence of a value of BOAT.
DESIRED-~0OBJ is the QOBJECT-SCHEMA that represents the sitvation when

all of the missionaries, all of the cannibals, and the BOAT are at the RIGHT

bank of the river.

The only operator in this formulation is the M-C-OPR whose application

has the effect of moving X missicnaries, ¥ cannibals and the BOAT from the
FROM-SIDE to the TO-SIDE. The first two TESTs in VAR-DOMAIN require that
both X and Y are either 0, 1, or 2 and that their sum is either 1 or Z. The
sum of X and ¥, which represents the number of people im the BOAT, cammot
be less than 1 because there must be someons coperating the BOAT. Since the
capacity of the BOAT is two, the sum of X + Y must be no greater than two,

The third and fourth TESTs in VAR-DOMAIN designate that FROM-SIDE and
TO-SIDE stand for different banks of the river. The three TRANSFORMATIONs
have the effect of moving across the river the BOAT, X missicnaries, and Y
cannibals, respectively,

The formulation assumes that in all existing cobjects no missionaries
are eaten and checks this constraint before producing a new object., If
POST-TESTS are satisfied, no missionaries will be eaten in the resultant
OBJECT-SCHEMA, because they cannct be eaten in the BOAT, due to its limited
capacity. Since GPS does not understand the concept of "eating', it wust be
told, explicicly, that a misgsionary must be present before he can be eaten
{the second TEST in both FROM-SIDE-TESTS and TO-SIDE-TESTS).

COMPARE -OBJECTS and BASIC-MATCH indicate that all differences are

observed at the TOP-MODE, and that only the ATTRIBUTEs of the node at the

———

[ )
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LEFT are matched. Since the formulation prevents the missionaries from
being eaten, everything which is not at LEFT must be at RIGHT. If the
values of corresponding ATTRIBUTEs of the RIGHT are also matched, the
differences detected would cause the same operators to be selected.

DIFF-ORDERING designates that types of differences that pertain to
the BOAT are easier than those that pertain to the missionaries or cannibals,
TABLE ~-OF -CONNECTIONS signifies that the M-C-OPR is relevant to reducing all
differences and does not contain any information about the desirability of
operators to reducing particular types of differences. OBJ-ATTRIB lists
the ATTRIBUTEs of this task and LIST-OF-VAR lists the variables that appear
in Fig. 49.

NEW-OBJ is a criterion for selecting OBJECT-SCHEMAs from a SET of
OBJECT-SCHEMAs and does not appear in Fig. 48, because it was given to GPS
as an IPL-V structure., This criterion is used in conjunction with the
TRANSFORM-SET-METHOD (see Fig. 25). The first submethod is a SELECT GOAL-
SCHEMA whose selection criterion is NEW-0OBJ in this task as well as in several
other tasks (water jug task, father and sons task). However, a different
criterion may be used, For example, the predicate calculus task uses SMALLEST
(sea page 220) as the criterion.

Any OBJECT-SCHEMA that has never appeared in the statement of a
TRANSFORM GOAL fulfills the NEW-OBJ criterion. GPS attempts to generate new
GOALs (EXPANDED-TRANSFORM-METHOD) whenever it runs into trouble; e,g., enters
a loop by generating a GOAL equivalent to an old GOAL., Transforming an
OBJECT-SCHEMA that fulfills NEW-OBJ into the desired cbject is a new GOAL and
attempting it might yield new results.

The TRANSFORM-METHOD has been slightly generalized for this task (and

this generalized version is also used in the Bridges of Konigsberg). Whenever
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the MATCH-DIFF-METHOD detects more than one difference with the same
difficulty according to DIFF-ORDERING, GPS has the capability of generating
more than one REDUCE GOAL. The rationale is that since GPS has no reason

for selecting any difference in particular, it considers them all, if necess-
ary. ‘The TRANSFORM-METHOD (shown in Fig, 17) terminates on the FAILURE of
the REDUCE GOAL-SCHEMA method (fifth submethod). In the generalized version
of this method, FAILURE of the REDUCE GOAL~-SCHEMA method causes GPS to
attempt to construct another REDUCE GOAL.

Behavior of GPS

Fig. 50 shows the behavior of GPS in solving the task in Fig. 48. 1In
attempting TOP-GOAL GPS detects that there are too many missionaries and
cannibals at the LEFT and that the BOAT should not be at the LEFT. GOAL 2 is
created in an attempt to reduce the number of cannibals at the LEFT and the
M~C-OFR with Y equal to 2 and FROM-SIDE equal to LEFT is considered relevant
to reducing this difference. GOAL 3 results in OBJECT 5, and GPS attempts
to transform the new object into the DESIRED-OBJ (GOAL 4).

Since there are still too many cannibals at the LEFT (GOAL 5), GPS
attempts to move the remaining cannibal to the RIGHT (GOAL 6). In an attempt
to bring the BOAT back to the LEFT (GOAL 7), GPS applies the M-C-OPR with
the TO-SIDE equal to LEFT (GOAL 8) and OBJECT 6 is produced. GPS moves one
cannibal across the river (GOAL 9); it does not realize that bringing the BOAT
back to the LEFT also brought a cannibal with it. Since transforming the
result of GOAL 9, which is an old object, into the DESIRED-OBJ is an old
COAL, GPS does not attempt it but looks for something else to do.

GOAL 11 is created in an attempt to transform all of the OBJECT-SCHEMAS,

which are derived from the INITIAL-OBJ, into the DESIRED-OBJ. (OBJECT 4,
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1 TOP=32a] TIAVBFORM [NITI14L=-0B8J [NTD OESIRER-08J {SUBGOAL OF NONE)
2 GOA_ 2 REDICE m=L ON TYITIEAL=-D3 (SURAGOAL OF TOP-GOAL)Y
3 3340 3 A2PLy M.C-0PR WITH vy = 2, FROM~SEIDE ® LEFT, TO INITIAL-ORJ t(SURGOAL OF 2)

SET: ¥ = 0, TO=SIOE = RIGHT
ABJECT 51 (LEFT(M 3 C 1) RIGHT(M n C 2 BnAT YES))

2 GTAL 4 TIANSFORM 5 IyTD DESIRED=3IBJ (SUBGOAL OF TOP.GDAL?}
3 324 5 REDIICE C-L ON 5 (SUBGOAL OF 4}
4 SQAL A APPLY M-C-02R WITH ¥ = 1, FROM=SIDE = LEFT, TD & (SUBGODAL OF 5)

SETY X = 0, TO=SIDE = RIGHT
5 30AL 7 RFDUCE B-L ON 5 (SuUBGOAY QF &)

4 308 % APPLY M=C«QPR WITH TO-S8IDE = LEFT, TO S tSUBGDAL OF 7)
SET: vy = 1, x = 0, FROM=SIDE = RIGHT
NBJECT 6! (LEFT(M I C 2 BnAT YES) RIGHTIM n C 1)}

% 30AL 9 APPLY M=C.DPR WITH Y = 1, FROM=SIDE = LEFT, 13 & (SUBGDAL OF &)
SET: X = r, TO=-SIDE s RIGHT
NBJECT 58 (LEFT(M 3 C 1} RIGHT(M o C 2 BDAT YES)}

2 GhaiL 11 TRANSFORM 4 [NTO DESIREO-0BJ {SUBGOAL DF TOp-GOAL}
X 334 17 ZELECT FrUM 4 A/C NEW-0BJ OF DESIRED=-08) tSU360AL OF 11)
4 SELEZTED
3 37AL 17T TRANSFORM « INTO DESERSD=QRJ (SUBGOAL OF 41}
4 308L 14 RENUGCE C=L 3N 4 (SUBGOAL OF 13}
3 304L 15 APPLY M-5=0PR WITH Y = 2, FROM-SIDE = LEFT, TO & {SUBGOAL nF 14)

SETt « = 0, TO-SIDE = RIGHT
MRJECT 7t (LEFT(M 3 C n) RIGHTI(M n C 3 BOAT YES))
4 GJAL 14 TRANSFORY 7 INTE DESIRED=OBy (SUBGOAL OF 13)

5 304L 17 REDUCE M-L ON 7 (SUBGOAL OF 18)

Figure 50: The performance of GPS on the missionaries and cannibals task.
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5 308L 18 APPLY %=C-0PR #[TH X = 2, FROM-SIDE = LEFT, TO 7 {SUBGOAL OF 17)
SET! ¥ = n, TO=S5IDE = RIGHT

7 32AL 19 FEDYZE B-L oN 7 +SUBGDAL OF 181

8 2pal 2 APOLY M=C.OPR WITH TA-SIDE = LEFT, TO 7 (SUBGOAL OF 18}
SET: ¥ ® 1, %X = N, FROM=SIDE = RIGHT
NBJECT &: (LEFT{M 3 C 1 BNAT YES) RIGHT(M n £ 2)?

7 3DaL 21 prPPLy MuC=0BR WITH % = 2, FROM-SIDE = LEFT, TO 8 (SUBGOAL OF 18)
SET: v = 0, TO-SIDE = RIGHT
NBJECT 9t (LEFT(M 1 C 1)} RIGHT(M 2 C 2 BDAT YES))

3 GIAL »2 TRANSFORM ¢ INTO DESIRED=-nBJ (SUBGOAL OF 48)
& 3n&L 2T REDUCE C=L ON ¢ (SUBRDAL DOF 22)
7 39AL 24 APPLY M<C=0PR WITH ¥ = t, FROM-SIDE = LEFY, TO 9 (SUBGOAL DF 23)

SET: ¥ = N, TO=-SIDE = RIRHT

3 foal. 25 REDUCE B-L ON 9 tSUBGOAL OF 24)

9 GOAL 26 APPLY MaC-CPR WITH TO=8IDE = LEFT., T2 9 {SUBGOAL OF 25}
SETt v = 1, ¥ =2 1, FROM=SIDE = RIGHT
N3JECT 103 (LEFT(M 2 C 2 RDAT YES) RIGHT(M L C 1))

3 GoaL 27 APPLY M=C.OPR WITH Y = 1, FROM=SIDE = LEFT. TO 10 (SURGOAL OF 24)
SET: ¥ = 1. TO=-SIDE = RIGHT
NBJECT 9t (LEFT(M 1 C 1) RIGHTIM 2 C 2 BOAT YES))

A34L 12 SELERT FROM ¢4 4/C NEW-CBJ OF DESIRED-0BJ (SUBGOAL OF 111
1) SELECTER
37A. 2% TRANSFORM A INTO GESIRED~QBJ (SURGQOAL OF 31}
4 50&L 39 RENUCE CeL ON R tSUBGCAL OF 29)
Q&L 31 APPLY M-2-0OPR WITH ¥ = i, FROM-SIDE = LEFT, TD & {SUBGDAL NF_3M)

SET: x = 0, TO=-SI0E = RIGHT
PBJECT 7% (LEFT(M 3 C 0} RIGHTI(M n C 3 BOAT YESH)

398L 12 SELENT FRDOM 4 AsC NEW=08)} OF DESIRER-0BY tSuU3GDAL OF 11)
10 BELEZCTED
374, It TRANSFMRM 1g INTC DESIQEL-DSJ {SUBGOAL OF 11}

Figure 50: (continued)
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4 30iL 34 FENUCE C=L ON 10 (SUBGOAL NF 331

2 a0fL 35 APALY MaI-UPR WITH ¥ = 2. FROM=SIDE = LEFT, TD 10 (SUBGDAL OF 34)
SET: ¥ = 2, TO-SIDE = AIGHT

2 530¢L 3% RENUME W=L ON 10 tSUBGOAL OF 33)

5 70AL 37 APPLY M-C=0PKH WITH ¥ = P, FROM=SIDE = LEFT, TD 410 (SURGODAL OF 36}
SET: vy = 0, TO=SIDE = RIGHT
ARJECT 11: (LEFTIM 0 € 2) RIGHTIM 3 C 1 ROAT YESH)

4  GOAL 38 TRANSFORY 11 INTD DESIREN-08J (SUSGDAL OF 33}
5 50eL 39 RENUCE C-L ON 14 tSUBGOAL OF 38)
4 304L 47 APPLY ¥=C=0PR WITH ¥ = 2. FROM=SIDE = LEFT, Tn 11 {suBGaoal oF 39)

SeT! X = Ds TI=SIDE = RIGHT
7 322 41 FEDUZE R~L n¥ 31 (SUBGODAL OQF 4m)

9 GOAL 47 APPLY ™=CaNPR WITH Tn=-SIDE = LEFT, T0 11 (SURGOAYL OF 41y
SET: v = 1, ¥ = 0, FROM-SIDE = RIGHT
NBJECT 12t (LEFTI(M 0 C 3 ROAT YES) RIGHT(M 3 C 01}

7 3JA_ 4% APPLY MaC~-0pPA WITH Y = 2, FROM=SIDE = LFFT, TO 12 (SUBGOAL OF ap}
SETY X = 0a TI=SIDE = RIGHT
NAJECT 13: (LEFTIM 0 C 1} RIGHTI{M 3 C 2 ROAT YES))

% GIA. 44 TRANSFORM 413 INTN DESIREDCRY (SUBGDAL OF 38)
4 INA. 45 REOUCE C=L ON 13 LSURGOAL BF 441
? 304 4k LPPLY MaU=0RR WITH ¥ = 1, FROM«SIDE = LFFT. TO 13 (SUBBOAL OF 45)

SET: ¥ = p, TO-SI0E = RIGHT
1 504l 47 REDUCE B=-p ON 13 (SUBGOAL OF 46

9 GOAL 4B 4RPLY MaC=0PR WITH TO0«SIDE = LEFT, TO 13 (SUBGDAL OF 47)
SE1% ¥ = 1, ¥ = 0, FROM-SIDE = RIGHT
NRJECT 14: CLEFT{M 0 C 2 ROAT YES) RIGHT(M 3 C 1))

A 80AL 4% APSLY M-C.0PR WITH Y = 4, FROM=SIDE = LEFT, TO 14 (SUUEGDAL OF 46)

Figure 50: (continued)
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QET} X = h, TO=81DE = RIGHT
MBJECT 13 (LEFTEM D € 1} RIGHTEM 3 C 2 BROAT YES})

3 334L 12 SELECT FFOM 4 A/C NEW-0B) OF DERIARED=08J {SUBGDAL DOF 11)
14 SELECTED
3 37AL 51 TRANSFCFM 12 [NTO DESIRED=-0HJ tSURGOAL OF 11)
1 3pAL 55 RENURE CeL ON 12 (SUBGOAL OF 512
3 194L 17 SELEMT FROM & Az NEU-0B) GF DEQIRED-08) (S13604AL OF 11)
14 SELZCTED
A 30A. 54 TRANSFORW 14 [NTO OESIRED-08Y (SUBGOAL OF 11)
4 3QFL 53 RENURE CeL ON 14 (SUBGOAI OF 54)
5 308 5A LPPLY MaJ-0RP WITH Y = 2, FROMSINE = LEFT, 79 14 tSURGAAL OF E57

SET: ¥ = n, TO=-SIDE = RIGhT
NAJECT 15 (LFFTIM D C 0O} RIGHTI(M 3 C 3 ROAT YES))

4 GIAL 57 TRANSFORY 15 INt0 DESIRED=-DARY {SUBGOAL OF 54)
SUCCESS

Figure 50: (continued)
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which is the SET of all OBJECT-SCHEMAs derived from the INITIAL-OBJ, is
generated internally by GP5). GOAL 13 is created because OBJECT & has
never appeared in a TRANSFORM GOAL. Since there are too many cannibals
at the LEFT in OBJECT 6 (GOAL 14), two are moved across the river (G0AL
15, OBJECT 7).

Evervthing goes smoothly until GOAL 27, which results in an eold
object, at which point GPS generates a GOAL identical to GOAL 22. GPS
does not reattempt GDAL 22 but generates a new GQAL (GOAL 29) by selecting
a NEW-OBJ (OBJECT 8). Attempting GOAL 29 quickly leads to the old object,
QBJECT 7 (GDAL 31) and the old GOAL, GOAL 16,

GOAL 33 is generated by selecting another NEW-OBJ and GPS does not
run into tiouble until GOAL 49 which results in an old object. Again a new
GOAL is generated by selecting a NEW-O0BJ. GOAL 52 is abandoned because
attempting it creates a GOAL identical to GOAL 43. The generation of GOAL 54
quickly leads to success.
Discusaion

It is instructive to compare the specification of the missionaries
and cannibals task in Fipg. 48 with its specification for GPS-Z-ZB. The
latter contains information about the nature of operators which the current
GPS discovers for itself. GPS-2-2 was given ten operators: Move one
missionary from left to right; move two missicnaries from left to right; move
one missionary and one camnnibal from left to right, etc, The desirability
of these operators for reducing the various types of differences was given
to GP3-2-2 exogencusly in the TAELE-OF-CONNECTIONS, In Fig. 48 there is
only a single operator. In applying this operator, GPS specifies the wariables

50 that the operator performs a desirable functiom.

38ee pages 92 to 96 in Hewell [35].
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GP5-2-2 was given a desirability filter for operators. This filter
prevented GPS-~-2-2 from attempting to move more missiomaries and cannibals
across the river than there were on the side from which they were being
moved, Such a separate filter is umnecessary in GPS because GPS never
considers applying such an operatcor., Each operator in the GP3-2-2 formula-
tion consisted of an TPL routine with its parameters (described on pages
30-3 ). The operator filter was alsc encoded in IPL. Not only is it tedious
to construct IPL routines but the constructlon of these routines required
some knowledge of the internal structure of GPS. The M-C-~0PR in Fig. 48

contains no infeormation about the internal structure of GPS.

B. INTEGRATION
This task is analogous to that faced by an engineer who wants to
integrate an expression symbolically. If the expressiom is at all complex,
the engineer will probably use an integration table; otherwise, he will use
an elementary integral form which he has memorized., Although all of these
forms can be derived either by limiting procedures or from previously
derived forms, it is impractical for the engineer or GPS to do so,

GPS Formulation

Ouly the details of integratiom are described here because this task
has already been discussed extensively., Fig. 51 is the GP53 formulation of
the task of integrating EXPRESSION-1, shown in tree structure form in Fig. 52,

which represents the integral,

2
J'tet dat .

THO is used instead of '2" because TWO is a symbolic CONSTANT and not a

number (IPL data term). By convention a value of SYMBOL cannot be a number.
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REMAME i
LEFT = FlAsT
RIGHT = SELUNU
L
DECLARE t
GG = ONARY=LONNELTIVE
b » UNGRTY=LUNNECTIVE
DESIKEY=ndd = UESCRIGED-0HY
EXP = NwART=LUDNNELTIVE
INTEGRAL = UNARY=LONWEUTIVE
LOG = UNARY=UONMEUTLIVE
SIN = UNARY=LONNECTIVE
SYHBOL = AITRIBJUTE
SYM=LIFF = FEATURE
= % UNARY-LONNELTIVE
(] N-ARYLCONMEUTIVE
* 8 N=aARYrLDNNECTIVE
I}
LisT ¢
EYPRESSIONRL = { THE ENTEGHAL UF ¢ T o ( E EXPF { T EXP TWO ) % = D T ) )
INTEGRATE = L 1, t The [NTEGRAL QF L t 1) EXP N ) = D 11 ) YIELNS
§ 00 EXP L N + ONE ) ) % £ L N + ONE ) EXP = ONE ) ) ) ,
2y ¢ Fhe INTEGRAL OF ¢ U E&P = ume ) O U 1 YIELDS
LOG W )
3. ¢ THe INTEGRAL DF { BIN U e D U ) YIELUS = COS U ) »
4, ( THe INTEGRAL OF ( COS ©) » W U } Y]ELDS BIN U ) ,

Sua 0 I'He INTEGREL QF ¢ U & Dy 3 YIELDS © 4y EXP TwQ ) «

2
Figure 51: The specification for GPS of the task of integrating ‘rtet dt,
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{ Twd EXF = UNE 1 1 3 ,
6. € Thz [NIEGHAL OF ¢ ¢ E EXA J » # D Ut Y[ELDS
[ = eXP U )},
Fo U IPE INICEGKAL OF € L F » G » ®= 0 U } YIELDS ¢ THE INTEGRAL
JE U F = 0y 1+ THE L4TEERAL OF ( W # J U 1 1 )1
DIFFe-AesTisTe ® ¢ 3. 4 4 SIN U ¢« U U F YlEWLDS = 0 COS U T,
€. | 1 CJS w # J U} FIELDS 0 SIN LU J .
do 4 4w+ U U ) FIELDS U [ Twy EXP =~ ONE 1 #
St EX? OTWD O b b,
4, { L (Y EAP = ONE b # DU } THELDS O LAG U 1 1
EXPRESS]ON=2 = § [HE [HTEGRAW OF ¢ 0 [ ¢ Riv 4 € & T ] EXP TwD + #
CUS ¢ C & T ) ) # LT EN «QJE 1 1 0T 2
H
TASK=STRUCTUIES t
TRPAGJaL & | TRux&kOMs EXPRIESHL0N=1 1NTO THE LeSLIRED=OH] . )
DEFIREDaDIy = § SUHEAPAESS[0N-TESTS
1AE SYMEDL DOES mIT-EQUaL INTELRAL . 1
SYH~LLFF = € SYMEJL 7
YABLE-JF=JLNNECTIONS = ¢ 1, ( SET-3LZE DIFFEREATIRIE 1}
2+ { SYM=UIFF INTEGRATE 1
UIFF=JR0EIING = ( L. S¥W-LIFF
2. SET=512g 3

LIST=0r=0x = 4 1MTEGRATE OJFFEREMTIATE
LIST=0f=Vtr = 4 ¢ G U & )

1

ENl

Figure 51: (continued)
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FIGURE 52. The tree structure representation of EXPRESSION-1, The symbols
at the nodes are walues of the ATTRIBUTE, SYMBOL of the node.
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The only numbers used are integers. Fractions are represented by the use of
EXF, For instance, 2/3 is represented asTWO * ﬁTHREE EXP - ONE). EXPRESSION-1
and the oparators of this task are translated as a linear list of symbols

(LIST mode) after translation, The DESIRED-OBJ represents an expression

which does not contain an 'I', i.,e,, at every node the value of the ATTRIBUTE,
SYMBOL, is not INTEGRAL., TOF-GOAL is the statement that the problem is to
remove all oeccurrences of INTEGRAL from EXPRESSION-1,

In this task there are only twe operators-~-INTEGRATE and DIFFERENTIATE--
both of which are a SET of FORM-OPERATORs separated by commasz. INTEGRATE
represents an integral table, since each of the FORM-OPERATORs which it
contains is a standard integral form. For example, the first FORM.OPERATOR

in INTEGRATE represents the integral form,

Iun du = u

Similarly, DIFFERENTIATE represents a table of standard derivatives,

In addition to these two explicit operatorz, there are several opera-
tors given to GPS as IPL structures which will be discussed in detail later.
These operators, listed below, can be applied implicitly; i.e,, without

creating special GOALs to apply them:

a.. commutativity and associativity of addition

b, commutativity and associativity of multiplication

c. I ¢ £(u) du =c¢ | £(u) du

d. d {c £(u)) = ¢ d (£(u))

e. d (e + £f()) = d (£))

£f. u = v implies that wu = wv

g. numeric simplification; u * 0 =0, u* 1 = u,
u-+0=20, uEBXP 0 =1, and integer arithmetic.

There are two types of differences in this task-~SYM-DIFF and SET-SIZE.

SYM-DIFF indicates that the value of SYMBOL of the node where the difference

L]
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was detected is incorrect. Since this type of difference is detected when
an OBJECT-SCHEMA containing the SYMBOL, INTEGRAL, is compared to DESIRED-0OBJ,
the TABLE-OF-CONNECTIONS indicates that INTEGRATE should be used to reduce
SYM~-DIFF. SYM-DIFF could arise in other situations in which INTEGRATE would
not be a good operator to apply; however, this formulation is sufficient for
the integration tasks considered.

The other type of difference, SET-SIZE, is not a FEATURE and its role
will be discussed later., For the tasks considered, DIFFERENTIATE should be
applied when SET-SIZE is detected. DIFF-ORDERING designates that SYM-DIFF
is the more difficult type of difference, becavse the main GOAL of integration
is to remove all occurrences of INTEGRAL in an OBJECT-SCHEMA.

LIST-OF=0PR is a list of those operators which must be converted into
their internal representation after translation. This conversion process
assigns print names to each FORM~-OPERATOR in INTEGRATE and DIFFERENTIATE.
Fig, 53 gives names which were assigned. For example, the top.most integral
form in Fig. 53 was assigned the name '1!,

SIMILARITY, which was given to GPS as an IPL structure, is a selection
criterion used in SELECT type of GOALs and is a definition of the similarity
of two OBJECT-SCHEMAs. It is a list of properties, ranked in order of their
importance, that an OBJECT-SCHEMA might contain. All of the properties are
properties of a SET of factors which contain a derivative, e.g,, D T. In

the order of their importance the properties are:

a. contains a factor whose SYMBOL is +;

b. contains a factor whose SYMBOL is L0OG;

¢. contains a factor whose SYMBOL is EXP and
whose first argument is the same as its
correspondent in the criterion OBJECT-SCHEMA,
and whose second argument is a function of
the variable of integration.
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+5 DERIVATION LIST 071 (EXPRESSION-1 )

4 CINTEGRALS((Y EX N) = D U) YIELDS ({uU EXP (N + ONE)) » {{N « ONE} EXP =0ONE))}
2 (INTESIAL{( EX? =-DNE) » D Ud YIELDS LO3 )

5 CINTEGIAL(SIN J # 0 Uy YIELDS -CO5 J)

4 CINTEGIALICOS J * 3 Uy YIELDS SIN W)

5 CINTEGIAL(YU » D U} YIELDS ((U EXP TWO) # (TWO EXP ~ONE)))

& UINTEGRALC((E EXP W) & D U) YIELPS (e ExP M)

7 UINTEGIALCLF + 30 » D y) YIELDS C(INFEGRAL(F # D U} + INTEGRAL{S *# D U1))
9 {{BIN J # D U) YIE_DS «D COS W

10 €30S U = D J) YIZLDS D SIN U}

10 €t ¢ D ) YIELDS ({TW0 EXF =0ONE) » Dty ExP TWOI})

12 (((U NP =0ONE) ® D W) YIELDS D LOG W)

Figure 53: The print-name assignment of the FORM-OPERATORs in
DIFFERENTIATE and INTEGRATE.

335426

349038

356730

362479

J6B046

377697

385537

397877

403310

408546

417861

424422

L.)




- 185 -

d. contains a factor whose SYMBOL is EXP and
whose second argument is the same as its
correspondent in the criterion OBJECT-SCHEMA,
and whose second argument is a function of
the variable of integration.

2. contzins a factor whose SYMBOL is SIN;

f. contains a factor whose SYMBOL is COS;

g. contains none of the preceding properties.

Although this definiticon of similarity might seem rather strangea, its
usefulness is clarified by Fig. 54 and Fig. 55.

Behavior of GPS

Fig. 54 shows the behavior exhibited by GP5 in integrating EXPRESSION-1
as formulated in Fig. 51. In attempting TOP-GCOAL GPS notices that the SYMBOL
at the TOP-NODE of EXPRESSION-1 is INTEGRAL and it creates GOAL 2 to change
the walue of SYMBOL, According to TABLE-OF.CONHNECTICHS, INTEGRATE is a
desirable operator and GOAL 3 is created.

Since INTEGRATE is a SET of FORM-OPERATORs, GOAL 4 is created to select
cne whose input form is similar to EXPRESSION-1, GPS selected OPERATOR 6
(see Fig. 53) because it, like EXPRESSION-1, contains an E raised to a power
which is a functicn of the wvariable of integration, In applying OFERATOR 6

{GOAL 5) GPS substitutes T EXP TWO for U, which changes OPERATOR 6 to
I'e dt” = e ,

and notices that it cannot be applied directly to EXPRESSION-1 because there
are too many factors in the SET of factors which is the argument of INTEGRAL
in EXPRESSION 1. Since T and D T are unmatched factors (have no correspondents

in OPERATOR 6€), GPS creates OBJECT 17 and attempts to reduce the number of

4Analogous to SIMILARITY is the classification of integral forms in an
integral table, e.g., logarithmic forms, exponential forms, etc.
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1 TRP-534L THAYSFOAM EXPRESS[ON~1 INTO DESIRED-28) {SUBGEJA. OF NOME?!
2 GQaL 2 RAEDJCE SyM~OLFF GY EXPRESSION-1 [SUBGoAL CF TOP=GOAL!
I 5340 J ALy [ATEGRATE T =XPRESSION-1 FSUpGOAL OF 2)
noSgAL 4 SECECT FAUM INTEGRATE A#C STYILARITY OF EXPRESSTON=1 15U3AGEAL OF 37
4 SELECTED
4 gL 5 APPRLY & TO EXPRESS]ON=-% I1SL3GAL OF 3}
2 GJAL & HEDUCE SET=-STXE 0N LEFT EXPRESSIONeq (5UBGOLL OF 5%

O8JECT L7 1T « D T)

5 SGAL 7 APPLY DIFFERENTEATE TO 17 LSUFAGOAL OF &1

7 304L B SEiLkCT FROM DIFFEREMTIATE A42 SIMILARITY o 17 (5UdB04L OF 7}
11 SELECTED

do304L 9 AFPLY 11 TO 17 FSUBGDAL OF 71
OBJEGT 193 {ITHO EXP -0ONE) « QIT £XP TWOMI
QBHJECT 20 INTEGRALVLE EXP (T ExXP TWO0X! & DT EXP TWON)

% GQAL 20 aPPLY & TO 20 LSUBGOAL OF 5%
OBJELT 213 (GE EXP IT EXP TWO!} + (THO EXF =-ONE))

2 GNEL 11 TIANSFORM 21 INTQ WESIREQ=-0BJ (SDEEQAL OF TOP-G0AL?Y

SUCCESS

2
. ) ) ¢
Figure 54: The performance of GPS on the task of integrating Ite dt.
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1 TOP-GYa[ TRANSFURM EXPKESHIOMe=r INTO DESIAED-2BJ (SUBGOA. OF NONE)
2 G0A_1 3 REDJCE SYreLibp UN FXFRESSION=2 tSUBGDAL OF TOP-GOAL)D
3 S)AL 4 AOPLY [NTEGWHATE TO EXPRESSIDN=Z (SUBGOAL OF 3)

4 GQAL § SELECT FHOM [ATEGRATE A/C SIMILARITY OF EXPRESSTIN=2 {(SUBGOAL OF 4)
7 5cLECTED

4 GoaL 6 APPLY T TO EXPRESSIQN=2 (SUIGJAL OF 4)
ODBUELT 20: (INTEGRALC(SINC(G & T) EXP TWQ) = D T & COSLC ® T)) & INTEGRALIC(T EXP
=ONE) & 0 T))

2. Goal 7 TRANSFOR™ g0 INTO DESIRED-]HJ {5 JBGOAL OF TOP=-3DAL)
3 338 3 REDUCE SYM=DIFFr QN L?FT 20 (SU3GOAL OF 7)
4 GQAL 9 APPLY [NTEGRATE TD LEFT 20 (3UBGOAL OF B)
5 GJal 1n SELELT FRUM INTEGRATE A/C SIMILARITY OF LEFT 20 fSUBGRAL OF %)
7 ScLECTED
5 GJal 11 &4PPLY 1 TQ LEFT 20 (SUB3QaL OF 9}
§ G0AL 17 REVUCE SET=S17ZE 0N LEFT LEFT 20 (SUa3DAL OF 112

OpweCT 21: iCOS(C « T} » D T}
7 30AL 13 APFLy DIFFERENTIATE TJ 21 {SUBGOAL 0F 12} .

3 1504L 14 SELcCT FHOM DIFFERENTIATE A/C SIMILARITY OF 2% {(suBGoaL OF 13)
13 aELELTED

3 GQAL 15 APPLY 10 TO 21 {SU3GEJAL OF 13)
09JeCT 23: 1D SINWC # T) @ (C EXP =DNEM)
OdJeCT 243 LINTEGRALU(SINIGC # T) EXP TWOY # D SIN(C ® T) » (C EXP <ONE)} + INTEGRAL
({7 EXp -OUNE) » D Th

Figure 55: The performance of GPS on the task of integrating
I(sinz(ct) cos(ct) + t-l) dt.,
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LEFT 24 {SJ830AL OF 11)
CINTEGRALC(T EXP =3NE} & D T) + ((SINIC » T) ExP THREE) # (THREE EXP

#ONE} ® (C EXKP =)JNZ

)

(SUBGDAL OF 19

LLOG T + ((SIN(C « T) ExP THREE) » (THREE EXP -0NE) & (C EXP =-ONE)}

3UAL 17 TRANSFORM 25 INTD LESIARED-O0BJ {SUBGOAL OF 7)
4 G0A. 13 REDUCE SYM=UIFF ON LEFT 25 (SUBGOAL DF 1)
5 GJAL 19 APPLY INTedRrATE TO LEFT 25 {SUBGOAL UF 18)
5 304 20 SELECT FROM INTEGRATE A/C SIMILARITY OF LEFT 25
? SELECTED
6 30AL 21 APPLY 2 TO LEFT 25 (SJH30AL OF 19}
0BJECT 263
}
4  30&, 22 TRANSFORM 26 INTQ DESIRED-JBJ (SUBGOAL 9F 17)

Figure 55:

{continued)

—
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factors in OBJECT 17.

Since DIFFERENTIATE has the capability of reducing the number of
factors in a SET of factors, GOAL 7 is created. GPS does not attempt to
reduce the number of factors in EXPRESSION-1, because the exponential factor
might be eliminated. The result of GOAL 8 is OPERATOR 11 (see Fig. 3),
because the input forms of each of the other FORM-OPERATORs in DIFFERENTIATE
are more complex than OBJECT 17. That is, they contain a factor which is
a function of the variable‘of integration; e,g., cos u, in OPERATOR 10 or
U.-1 in OPERATOR 12. Operator 11 is successfully applied to OBJECT 17
(GOAL 11), which results in 6BJECT 19. OBJECT 19 is substituted for 'T * DT!
in EXPRESSION-1 (OBJECT 20) because OBJECT 19 is derived from OBJECT 17.

In reattempting GOAL 5, OBJECT 21 is produced by applying 6 to
OBJECT 20 (GOAL 10). GOAL 11 and, thus, TOP-GOAL are successful because
there is no INTEGRAL in OBJECT 21,

Fig. 55 is the behavior of GPS when given the task of integrating

EXPRESSION-2:
, 2 -1
[ sin®(ct) cos (et) + t7) dt

Fig. 51 is the formulation of the task for GPS except that EXPRESSION-1 is
replaced by EXPRESSION-2 in TOP-GOAL. The assignment of names in Fig. 53
is the same for this task,
Discussion

Tt might seem that most of the problem solving in this task is done
by implicit application of the operators, listed on page 182, rather than
by the explicit application of DIFFERENTIATE and INTEGRATE. Indeed, to

integrate

I 4% (cos (2%t) * dt)
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requires the implicit application of at least five operators in addition te

the explicit applicatipn
.J‘ccls u#% du = sin un

in order to preoduce the sxpression
2Rgin( 2L},

If all of the operators were used explicitly, a tree would have to be searched
to a depth of six in order to find the solution to this simple problem,

GPS's formulation of integration is guite similar to the one used by
SAINT (Slagle [59)), a program which is rather proficient at symbolic integra.
tion., SAINT can apply "algorithmlike transformations" whenever necessary
without creating special poals for applying them. These "algorithmlike trans-

formations" include all of the operators used implicitly by GPS plus many

others such as OFERATOR 9 in Fig, 53. Hence, both SAINT and GP5 would integrate

[4% (cos (2%t) * dt)
in a single step by recognizing that it is a substitution instance of
] co8 u* du = sin u,

In addition te the "algorithmlike transformations", SAINT can apply
"heuristic transformations" which it uses in much the same way that GPS uses
the operators, DIFFERENTIATE and INTEGRATE. Consider the example of integrat-
ing EXPRESSION-1 in Fig. 51. SAINT notices that integral is not of "standard
form" and selects a "heuristic transformatien" relevant to reducing this
difficulty. The particular "heuristic transformation” selected is: Let u
equal a nonconstant, nonlinear subexpression of the integrand. Although
Slagle thought that, using this "heuristic transformation", BATNT would

p
substitute u = t2, SAINT actually makes the substitution u = et . Either of

——
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these substitutions reduces the integral to "standard form™ and the task is
solved,

The substitution, u = t2, performs the same function performed by
applying OPERATOR 11 in Fig. 53 since both reduce EXPRESSION-1 to the standard
integral form, feu du. However, the "heuristic transformations" of SAINT are
more general than the operators of GPS because each "heuristic-transformation"
corresponds to many operators. This is a non-trivial difference in the two
formulations.

The operators that GPS uses implicitly have two outstanding qualities:
They are relatively simple compared with the operators in Fig. 53 and it is
obvious when they should be applied. For example, in GOAL 15 in Fig. 55, it

is obvious that
d{c t) = edt

must be used after C *# T has been substituted for U.

The associativity and commutativity of addition and multiplication
is implicit in the representation. ({See section D of Chapter V.) Multipli-
cation and addition are represented as a function of an arbitrary number of
arguments, and are represented as an unordered sei. In matching two
unordered sets, GPS pairs the elements so that the difference between the
two sets will be small, Even though in Fig. 54 and in Fig. 55 the elements
in unordered sets always appear in the correct order, GPS pairs the elements

. ] ] . 5
without any consideration to their order”,

5In listing the elements of a set, they must be listed in some order. But
the set can be considered unordexred if no significance is attached to the
order in which the elements are listed.
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The commutative match, used in this task, pairs elements according to
their "importance" (see pages 145-50). The most important element is the
one which best fulfills the criterion, SIMILARITY (see pages 183-5). How-
ever, a SELECT GOAT. is not constructed to select the most important element;
the commutative match uses this criterion in a special way.

All newly generated OBJECT-SCHEMAs are processed by an IPL-V routine
that does numeric simplification and removes unnecessary parentheses,

Fig. 56.a is an example of an OBJECT-SCHEMA with unnecessary parentheses,
which are removed in the equivalent OBJECT-SCHEMA in Fig., 56.b.

In some cases, two SETs that contain a different number of elements
are matched. This fact is recognized by the match and a difference whose
type is SET-SIZE is reported, (This is the only type of difference which
is not a FEATURE and it is task independent,) The value of the difference
is the unmatched elements of the SETs. Hence, it is necessary to consider
only a subset of a SET., An example is GOAL 6 in Fig. 54. Consequently,
the REDUCE-METHOD was generalized so that it could create a new object that
consisted of a subset of a SET. When a difference is reduced on such an
object, the REDUCE-METHOD substitutes the result for the subset in the SET.
For example, in Fig. 54 OBJECT 17 is a subset of the set of factors in
EXPRESSION-1. OBJECT 19 is derived from OBJECT 17 in an attempt to achieve
GOAL 6 and is substituted in EXPRESSION-1, which results in OBJECT 20.

All of the other operators that are applied implicitly are given to
GPS as immediate operators and are applied by the MATCH-DIFF-METHOD. Each
of these is an IPL-V routine.

An alternative representation of the operators of this task is to
represent them individually, instead of grouping them into two SETs of

operators. Using such a representation, GPS would not select one whose input
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{a) *

/N

/N
/N

FIGURE 56. (a) i1s the tree structure representation of (u*® (v * w}) and
(b) is the tree structure representation of (u * v * w),

(b)
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form was similar to an object but would try them in the order in which they
appedared in the TABLE-OF-CONNECTIONS. This, of course, gives GPS less
selectivity than the formulation in Fig, 51, particularly if the number of
operators were increased,

It scems reasonable to group all integral forms together since they
have the common function of removing an 'f'. And since there are a consider-
able number of integral forms and many more could be added, it seems reason-
able to attempt to apply them in the order in which they are most likely to
be applicable. Selecting the operators whose input forms are most similar
to the ohject to which they are applied is éynonOmnus with selecting the
operator which seems to be most feasible te apply. Currently, the REDUCE-
METHOD only selects desirable operators and does not evaluate them according
to their feasibility. Perhaps the reduce method should also select operators
which seem to be feasible as well as desirables.

Certain algebraic operators, such as

2
uky = u

are not included in this formulation of integration. These would certainly
be included in a more complete formulation., Some of the operators in Fig, 53
are equivalent, For example, OPERATOR 3 is the integral form of OPERATOR 8.
Some operators are special cases of others, e.g., OPERATOR 5 is a special
case of OPERATOR 1. A better formulation of the task would not have such

redundancies,

€This is also proposed on page 18l in Newell, et al [29].
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C. TOWER OF HANOL

In the Tower of Hanoi, which is a classical puzzle, there are three
pegs and a number of disks, each of whose diameter is different from all
of the others, 1Initially, all of the disks are stacked on the first peg
in order of descending size, as illustrated in Fig. 57. The problem is to
discover a sequence of moves which will transfer all of the disks to the
third peg. Each move consists of removing the top disk on any peg and
placing it on top of the disks on another peg, but never placing a disk on
top of one smaller than itself.

GPS Formulation

A presentation of the four disk version of the Tower of Hanoi to GPS
is given in Fig. 58, TOP-GOAL is the statement that the problem is to
produce the DESIRED-OBJ from the INITIAL-OBJ, which represents the situation
when all of the disks are on the first peg (PEG-1). {(-=v=w is ignored by the
translator.) INITIAL-OBJ is an OBJECT-SCHEMA and is illustrated as a tree
structure in Fig. 59. The only node with a local description is PEG-1.

{All of the ATTRIBUTEs of the other nodes are UNDEFINED.) The presence of
a disk on a peg is indicated by the value, YES, of the disk (which is an
ATTRIBUTE) at the node which represents the peg. The absence of a disk on a
peg is indicated by the ATTRIBUTE corresponding to the disk being UNDEFINED
at the node which represents the peg. Disks are the only ATTRIBUTES in this
task (OBJ-ATTRIB). The DESIRED-OBJ is an OBJECT-SCHEMA that represents the
situation when all of the disks are on PEG-3,

The only operator in this task is MOVE-DISK which moves & disk from
one peg to another peg. provided that it is legitimate, The operator, MOVE-

DISK, contains four free variables:
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FIGURE 57. A "front view" of the initial situation of the Tower of Hanoi,

DISK-1 YES
DISK-2 YES
DISK-3 YES
DISK-4 YES

FIGURE 59. The tree structure representation of the INITIAL-OBJ in the
Tower of Hanoi,
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FIKST
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THIRL

DISK = ATTHIBJUTE

DISKS = SZI

DISK=1 3 ATTRIBUTE

DISK~
DISK=-
DISK=
D1.1
D1,2
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D2.1
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D4.,1
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Dd.3
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4

= ATTHIBJTE
=2 4TTHIHUTE
= ATTHIBUTE
FEATURE
FEATURE
FEMTURE
FEATURE
FEAIUKE
FEATURE
FEA[UKE
FEATURE
FEAIURE
FE&TURE
FEATURE

FEATURE

DESTREN=030 = DIJECT=SCHEMA

FROM=FEG = LUG-PRUG

INITIAL=Q3J = OdJECT=5CHEMA

Figure 58: The specification for GPS of the Tower of Hanoi.
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END

Figure 58: (continued)
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a. FROM-PEG is the peg from which the disk is
moved;

b. TO-PEG is the peg to which the disk is moved;

c. OTHER-PEG is neither the FROM=-FEG nor the
TO-FPEG;

d. DISK is the disk -hich is moved.

The first three TESTs following VAR-DOMAIN insure that FROM-PEG, TO-PEG,
and OTHER-PEG all stand for pegs and that no two of them stand for the
same peg. The fourth TEST following VAR-DOMAIN is the statement that DISK
stands for cne of the four disks,

The formulation of MOVE-DISK is based on the fact that the top disk
on a peg is also the smallest disk on the peg. Since this is true of the
INITIAL OBJ, it is true of all other objects because a disk is never placed
on a smaller disk. Thus, in order to move the DISK, it must be the smallest
disk on the FROM-FPEG as well as smaller than any disk on TO-PEG. Due to
the conservation of disks, these two constraints can be restated as: All of
the disks which are smaller than DISK must be on the OTHER-PEG. This is the
meaning of the TEST following PRETESTS. If the disk, X, at the node, OTHER-
PEG, is DEFINED (i.e., X is an ATTRIBUTE of the node that OTHER-PEG stands
for), X is on the OTHER-PEG, The TEST following PRETESTS is true only if any
disk, X, which is smaller than DISK is on the OTHER-PEG.

FOR-ALL is used as a replicator. That is, the TESTs following PRETESTS
is actually several TESTs (the conjunction thereof)., Each of these TESTs has

the form,
X ON THE OTHER PEG is DEFINED,

and each has a different value for X, which is indicated, syntactically, by
the fact that X follows FOR-ALL. The domain of X is the SET designated by

the phrase (whose semantics are discussed below)
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SMALLER THAN THE PARTICULAR DISX,

Under MOVES there is only one TRANSFORMATION, which has the effect
of moving the DISK (which must be on the FROM-PEG) from the FROM~-PEG to the
TO-PEG.

DISES is the SET of disks and PEGS is the SET of pegs both of which
are used in the stating of the TESTs in VAR-DOMAIN in MOVE-DISE.

&lthough each disk is an ATTRIBUTE, {(e.g., DISK-3}, it is also a
data structure. With each disk is associated one attribute-value pair:
SMALLER is the ATTRIBUTE and its value is the SET of those disks which are
smaller than the disk, TFor example, imn DISK-3, the walue of SMALLER is
THE-FIRST-2 which is the set of two disks, DISK-1, DISK-2, This information,
which defines the size of a disk relative to the other disks, is used in the
TEST following PRETESTS in MOVE-DISX. When DISK has the walue DISK-3, the

phrase
SMALTER THAN THE PARTICULAR DISK

designates the wvalue of the ATTRIBUTE, SMALLER, of DISK-3, which is THE-FIRST-2.
SMALLER in this example is a FEATURE. PARTICULAR DISK indicates that this
FEATURE does not refer to the input object of the operator but to the data
structure whose name is the wvalue of the wvariable DISK,

Dl.1l through D4.3 in Fig. 5B are the types of differences in this task,
Each is a FEATURE. COMPARE-OBJECTS indicates that the match should check
for the type of differences listed after COMP-FEAT-LIST in BASIC-MATCH. The
match only checks for differences at the TOP-NODE of objects.

DIFF-ORDERTNG is the statement that the larger the disk, the more
difficult the difference. In DIFF-ORDERING, the difference types are divided
into four categories. All of the difference types in 4 category pertain to

a paticular disk and are considered equally difficult. The
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categories are arranged according to the difficulty of their difference
types which is determined by the size of the disk to which they pertain.
The TABLE-OF-CONNECTIONS indicates that MOVE-DISK is to be used to
reduce any type of difference., This means that no selection power comes
directly from the TABLE-OF-CONNECTIONS; instead it must come from the

desirability-selection process for MOVE-OPERATORs.

LIST-OF-VAR is a list of symbols in Fig. 58 which are variables.

Behavior of GPS

The way that GPS arrives at the solution to the Tower of Hanoi is
shown in Fig. 60, In attempting TOP-GOAL, GPS notices that DISK-4 should
be on PEG-3 (i.e., the ATTRIBUTE, DISK-4 of the node named PEG-3 should have
the value, YES) and creates GQAL 2 to reduce this difference. GPS also
notices that the other three disks should be on PEG-3, but selects the
difference whose type is D4.3 because it is the most difficult difference
detected.

By referring to TABLE-OF-~CONNECTIONS, GPS selects MOVE-DISK to be

applied to INITIAL-OBJ. The desirability-selection process finds that MOVE-

DISK performs a desirable function if the variables, TO-PEG and DISK, have
the respective values PEG-3 and DISK-4. The application of MOVE-DISK with
these two variables so specified is attempted by creating GOAL 3. After
specifying the remaining variables, FROM-~-PEG and OTHER-PEG, to be PEG-1 and
PEG-2 respectively, GPS detects that the operator is infeasible because
DISK-1, DISK-2, and DISK-3 are not on PEG-~2. GOAL 4 is created to reduce

the difference that DISK-3 is not on PEG-2 which is the most difficult
difference detected in attempting to apply the operator. However, it is less
difficult than the difference for which GOAL 2 was created; otherwise GOAL 4

would have been considered undesirable. The only other legitimate variable
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1 TOP=GJAL TRANSFORM INITIAL=-QBJ INTO DESIRED-0BJ {SUBGOAL OF NONE)
2 GDAL 32 REDYCE D4,3 ON INITIAL=DBY (SUBGDAL OF TOP-GOAL?
3 GDAL 3 APPLY WOVE=D[SK WITH TO-PEG = PEG-3, DISK » DISK-4, T0 INITIAL-OBJ (SUBGOAL OF 2}

SETS FROM-PEG = PEG=1, OTHER-PEG =z PEG=2
4 GDAL 4 REDUCE D342 ON INIT]ALeQOBY (SUBGOAL OF 3}

5 GJAL 5 APPLY MOVE=DISK WITH TO-PEG z PEG=-2, DISK = DI3K«3, TO INITIAL-CBy (SUBGOAL OF &)
SET? FROM~PEG = PEG-1, OTHER-PEG 3 FPEG=3

6 GOAL 6 REDUCE p2.3 ON ENITIAL=-OBJ (SYBGOAL OF 5)

7 GDAL 7 APPLY MOVE=-DISK WITH TO~PEG r PEG~3, DISK = DISK=2, TO INITIAL-0BJ (SUBGOAL oF &)
SETt FROM=-PEG = PEG-1, OTHER.PEG = PEG=2

9 GOAL 8 REDUCE D1.2 ON INITIAL-03v {SUBGOAL OF 7}

9 GOAL 9 APPLY MOVE-DISK WITH TQ-2EG = PEG-2, DISK = DISK~1, TO INITIAL-O0BJ (SUBGOAL OF 8)
SETt FROM-PEG = PEG-1, OTHER=PEG = PEG-3
OBJECT S (PEG=1(DISK«2 YES D]SK=3 YES D1SKk~4 YES) PEG~2{DISK=1 YES)} PEGeI(=v~--
1)

8 GOAL 10 APPLY MOVE-DISK WITH TO-PEG = PEG=3, DISN = DISK=2, TO 3 tSUBGOAL OF 7)
SET! FROM=PEG = PEG-1, DTHER-PEG = PEG-2
NQJECT 6% (PEG=-1{DISK=3 YEF DISK=4 YES) PEG=2(DISK«!{ YES) PEG~-3(DISK=2 YES))

& GOAL 11 APPLY MOVE-DISK W{TH TO-PEG = PEG-2, DISK = DISK=3, TO & tSUBGOAL OF 5%
SET: FROM=PEG = PEG-1, OTHER-PEG = PEG-3

? GOAL 12 REDUCE D1.3 ON 6 (SU3GJAL OF 11}

B GOAL 13 APPLY MOVE~DISX WITH TD-PZG = PEG=3, D15X = DISK=1, TO & tSUBGOAL OF 12)
SETt FROM=PEG ® PEG~2, DOTHER-PEG = PEG=1
OBJECT 71 (PEG-1(DISK-3 YES DISKe=4 YES) PEG=2(-==~=) PEG-3(DISK=1 YES DISK-2 YES
Vi

7 GOAL 14 APPLY MOvE-DPISK WITW TD-PEG = PEG=2, DISX = DISK=3, TO 7 (SUBGOAL OF 112

SETt FROM=-PEG = PEG-1, OTHER-PEG = PEG~3
OHJECT B1 (PEG=1(DISK=4 YES) JEG«2(DISK~3 YES) PEG-3(DISK-1 YES DISK=2 YES))

Figure 60: The performance of GPS on the Tower of Hanoi.
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4 uQAL 1S APPLY MQVE-OISK WITH TO«PEG = PEG=3s DISK = DIGX=4, TO A (SUBGOAL QOF 3)
5T:i FROM=FRG ® PEG-1, DTHER-FPEG = PEG-2

% &0AL 14 REDULE D2,2 ON 8 {GYBGOAL IF 1m)

& SQAL 17 AFPFLY MUVE
SETI  FRO#

~UISGK w[TH TO=-PEG = PEG-2, DISK = DI1BK-2, TO 6 ¢(SUBGDAL OF 14
=PEG = PEG=3, OTHER+PEG a2 PEG-%

7 GuaL 18 ReDuCE D1.3 ON 8 [SUBGIAL QOF 17

8 GDAL 1¥ APPLY MUVE=DISK WITH TD-PEG » PEG-1, DJSK = DISK-1, To 8§ (SUHGOAL OF 18}

SETt FRUOM
OBJECT 93

~PEG ® PEG=3, OTHER=-FPEG = FEG=-2

(PEG=11h13K=1 YES D]SK-4 YE5Y PEG-2(DISK-3 YES) PEG-3{DIGK=2 YEIZ))

7 GOAL 26 APPLY MAVE-DISK WITH TO=-PEG = PEG=2, DISK a DI3K-2: TO 9 tSLRGOAL OF 17}

SETH  FHOM
OBJECT 1Dt

3 GJAL 21 apPPLY MOVE=-D
SETE  FHOM

fh SDAL 22 REDUCE U1,

-FtG = pEG=3, OTHER-PEG = FEG-1

(PEG=1¢D15K«1 YES DISK-4 YES) PEa-PtDISK=2 YES DISKa3 YES) PEG=F{====~
LR

15 WITH TU=PEG = PzG=%, DISK = DISKed. TO 10 {5UAGECAL OF 15}

=FEG ® PEL-1, OTHER-PEG = PEG~D

2 0N 1y (SUBGOAL OF 21}

7 S0AL 23 APFLY MoveE=DISF WlTH TO~PEG = PEG=2, NISK = DISK«1, TO {0 (SUBGODAL QF 22}
SETY FROM=PG % PEG-1, OTHER-PEG = PEG-3

OHJECT 14¢ LPEG~1(DISK=4 YE5) PEG-2(DI%K=1 YES DISK=2 YES DISK-3 YES) PEG=J(=====

IR
6 GOAL 24 APFLY MOVE-LISK w[TH TG=PEG = PEG-3, DISK = DISK-4, Tp 11 (SURGHAL OF 211}

SET; FRUM«PEG 2 PEG-1, OTHER-PEG =z PEG=2

DEJECT 12: (PEG=3{===~- Y} PEG~-2(0IsK~-1 YES nNISK=-2 YES DISK-3% YES) PEG-3(DISK~4 YES
)

GraL P5 TRAMSFORM 12 INTQ DESIRED-ORAY {SUBGDAL QOF TOP-GOAL!
3 GlaL 26 REDUCE 03,4 ON 32 {SUBGOAL DF 28}
e LOAL 27 APPLY MUVE=DISK WITH TO=FEG = PEG-3, DESK = DIS4-3, 0 12 tSURGOAL 9F 26)

SET: FRUM=PEG ® PEG=-2, DTHEZR-FPEGS = PEG-1

> GJAL 28 REDUCE D2.1

on 32 {5UBGOAL OF 27}

A GOAL 29 APPLY 4OVE=-UISK W[TH To-PEG = PEG-1, DISK w» DISK=2, TO 12 {SURGUAL OF 28)

Figure 60: (continued)
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StTH FROM-FEG » PEG-2, OTHER-PER = PEG-3

£ 304L 3% HEZLUSE D13 TN 82 [5JBSCAL DF 29}
2 GJYLL 31 AFILY¥ MUVE~OLSEK wITH TO+PSZG = PEG=3, DISK w DISK«1, TD 12 ISURGOAL OF 30)
SeTi  THIM=-FEG = PEG-2, OTHER-PEL = PEG+q
OBJECT 13: (PEG=1(===== 3 PE3-2IDI8K~2 YES DISA»3 YES) PEGa3¢DI§K~1 YES DI5K=-4 YES
1)
7 GoaL 32 APFLY MOve-DISK WITH TO=-PEG = PEG=1, 1Sk = pOISK~2, TO 13 [SJBGOAL DF 29}

BET1 “HOW=PEG = PEG=2, DTHcR-PEG = PEG-3
JEJRCT 14t LFEGRn1{DLISK~2 YE3) PEG-»(DISK-3 ¥ES) PEG-3(O15K=-4 ¥YES D]EK«4 YES))

h GIRL 43 ARPLY MOYE~-DIGER WITH TOU=P2G = P=Ge3, UISK = pISK=-3, TO 14 [SUBGDAL OF 27)
SET1  FHUM-PESG & PEG=2, DTHEZR-FEG = PEG-1

hoGDAL §4 REJUCE 01,1 UN 14 (SUBS04L OF 33}

7ouagal 3% APPLY MOQue-DRIS< WITH TO-PEG = PEG-1, DISk = O[3K-1, TO 14 (SUHGDAL DOF 343
EET: Fhkdm=FLG ® pEG-§, OFHER-PEG = PEG=2
OHWeCT 15% (PEG-14015K-3 YES D1GK-2 YES) PEZ«2{DISH~3 YES) PEG-I(DISK-4 YES})

A GCul J4 APFLY NUVE=LISK H]Th TO-PEG a PEG-1, DJ5K « OISK=], TO 1% (SyBGOAL OF 333
$ETL FRUOM-PEG = PEW~2, QTHER-PEG a PEG-1
GHWELT 183 (PEG-1(DISM«1 YES D]SK-2 YES} PEI~Rl~=---} PEG-3(UI3K-J YES DISK~4 YES

3
A 30aL A7 THANSFORM {& INTC DESIREL~-0BJ (SUBGOAL OF 233
4 HgAL 38 REDUCE 02,7 On 18 LSUBEQAL DF 37
b GJAL 39 APPLY MJyg=D]5K WITH TO=-FPEG = PEIG-3, DISK = DIGK-2. TO 16 {3UB50AL OF 38)

SE11  FH#QM=PEG = PEG=1, QTHER-PEG = PEG-2

% GOay, 41 REUYLE 21,7 ON A& (SUEZCaL OF 393

7 SUAL 41 RPFLY MOVE-L[SX WITH TO-FEG = FEG=2, O1SX = DISK<1l,» TD 15 (5UBGDAL OF 403
SETt FROM-FES = PEG-i, OTHER-FEE = PEG-3
OiielT 17% (PEG=1(DI5K-2 YES! PEG-24DISK~]1 YES) PEG=3(D[5«-3 YES DiS5S€~4 YES))

hoGOaL 42 APFLY HOVE-LISK WiTH TO-PEG = FEG=3, DISK » DISK=2, TD 17 (SYBGOAL OF 3™
SE1: FHOM-FEG ® pEG-1, QTHER-FEG s PEG-2
Obuel]l 1Bt {PEB=1l{+====) PEG=21D]15K=4 YES) PEGaJ{DISK-2 YES DI5K~-3 YES DI5K=4 YES
1
A GIAL 43 THR&ASFORM 1A [ATD CESIHFN-QBJ (SUBGOAL OF 37)

Figure 60: (continued)
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S GJAL 44 REDUCE B1.3 Oh 18 (SUBGOAL OF 43}

& GOAL 45 AFFLY MOVE=-DISK wW]TH TD-PEG = PEG-3, DISK # DISK~1, TO 18 (SYBGOAL OF 44}
SET: FROM=-PEG = PEG~2, OTHMER-PEG = PEG=21
0BJECT 191 \PEG=1{-====) PEG=2{=---=~) PEG-3(DISK~t YES DISK+2 YES DISK-3 YES DISK-q

YES)H)

5 GOAL 46 TRANSFORM 49 INTO DESIRED-0BJ (SUBGOAL JF 43}
SUCCESS

Figure 60: (continued)
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specification for FROM-PEG and TO-PEG is PEG-2 and PEG-1, respectively,
which would give rise to the difference that DISK-4 is not on PEG-2,
Since this difference is as difficult as the difference for which GOAL 2
was created, GPS considers this variable specification to be undesirable.

GPS attempts to achieve GOAL 4 by moving DISK-3 to PEG-2 for which
"GOAL 5 was created. Since DISK-2 is not on PEG-3 (GOAL 6), GOAL 7 is
created in an attempt to move DISK-2 to PEG-3. In order to achieve GOAL 7,
DISK-1 is moved to PEG-2 (GOAL 8 and GOAL 9) which results in the new
object, OBJECT 5. DISK-2 was moved to PEG-3 in OBJECT 5 (GOAL 10) and
OBJECT 6 is produced.

In reattempting GOAL 4, GOAL 1l is created to move DISK-3 to PEG-2
in OBJECT 6. After moving DISK-1 from PEG.2 to PEG-3, (GOAL 12 and GOAL 13)
DISK-3 is moved to PEG-2 (GOAL 14) and GOAL 4 is achieved. The first four-
teen groals are typical of the behavior of GPS on this task, and success is
achieved at GOAL 46,
Discussion

In moving a disk, two constraints, which are usually stated somewhat
independently, must be satisfied., Only the top disk on a peg can be moved
and it must be smaller than the top disk on the peg to which it is being
moved. In MOVE-DISK these two constraints are replaced by the single TEST
of PRETESTS. Combining the two constraints significantly changes the problem
formulation even though both formulations are iscmorphic.

The more usual formulation of MOVE-DISK would have the following

PRETESTS:

1. X ON THE TO-FEG IS UNDEFINED FOR-ALL X
SMALLER THAN THE-PARTICULAR DISK.
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2. X ON THE FROM-PEG IS UNDEFINED FOR-ALL X
SMALLER THAN THE-PARTICULAR DISK.

With this formulation, GPS would find the task considerably more difficult7.
Suppose, for example, that GPS wanted to move DISK-2 to PEG-3 and that
DISK-1 and DISK-2 were on PEG-1 (GOAL 7 in Fig. 60). PEG-1 would be used

for FROM-PEG and GPS would only find one difference,
DISK-1 should not be on PEG-1.

This difference contains no information about where DISK-1 should be moved,
and it might be moved to PEG-3 in an attempt to reduce the difference. How-

ever, using the formulation in Fig. 58, GPS detects the difference,
DISK~1 should be on PEG-2,

(GOAL 8) because OTHER~-PEG must equal PEG-2 in order for GPS to consider the
variable specification desirable. In reducing this difference, GPS considers
it desirable to move DISK-1 to PEG-3 (GOAL 9) but undesirable to move DISK-1
to FEG=-2.

An outstanding feature of GPS's behavior on the Tower of Hanoi is that
GPS never makes a mistake. That is, GPS always chooses to reduce a difference
which leads to the selection of the best operator. As noted above, this is
not the case when the PRETESTS in MOVE-DISK consists of two separate con-
straints. Thus, formulating the PRETESTS as a single constraint is necessary
for GPS to always select the correct operator. Another factor which allows

GP5 to select the correct operators is that the types of differences that GPS

7In attempting the four disk version of the Tower of Hanoi, GPS would
exhaust memory before finding a solution. GPS could probably find the
solution to the three disk version.




- 210 -

detects and their relative difficulty are in some sense optimal, For
many tasks a good set of differences and a good DIFF-ORDERING are diffi-
cult to obtain,

Gaku [9], another problem solver which sclved the Tower of Hanoi,
approaches the task quite differently than GPS. First, Gaku solves the
"three disk" Tower of Hanoi by trial and error, Then, the solution to the
four disk task is obtained by generalizing the solution to the three disk
task; the five disk solution is obtained by generalizing the four disk
solution, etc, Hence, Gaku solves this task by searching for a solution in
a space of solutions whereas GPS searches for the searches for the desired

situation in a space of situations.

D, TPROVING THEOREMS EXPRESSED IN THE FIRST-ORDER PREDICATE CALCULUS

The first-order predicate calculus, sometimes called the first-order
predicate logic or quantification theory, is a formal language system that
has received much attention in attempts to construct theorem proving programs.
(For a representative sample, see Davis and Putnam [9]; Friedman [147;
Gilmore [17]; Robinson {50,51]; Wang [62,63]; Wos, et al [67].)

The primitive symbols of this logic are:

a. parentheses--(, )

b. logical connectives-~-2, &,V ,=,
¢. predicate letters--P, Q, R,...

d. individual names--a, b, ¢, ...

e, wvariables--u, v, w, ...

f. quantifiers--i,/.

Parentheses serve their normal purpose of delimiting groups of symbols., The
logical connectives stand for negation, conjunction, disjunction, implication,

and equivalence, respectively. An atomic formula is a predicate letter
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followed by a (, followed by a string of several individual names or

variables separated by commas, followed by a ). The intent of the quantifiers
can best be piven by example: (d u) P(u) is true if and only if there

exists some individual name, &, such that P(x} is true, dfu) P(u) is true if
and only if for every possible individual name, &, P{w) is true.

Fermulae ¥., F,, F of the calculus can be recursively defined

1% 27 T3t

as one of the following (where Fi and Fj are arbitrarily formulae):

a. an atomic formula
L. F
i
C. (Fi & Fj)
d, (Fi v Fj)
e. (F;> F.)

J

£. (Fi = Fj)

g£. a quantified formula such as evu) Fi or (Hu) Fi
A formula may be either true or false depending on the interpretations
given to the predicate letters and individual names that ocecur in it, TFor
example, {Hu) (P(b,u) & Q(u)) is trué when P(b,u) is understood as 'b is the
brother of u', Q(u) is understood as "u is tall', and 'b' iz the name of
gomeone within the scope of u with a tall brother,

If a ground formula is defined as either an atomic formula or the

negation of an atomic formula, then an interpretation can be defined as a set,

I, of ground formulae with the following properties:

a. Ne atomic formula and its negation are members of
I (I is consistent}.

b, For every possible atomic formula that can be formed
from the individual names and predicate letters
occurring in the formula inm I, either the atomic
formula or its negation is a member of I (I is
complete).

A formula is satisfiable 1if there exists an interpretation for which it is

true; otherwise, 1t is unsatisfiable. A formula iz valid, if it is true for
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all possible interpretations. A formula is a theorem if an only if the
formula is valid. It follows that the negation, of a theorem muzt necessarily
be unsatisfiable.

Predicate Calculus Theorem Provers

Although several differcent appreoaches have been takem in comstructing
theorem proving preograms, we will only consider the one which has received
the most attention, The theoretical justification of this approach can be
found in Davis and Putnam [9]; Gilmore [17]; Robinson [51]. These theorem
provers do not process formulae in the calculus direetly, but first reduce
the statement of the theorem to a cannonical form in order to simplify the
theorem proving process. In this cannonical form, an z2tomic formula can have
functions, £, g, h,...of variables within the scope of a predicate,--e.g.,
P(f(a))--as well as individual names and variables. (The intent of these
functions will be discussed later.,) A literal is defined as an atomic
formula or the negation of an atomic formula, The disjunction of a finite

set of literals is called a clause, and the empty clause 1s denoted by O

The cannonical form of a theoreom is the conjunction of a finite set of clauses.

Instead of proving that a theorem is valid, the theorem provers prove that
the negation of the theorem is unsatisfiable; i.,e,, a contradiction can he
obtained.

Neither the logical conpectives 2, =, nor the quantifiers,\v/and E,
appear in the cannonical form., However, there is no loszs of generality in the
use of this cannonical form because any formula (theorem) In the calculus
can be reduced to this cammonical form, Implication and equivalence can be
defined in terms of conjunction, negation, and disjunction, and can be

removaed by repeated application of these definitions. ¥V does not appear in

-_—

———

.}
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the cannonical form, because by convention all variables are universally
quantified. All occurrences of H are removed by replacing all of the
variables quantified by ¥ with functions of the universally gquantified
variables on which they depend. For example, the cannonical form of the
formula (yu) (Ev) w) P(u,v,w), is P(u,f(u),w). The variables u and w are
universally quantified by convention, 1In order for the formula to be true,
there must exist a value of v which will make the formula true for every
possible value of w, But this value of v does not have to be the same for
every possible value of u. It can be a function of u; hence, v can be
replaced by a function of u, i.e., f(u). On the other hand, in the formula,
Hv)y &u) Ww) P{u, v, w), whose cannonical form is P(u,f,w), the value of
v must be independent of both u and w; 1i,e,, £ must be a constant,

These theorem provers use only a single inference principle called

the resolution principle Robinson [51]; Wos [67]). From any two clauses, G

and D, a resolvent of C and D can (posgibly) be inferred, which has the

following properties:

a. L is a literal in C and M is a literal in D.

b. The resolvent i5 a new clause consisting of
all of the literals in C and D with the
exception of L and M.

¢, Eirther L or M but not both contain a ~.

d. Except for the ~, L and M are” identical or can
be made identical by substituting for variables,
functions, individual names, or other variables,

e, Any substitutions which must be made in L and M
in order to make them identical are also made
in the resolvent,

If there are no L and M which fulfill the above conditions, C and D will
have no resolvents; and if L and M are not uniquely specified by the

above conditions, C and D will have more than one resolvent,
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If 5§ is any set of clauses, the ath resolution of 5§, dencoted by

EH(S}, is defined as:

a. 51(5} is all members of 5 tcgether with all

resolvents ¢ la11 pairs ogrmembers of §.
b, Form2 1, R 8y =R (R (N

Then the resolution principle is

Resolution Theorem: If § is any finite s%t of clauses,
then § is unsatisfiable if and only if ® (5) contains
O, for some n =1,

Theorem provers based on the Resclution Theorem attempt to prove
the unsatisfiability of a set of clauses by inferring O. The proof of
the unsatisfiability of a set, 5, of clauses {proof of a theorem) consists
of a sequence of clauses, each of which is either a member of 5 or the
resolvent of two earlier clauses in the sequence. The final member cof the
sequence is 0O. ©No such theorem prover can guarantee that it can either
prove or disprove an arbitrary theorem in a finite amount of time {and
computer memory) because the proef sequence can be, according to the Resclu-
tion Theorem, arbitrarily long.

A simple example of the canonical form of a theorem is the conjunc-

tion of the three clauses,

Q{b) (1)
AQ(u) V P(EQu)) (2)
and ~B{v) (3)

This theorem can be proved by first inferring the resolvent,

P(E(b)), {4)
of {1) and {2). In forming this resolvent, the two literals containing a
Q cancel out by substituting b for u. Then, O , which is a resolvent of

(3) and (4) can be inferred,.
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GPS Formulation

GPS can prove theorems expressed in the cannonical form of the first-
order predicate calculus, described above. Its proof techniques are very
similar to the theorem provers we have just discussed in that it searches for
O by producing the resolvents of clauses.

Fig. 61 is the formulation for GPS of the task of proving the first-

8
order predicate calculus theorem,

@u) @y) (vz) ((P(u,y) (P(y,2) & P(z,2))) &
((P(u,y) & Qu,y)) (Q(u,z) & Q(z,2)))).

This theorem has a long history as a sample problem for theorem provers
{Davis and Putnam [9]; Gilmore [17]; Robinson [50]1). The early theorem
provers found it very difficult, whereas it is trivial for the most recent
programs,

TOP-GOAL in Fig. 61 is a statement of the problem., The INITIAL-QOBJ
is the statement of the theorem in cannonical form. The negation of the

theorem, after removing the quantifiers and implication, is

N(("‘P(U,Y)V(P(Y;f(u.Y)) & P(f(u,Y)a f(u:Y)))) &
(~(P(u,y) & Q(u,y)) V (Qu,£(u,y)) & Q(E(u,y), £(u,7))N)).

The INITIAL-OBJ is this expression written as a conjunction of the clauses,
STATEMENT-1, STATEMENT-2, and STATEMENT-3. In the clauses in Fig. 61, all
lower case letters are replaced by capital letters; ~~is replaced by -. There
must be a space between all symbols in the clauses in Fig. 61 because "space"
is the delimiter of words in the extermnal representation of GPS.

Each clause is an OBJECT-SCHEMA, expressed as a linear string of
symbols (translated in the LIST mode), and is converted into a tree structure,

internally. This conversion routine, desig¢ned to process the objects and

8The source of this formula is #5 on page 265 in Church [7]. The notation
used by Church is different than the notation used here, -
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RENAME L
AND =
}

DECLARE 3

F = UVARY=UUNNECTIVE
MalN = FEAIUkE
P = UNeRY=CONNECTIVE
@ 3 UVARY=-LONNECTILVE
¥ & N=aRY=LUNNECTIVE
Vone 5 V=ARY=TONNECTIvE
s ® N=pRY=LONNECTIVE
= & UNARY=LONNECTIVE
)
LisT 3
INITIAL=03w = ¢ STATEMENT=1 ANU STATEMENT=2 AND STATEMENT=3 )
STATEMENT=1 = ( P L U , ¥ ) )

STATEMENT=2 = ¢ = P { Y 4, F L W » Y ) ) V=P LFLU,Y),FLU2Y))

]
T

STATEYMENT=% = ¢ = P ¢ ¥ o F t U » ¥ } ) ¥ (F LU YD), FULU#Y )
vV =0y, F LU YY) )NV =d{F (U»Y2, FCU,
Y )y

DESIREu=03y = ( FOLSE 2

OPR=1 = ( ¢ B ANLD = B ) YLELDS FALSE )

OPR-2 3 { L L B yvsey © ) AND = & ) YIELUS U )

OPR=3 3 ( C { © Vueo C ) AND ¢ = 3 ¥,,, D} ) YIELDS £t C V U ) )

L

TASK=STRUCTUILS {

Figure 61: The specification for GPS of the task of proving a
theorem expressed in the predicate calculus.
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TOP=GJAL = ( THAWSFORM THe INITIAL=O0BY INTU THE JESIREU=-0BJ ,
MALIN = t SYMoOL }
BASIG=MATIR &= o CUMF=FeAT=LIST © HALIN } )
COMP=UBJEZIS = { wablC=-MaTCH )
ODIFF=0RWDERINE = [ MALN
TABLE=UF=CLANSET]UNS T & § HMAlW GPR=1 OPR~g (PR=4 } )
LIST=0F =030 =2 [ (FR=1 yPR-2 yrr=3 }
LIST=0f=vak & (g C U 1 g )
H]

END

Figure 61: (continued)
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the operators of mathematical tasks, assumes that each node of OBJECT-SCHEMAs
has two ATTRIBUTEs--SIGN and SYMBOL, Fig. 62 shows the tree structure
representation of STATEMENT-1 and STATEMENT-3. The ATTRIBUTEs of the nodes
are implied.

INITTIAL-OBJ is a SET of OBJECT.SCHEMAs. (AND is the new name for ,
in this task; see RENAME.) GPS considers it to be the source of derivation
of STATEMENT-1, STATEMENT-2, and STATEMENT-3 and all objects derived from
them will alsc have INITIAL-OBJ as their source of derivation. Thus, INITIAL-
OBJ is a set which grows as new objects are generated during problem-solving.

The DESIRED-OBJ, which represents 0O, consists of a single node which
has the value NULL for the ATTRIBUTE, SYMBOL.

This task has three operators, OPR-1, OPR-2, and OPR-3. Each operator
has as an input two OBJECT-SCHEMAs separated by AND in Fig. 61. For example,

the input to OPR-2 is two OBJECT-SCHEMAs; one has the form
BV... C,

and the form of the other is
-B,

where B and C are variables,

The OBJECT-SCHEMA,
BV... C,

represents a2 clause which is the disjunction of the literal, B, and other
literals. C represents the disjunction of all of the literals in the OBJECT-
SCHEMA except B. The reason for this representation will be discussed below.
COMP-OBJECTS and BASIC-MATCH indicate that the only type of difference
to be detected in matching two OBJECT-SCHEMAs is MAIN and that it should only

be checked for at the TOP-NODE of the OBJECT-SCHEMAs. This simple match is




(a) P

(b) . / \

(c) Veo

AT T A AN
VANRVANEEN )
VANRRVANIVAN

FIGURE 62, Tree structure representation of three predicate calculus

objects. Only the values of the ATTRIBUTEs are shown,




- 220 -

sufficient for this task because matching two OBJECT-SCHEMAs is only done

in the TRANSFORM-METHOD and DESIRED-OBJ is always one of the two. WNULL

only appears in an cobject representing O , Thus only the value of tge
ATTRIBUTE, SYMBOL, of the TOP-NODE is checked; the rest of the OBJECT-SCHEMAs
is ignored.

DIFF-ORDERING is only a formality for this task because there is only
one type of difference. TABLE-OF-CONNECTIONS is alse a formality for this
task, It provides no information about the desirability of the operators
because, according to it, all of the operators have the capability of reducing
the only type of difference--MAIN.

LIST-OF-0OPR indicates that the three operators need to be converted
into their internal representation after being translated, The variables
used in this task are given in LIST-OF-VAR.

’ Included in the presentation of this task are three criteria for
selecting members from a S5ET of OBJECT-SCHEMAs. Since there is no provisiom
in the external representation for expressing these criteria, which are used
in SELECT GOALs, they are given to GP5 as IPL structures and do not appear
in Fig. 61, SMALLEST iz a criterion (e.g., GOAL 2 in Fig. 63) which assigns
the highest priority to those OBJECT-S5CHEMAs (clauses) with the smallest
numbey of literals, LIT-5IGN, which is another selection cyiterion, 18
satisfied »nly by those OBJECT-SCHEMAs which contain a literal whose SIGN
and predicate letter are the same as the SIGN and predicate letter of the
first literal in the criterion object. In addition, if the criterion object
only contains a single literal, then LIT-SIGN requires that the OBJECT-SCHEMA=
gelected must not contain more than one literal. An OBJECT-SCHEMA selected

according to the NO-LIT criterion must be a single literal if the criterion

L)
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§ TOP=nyAL TRANSFARM INITIAL~8BJ INTO DESEIRED=-03J (SUBGOAL OF NONE)
2 Qa1 2 SELSCT Faod INITIAL-0SJ A/C SMALLEST QF DESIRED-0B.J (SUBGDAL OF 1.)r +GQAL)
STATEMENTm1 SELECTED
2 GBnaL 3 TIANSFOR+ STATEMENT=4 INT3 DESIRED-03J (SUBGOAL OF TOP=GOAL)
3 G 8 RIDNCE MAIW OV SYATEMENT=1 (SJB30AL OF 3
4 5945 APALY JPR~1 TO STATEMENT»1 (S JBGOAL OF 4)
3 GJAL & SELEZT FROM CONDITION OPR=1 A/C NO.-LIT BF STATEMENT=% (SUBGOAL OF LEFT CONDITION 51
CANOLITION RIGHT SELECTED
5 GJAL 7 APPLY LEZT CONDITION OPR-1 TJ STATEMENT-1 tSUBGOAL OF 5)
NRZRATIR ¢0: (LP{J, YY) AND «3¢U, ¥)}) YIELDS NULL}
5 GJAL 8 SELEIZT FRIM INITIAL-Q3J As3 LIT-31GN OF RIGHT CONDITION 10 (SUBGUAL OF %)
MINE SELECTED
¢ 53A. 9 APRLY DPRI=2 TO STATEMENT-Y (S JBGOAL OF 4)
5 GJAL 10 SELEST FR0M  CINDITION OPR~2 A/2 ND,-~L1T OF STATEMENT-1 (SURGDAL OF RIGHT CONDITION 9
CONDITION RIGHMT SELECTED
5 GJAL 1t AGPLY RIGHY CONODITION OPR=2 T3 STATEMENT-1 (SUBGDAL oF 9)
0”eRATIR 15  ({t=3{U, ¥) v,,, C} AND P(Uy Y3¥) YIELDS C)
5 GJAL 12 SELEST FIOM INITIAL-28J A/C LIT-S5IGN OF LEFT CONDITION 13 LSUBGOAL OF 9
STATEMZNTm3 SELECTED
S GJIAL 13 APPLY LEFT GONDITIIN 11 TO STATEMENT-2 tSUBGOAL: OF 9)
ORJECT 121 (=PEFLly, T), Flu, ¥)) v,., QfU, YY)
§  30&L 14 TRANSFI3INM 12 INTD DESIED=-03J (SURGOAL OF 3)
4 G3A_ 15 REDUCE VALY ON 12 (SUBIDAL 0F 14
5 GIAL 16 APP_Y OP3I=-i 10 {2 (SJBGOAL OF 1%5)
4 GOAL 17 SELECT FROM CONDITIDN JPR=1 &4#C NO,=LIT OF $2 (SUBGOAL OF 1B}

NJINE SEILECTED

Figure 63: The performance of GPS on the task in Fig. 61,
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5 GJAL LB APPLY OP3=2 TO 42 (SJUBGRAL OF 15)
& GDAL 19 SELECT FRAM CIONDITION JPR-2 a/C NO,=LI1T OF 12 (SUBGOAL OF LEFT CONDITION 183}
CONDITION LEFT SELECTED
6 GQAL 20 APPLY' LEPT CONDITION JPR=-2 TO %2 tSU3GOAL OF 18)
OPERATIR 131 tCl«P{FlUs Y), THU, ¥}) v,,7 QtU, Y))} AND PCFtU, ¥Y), Flu, Yi)) YIELDS
atu, Y1)
4 GOA&L 21 SELECT FRoM INITIAL=DBJ A/C LIT=SIGN OF RIGMT CONDITION 13 tSUBGOAL OF 18}
STATEMENTa1 SELECTZD
6 GOAL 22 APPLY RIGHY CONDITION 13 TO STATEMENT~1 (SUBGDAL OF 18)
D3JECT 140 QLyY, Y1)
4 3C0AL 23 TRANSFORY 14 INTO DESIRED-DBJ (SUBGDAL 9OF 14)
5 GJAL 24 REDJCE MAIN ON 14 (SJBGOAL OF 23)
6 GOAL 25 APPLY JPRet Tp 14 (SUBGOAL OF 24)
7 30AL 26 SELEZT FRO% CONDITION OPR=1 A/C NO,-LIT OF 14 (SUBGDAL DF LEFT CONDITION 2853
CONOITION RIGHT SELECTED
7 30AL 27 APPLy LEFT CONDITION OPR=1 TO 14 (SUBGOAL OF 25)
OPERATIR 15¢ ({Q¢Js Y)Y AND =3tU, Y)) YIELDS NULL)
7 30AL 29 SELEZT PROM INITIAL-03.1 &/C LIT-SIGN DF IIGHT CONDITION 15 tSUBGOAL OF 25)
NONE S=SLECTED
& GOAL 29 APPLY JPRap TD 14 (SUBGO&L OF 24}
7 30AL 30 SELEZT FRoM  ZONDITION DOPR=2 A/C NO,=-LIT OF 14 (SUBGDAL OF RIGHY CONDITION 29%
CINDITION RIGHT SELECTED
7 30AL 31 APPLY RIGAY CoNDITION 0PR-2 TO 14 tSURGOAL OF 29}
OPERATIR 181 tt{~2(U, Y} V... C) AND Ofu, ¥¥) YIELDS C)
7 30AL 32 SELEST FAapgM INITIAL=03J A/C LIT-SIGN OF LEFT CONDITION 16 (SUBGDAL OF 29)
STATEMZINT-3 SELECTEL
7 30AL 33 APPLY LEFT CONDITION 16 T3 S?ATEMENT-S_ (SUBGOAL oF 29)
DBJECT 17¢ (=PUFtU, Y), FUU, Y} V.e. =P(Y, FrUs YI) ¥ =Q(F(U, Y), FlU, Y2}
5 30AL: 34 TRANSFIRM 17 INTD DESIRED-0BU (SUBGOAL OF 23}
& GOAL 35 REDJUCE MAIN DN 17 (SUB30AL OF 34)

Figure 63: (continued)
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7 3JAL 386 APPLY OQPR=1 TD 17 tSUB3DAL OF 35)
% GOAL 37 SE_ECTY FAQM CONDITION 2P3=t A/C NO.=LIT OF 17 (SUBGDAL OF 3&)
NINZ SELECTED
7 30AL 38 ARPLY 0PR=2 T2 17 (SJUB30AL OF 35)
8 G3JAL 33 SE_ECT FRO% GONDITION 2P3=2 A/C NOW=LIT OF 17 {syaGaaL OF LEFT CONDITION 38)

CONDITION LEFT SELECTED

3 GO4L 40 AP3LY LEFT CONDITION JP3-2 TO 17 (SUBGOAL OF 38}
OPEIATIR 181  ((C~PLFL{Us Y), TCU, Y)Y Vu,o =PUY, FiUs YI) ¥ =DeFtU, Y2, FLU, ¥
1)) aND PUFLY, ¥), FCU, Y333 YIELDS t=P(Y, FtUs ¥)) V =0{FtU, Y)
¢ FLL Y302)

8 GIAL 41 SE_ECT FROM INITIAL=-0BJ A/C LIT-SIGN OF RIGHT CONDITION 18 (SUBGDAL OF 38)
STATEMZINTw: SELECTED
3 GNAL 42 APPLY RIGHT CONDITION 13 TO STATEMENT=1 (SUBGOAL OF 38)
DAJECT 193 (=PlY, FlUs YI) V,,. =0(F{U, Y), FlU, YI))
A GIAL 43 TIANSFORM 19 INTI DESIRED-03J (SURGDAL OF 34}
7 30A. 44 REDUZE MAIN 2V 19 (SJB3DAL DF 43}
3 ()AL 43 APALY DPR«{ TQ 19 (S JBGOAL GF 44)
9 GHAL 46 3ELECT FROM CONDITION JPR=-1 A/C NO,.=_1T OF 19 (SUBGOAL OF 45)
NJNE SELESTED
3 GAAL 47 AP®LY OPR=2 TO 1% {SJBGOAL OF 44)
9 GJAL 48 SELECT #R0M CONDITIDN 2PR=2 A/C NOI-LIT OF 19 tSUBGRAL OF LEFT CONDITION a7}

CONDITION LEFT SELECTED

9 GnaL 49 APPLY LEFT CONDITION JPR-2 TO 1% ISUBGOAL OF 47}
OPZRATIR 203 (L0=20Y, F{U, ¥I) V,,. =0QCFCUs Y)Y, FCUs YIX) AND PIlY, Feyu, Y3)) YIELDS
~ACF LU, Yha FRU, YI))

9 GJA. 50 SELECT FRIM INITIAL=03J A/C LIT=-SIGN OF RIGHT CONDITION 20 (SUBGOAL QF 47}
STATEMEINT=1 SELECTED
9 AJAL 51 4PPLY RIGHT CONDITION 20 TO STATEMENT=1 {SUBGDAL oOF 47
03J2CT 211 =2{FLU, Y), FiU, ¥))
7 3nAL 52 TRANSFORM 21 INTO DESIRED.0BY (SUB3DAL OF 43}
3 GlaL 33 REJYCE MATNV ON 21 (SJBGOAL OF 52)

Figure 63: (continued)
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% GDAL 54 APPLY OPR-~1 TO 21 (SUBGOAL OF 513)
10 33alL 55 SELECT FROM CINDITION OPR=1 A/C ND,=L]
CINDITION RIGHT SELECTED

10 3J8L 36 APPLY LEFT CINDITION CPR-1 TO 21
OREIATIR 221  (U=QtFCU, Y)Y, FtU, Y}} AND Q¢7tU,

T OoF 2%

(SUBGOAL OF

(SUBGOAL 0OF 54)

¥y, Fty,

Y3)1) YIELDS NULL}

1n 304l 37 SELECT FROM INITIAL-28J A/C LIT=S13N OF RIGHT COVDITION 22
14 SELZICTED

10 324k 58 APPLY RISHT CONDITION 22 TO 14 tSUBGOAL OF 541
03JECT 231 NULL

3NAL 39 TRANSFDAY 23 INTO DESIRZD-0BJ {SJBGOAL OF 52)

Figure 63: (continued)

LEFT CONDITION %4)

(SUBGOAL OF 54)

L.
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OBJECT-SCHEMA iz a single literal; otherwise, it must contain more than one
literal, The purpose of these criteria will become clear in the discussgion
of the behavior of GPS on this task.

Like the selection criterion, the immediate operators of this task
are given to GPS as IPL structures and do not appear in Fig. 6l. The main
function of the immediate operators is to permute the literals in a clause
when necessary.

Behavior of GPS

Fig, 63 is the behavior of GPS in solving the task in Fig. 61. To
achieve TOP-GOAL, GPS recognizea that INITIAL-OBJ is a SET of OBJECT-SCHEMA=s
and generates GOAL 2 to find the member of the set which appears to be
most easily transformed into DESTRED-OBJ. STATEMENT-1 is selected because
it contains the fewest number of literals, and GOAL 3 jis created in an
attempt to achieve GOAL 1. GPS notices that the value of the ATTRIBUTE,
SYMBOL, at the TOP-NODE of the two OBJECT-SCHEMAs in GOAL 3 are different
and creates GOAL 4 to reduce this difference, According to TABLE-QF-CONNEC-
TIONS, OrR-.1 has the capability of reducing the difference and thus GOAL 5
is created,

In attempting GOAL 5 GPS notices that OPR-! has two OBJECT-SCHEMAs
as an input and the TWO-INPUT-OPERATOR-METHOD is selected for achieving
GOAL 5. The first step in this method is to decide which of the input forms
(=B or B) corresponds to STATEMENT-1; GOAL 6 is created for this purpose,
Since both input forms and STATEMENT-1 are clauses which contain only one
literal, GPS decides that either input form can be used and gelects the input
form, -B. The next step in the TWO-INPUT-QOFERATOR-METHOD matches the input

form selected to STATEMENT-1 (GOAL 7) to determine if they can be made
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identical through the substitution of variables. The result of GOAL 7
(OPERATOR 10) is OFR-1 after STATEMENT.1l has been matched to the input
form, i.e., after P(U,Y) is substituted for-B. At this peint, GPS knows
that the input form of OPERATOR 10, P(U,Y) has already been supplied, even
though Fig. 63 does not indicate this, and that the resultant object can

be produced by supplying the other input. The other input can be any
OBJECT-SCHEMA derived from INITIAL-OBJ; thus, the next step in the TWO-INPUT-
OPERATOR-METHOD is (GOAL 8, whose purpose is to select the OBJECT-SCHEMA to
which OPERATOR 10 can most easily be applied. No DOBJECT-SCHEMA in INITIAL-
OBJ contains only a single literal whose SIGN is - and predicate letter is
F and thus GOAL 8 as well as GOAL 5 fails.

In retrying GOAL 4, GPS generates GOAL 9 because OPR-2 may reduce the
difference. GPS, by the result of GOAL 10, decides that STATEMEWTI-1 should
be matched to the input form -B because-it, like STATEMENT-1, contains only

.a single literal. GOAL 11 is successful and its result is the partially
applied OPERATOR 11.

To find the cother input for OPERATOR 11, GPS creates GOAL 12, STATE.
MENT-3 is selected because it contains more than one literal and one of them
has - for its SIGN and P for its predicate letter., OPERATOR 11 is applied
{GOAL 13} and produces OBJECT 12Z.

GPS tries to transform OBJECT 12 into the DESIRED-0BJ {GOAL 14).
Since they are different, GOAL 15 is created, which GPS attempts to achieve
by applying OPR-1. to OBJECT 12 (GOAL 16). GOAL 17 is created in order to
decide which imput form should be matched to OBJECT 12, Beth input forms im
OPR-1 contain only one literal and QBJECT 12 has two; hence GPS considers

the application of OPR-1 infeasible, In attempting GOAL 15 again, GOAL 13
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is created.

GPS continues in similar fashion until O is finally produced as
a rtesult of GOAL 59 and the success of GOAL 60 indicates that the TOP-GOAL
has been achiewved.

Discussion

The formulation of this task for GPS is somewhat clumzy. To express
the resolution principle, which is used as a single rule of inference by
the predicate calculus theorem provers, three distinct operators are
required, This clumsiness results from a lack of any notation for sets and
any operations om sets in the representation of GF3; there 1is no convenient
way to represent the union of two sets or the set formed by deleting a member
from a set.

OBJECT-SCHEMAE are not represented by the disjunction of a set of
literals, Rather disjunction is treated as a binary logical commective,

Fig. 62.b illustrates that in this representation, the arpuments of V are
either literals or & disjunction of literals. Fig. 62.a is the representation
of a clause comprised of a single lireral, Such a clause is represented by
the literal itself and thus contains no V.

The gperators must distinguish between OBJECT-SCHEMAs which contain
only a single literal and those which contain more than one literal, 1In the
one case, the literal which is "deleted" is at the TOP-HODE and, in the
other case, it is at the LEFT node. The three operators are required te take

care of the three situations,

a., when both input clauses contain a single literal;

b. when only one input clause contains a single
literal;

¢. when neither input clause contains just one
literal.
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OPR~2 (used in situation E) can have the single literal either as its first
input or its second input.

It is noteworthy that representing the resolution prineiple as three
operators instead of one has a2 considerable effect on the problem sclving,
Often GPS tries the wrong operator first, e.g., GOAL 5, and does not
realize the mistake until several GOALs have been generated. If the three
operators were combined into one, the wrong operator could not possibly be
selected, In solving the task in Fig. 61, 14 GOALs {a quarter of the GOQALs)
are generated in attempting to apply inapplicable ocperators.

On the other hand, the fact that there are three operators instead of
one, s used beneficially by GPS. GP5 attempts to apply OPR-1 and OPR-2Z
before applying OPR.3 because of their order in the TABLE-OF-CONNECTIONS.
Since cne of the inputs to both OPR-1 and OPR-Z contain only a single literal,
the result of applying either has fewer literals than one of the inputs,
Reducing the number of literals in a clause is desirable because the main
objective of the task is to reduce the number of literals in a clause to zero;
i.e., te produce DO . Applving OPE-1 and OPR-2 before applying OFR-~3 is

equivalent to the unit preference strategy used in Wos, et al [67].

The commutativity and asscciativity of V is implicitly taken into
consideration in applying an operator. Whenever the match detects a V...
versus V, an immediate operator juggles the order of the literals in an
object until the SIGH and predicate letter of the first literal are the same
in the ogbiject and input form of the operator.

For example, in GOAL 33
-QU,Y) V... C

is matched to Fig. 62.b, After detecting the V...versus ¥, an immediate
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operator rewrites Fig. 62.b as Fig. 62.c and replaces the V... with a V.
Since Fig. 62.c can be made to match the input form by substituting for
variables, OBJECT 17 can be produced.

It is very important that the problem formulation takes advantage
of the commutativity of the literals in a clause implicitly, instead of
stating it explicitly, as an operator. Otherwise, the problem tree would
be considerably larger and the problem solver would spend a large portion
of its time commuting literals in a clause,

Perhaps the most instructive part of this example is the light it cast
upon the evolution of problem sclving programs, In LT, a theorem proving
program for the prepositional calculus which is the predecesser of GPS, it
was noted that the match routine was the source of most of the power of the
program over a brute force search. (GPS may be considered as an attempt to
generalize the match routine, based on that experience.) The first predicate
calculus theorem prover did in fact use brute force search, Gilmore [17].
From an efficiency point of view the main effect of the resolution principle
was to reintroduce the possibility of matching (gaining, thereby, a vast
increase in power). And it is this feature that allows GPS to use the

resolution principle in a natural way.

E. FATHER AND SONS TASK9
A father and his two sons want to cross a river, The only means of
conveyance is a small boat whose capacity is 200 pounds. Each son weighs

100 pounds while the father weighs 200 pounds. Assuming that the father

9The source of this task is private communication from Paul Newell,
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and either son can operate the boat, how can they all reach the other side
of the river? Of course, there is no way to cross the river except by boat.

GPS Formulation

Fig. 64 gives a formulation of this task for GPS. TOP-GOAL is a
statement of the problem., INITIAL-OBJ, whose tree structure is shown in
Fig. 65, represents the situation in which the father, both of his sons,
and the beoat are on the LEFT bank of the river. The presence of the BOAT
is designated the value, BOAT, of the ATTRIBUTE, BOAT; its absence is
indicated by the absence of a value of the ATTRIBUTE, BOAT.

DESIRED-0OBJ is the OBJECT-SCHEMA that represents the situation in
which the father, his two sons, and the boat are on the RIGHT bank of the
river.

In this task, the only operator is SAIL whose application has the
effect of moving X fathers, Y sons, and the boat from the FROM-SIDE to the
TO-SIDE. The first two TESTs in VAR-DOMAIN of SAIL indicate that FROM-SIDE
and TQO-SIDE stand for different banks of the river.

The third and fourth TESTS require that someone must be in the boat
to operate it, and that the capacity of the boat must not be exceeded.
WEICHT is the EXPRES whose value is the number of hundred pounds in the boat,
Thus, if the value of WEIGHT is greater than 0, someone must be in the boat
and, if the value of WEIGHT is not greater than two, the capacity of the boat
is not exceeded. MNegative values for X and Y do not make sense.

The three TRANSFORMATIONs in SAIL move the BOAT, the FATHER, and the
SONS, respectively, across the river. The four SETs, SIDES, 0-1, 0-1-2, and
1.2 are used in the specification of SAIL.

The six types of differences, F-1, F-R, S-L, 8-R, D-L (dock at left),
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DECLARE [
BOAT = AFTHIWUTE
O-«L = FEATURE
D=R = FEaTURE
FATHERS = ATTALIBUTE
FINAL=UBJ = UBJECT-SCHEHA
FROM=SIDE * LOC-PHGE
F-L = rEATURE
F=H = FEATURE
INITIAL=03J = QHJECT-ECHEMA
SaiL = MOVE~QPERATOR
S0ONS = ATTRIGUTE
SIDES = SET
S-L = FEATYRE
§-R = FEATURE
To=-SIDE ® LUC-FROL
HEIGHT = ZAPHES
0-1 = SET
D-i=2 = SZ7
1-2 = SET
¥
TASK~STRUCTIES 1
TOF=B3AL = ¢ TRANSFORM THE INITIAC=OBJ INTU THE FINAL=DBJ .
INITIAL=03J =  LEFT { SONS 2 FATHERS 1 BOAT WO&T )
RI1GHY ( SONS 2 FATHERS 0 ) )
FIMAL=03D » § LEFT { SONS 5 FAIHEAS 3

RIGMT { FATHERS 1 SINS Z BOAl BOAT ) !

Figure 64: The specification for GPS of the father and soms task.




- 232 -

WEIGRT = { X + ¥ + ¥ 1

SalL ¢ § SalL THE o0AT FROM THAk FRUM=SI0E ID THE TO~SCLE WITH x FaTHERS

AND Y SONS 1N TT, %

i

it L
ni
(0
1
THE
T4E
T4E
THE
T4E

THE

CREAT[UN=UFERLTOR

VaR=DCHMA(N

1. THE FRUM=5[Dr [3 AN EXCLUSIVE-MEWBER OF THE SI0DES ,

2. THAE TQ=SiDE [$ AN EACLUSIVE~REMWER OF THE SIJES ,

Ja ¥ 15 4 CUNSTRA[YEDG=4ENBCch L& p=1 , THE CUNSTRRINT 18 THAT
TAE WEIGHT 1§ IN=THceR3ET 1-2

4 X [ 2 CONSTRATNEN=-MEMBER OF 0=1=2 5 THE CONSTRAAINT 15 THAT
THE WEJGHT (5 TY=THzaSET 1-2 ,

MOvES

L. HOYE THE RQA[ &4 THE FROM=SIUE T0 THE BOAT AT THE TO=-SIOE .

2, NECHEASE HY THE AMGJNT X THE FATHERS 4T THE FROM=S|DE AND
&0D IT TO THE FATHERE AT THE TO=-SIDE ,

3, UECREASE BY THE AMOJWT Y THE SOMS AT TWE FrOM=SIQE AND ADD
LT T4 THE 50nE AT THE TQ-5[0c . )

EFT RAlimT

1

12

]

S50NMS AT THE LEFT 1}

SONS AT THE RIGHT )

FATHERS AT THE LEFT 3

FMTHEH3 AT THE RI1&HT )

HOAT AT Tde LErT #

HOAYT AT THE RIGHP )

Figure 64: (continued)
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BASIC=MATZH = ( COMP=FEAT=LIS! ( =K S=K D=-R ) )

COMP=0gJEZTS = ( oAS[UC«MATCH )

DIFF=-DORDERING = € 1.
2
3.

TABLE=UF=CONN=CTIONS

4

{

¢

Fel F-® )
S-L §-n )
D-L D=t ) )

¢ ( COMMON-DIFFERENLCE SALL } )

LIST=0F-vAR = { FRDM~SIDE T0=5IDE X ¥ ?

0BJ~aTiRI3 = ( FATHERS SONS HJUAT )

Figure 64:

(continued)
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LEFT IGHT
SONS 2 SONS O
FATHERS 1 FATHERS 0
BOAT BOAT

FIGURE 65. The tree structure representation of INITIAL-OBJ.
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and DR are all stated relative to the TOP-NODE of an OBJECT~SCHEMA, The
types of differences which pertain to the FATHERs are most difficult
according to DIFF-QORDERING, while the easiest types of differences are
those which pertain to the BOAT,.

BASIC-MATCH and COMPARE-OBJECTS indicate that the only types of
differences detected by the match are those that pertain to the RIGHT bank
of the river. These types of differences are sufficient because what is
not atlthe RIGHT must be at the LEFT.

TABLE~OF~CONNECTIONS designates SAIL to be relevant to reducing all
types of differences and thus gives GPS no selectivity. OBJ-ATTRIR is a
list of the ATTRIBUTE: of this task and LIST-OF-VAR lists the variables
which appear in Fig. 64.

NEW~0BJ 1is a selection eriterion which was given to GPS as an IPL
structure, Tt 1s used in several tasks and is described on page 171.

Behavior of GPS

Fig. 66 shows the behavior of GPS in solving the task in Fig. 1. In
attempting TOP-GOAL, GPS notices that neither the‘father, his sons, nor the
boat is at the RIGHT bank of the river. GOAL 2 is generated because, accord-
ing to DIFF-ORDERING, FaR 1s more difficult than either D-R or 5-R. To
reduce this difference, SAIL, with X equal to 1, and TO~5IDE equal to LEFT,
is applied to the INITTAL-OBJ (GOAL 3, OBJECT 5).

Since there are not enough SONS at the RIGHT in OBJECT 5, {(GQOAL 4,
GOAL 5), GPS attempts to move two of them to the RIGHT (GOAL 6). GPS
notices that before it can apply this operator, the BOAT, must be brought
back te the LEFT (GOAL 7). Although bringing the BOAT back to the LEFT
results in the INITIAL-OBJ (GOAL 8), it allows the two SONS to be moved to

the RIGHT (GOAL 9, OBJECT 6).
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1 TOP-GI&L TRANSFORM IN[TLAL=0BY INTO FINAL-Ofa {SUBGOAL OF!' HONE)

2 GOA. 2 REQJCE FeR ON INITIAL-DBZ (SUBGDAL OF TOR-GOAL»

q G3AL 3 AOPLY SAIL WITH ¥ ® g1, TO-SIDE = RIGAT, TO INITIAL=DB.) (SUBGOAL OF 2}
SeTs FROM-SIDE = LEFT, ¥ = O
OBJELT 53 {LEFTIFATHERS 0 SON5 2) RIGHT{FAYHAERS % SONS 0 BOAT ROAT))

2 GNAL 4 TRANSFORM 5 [NTO FINAL=-DEY {SUBGIAL OF TOP=GOAL)
% GJ4L 5 REDUCE S~% O & ISUBGOAL QOF 4}
4 GDAL & APPLY SAIL wWITH ¥ = 2, TO-S1UE = RIGHT, TB 5 ISUBGOAL OF 5}

SET)1 FROM=SIDE & LEFT, X = ¢

9 GOAL 7 REDUCE Dal OW 5 tSUBGOAL DF &)

6 GoAL B APPLY SAllL WITH TD=-SIDE = LEFT, To 5 [SJREDAL OF 7)
SET: FAROM-SIDE = RIGHT: X = 1, ¥ =2 0
DEJECT [NITIAL~08)t (LEFT{FATHERS 1 SONS 2 30AT BOAT) RIGHTC(FATHERS [ S0MS p})

5 S04, 9 APPLY SAIL WITH ¥ m 2, TO~S]DE = RIGHT, TO INITIAL=DBY (SUBGOAL OF 63
SET: FROM=S[DE = LEFT, % = Q
OBJELT 61 (LEFTLFATHERS 1 SONS 4! RIGHT(FATHERS 0 SONS 2 BOAT BOAT))

3 GOAL 10 TRANSFOHM & 1MTO FINAL-DBY {SJEGDAL OF #)
4 GpaL f1 REOUCE F-R ON & ISUBGEDAL OF 4101}
% GOAL 12 APPLY Safl WITH ¥ = 31, Tp-5I0E = RIGHT. TD & ISUBGDAL OF 11)

S5eTI FROW=-SIDE = LEFT, ¥ =
46 GOoAL 43 REDUGE D=L Ok & (SUBGOAL OF 12!

T GOAL 14 APPLY Sale WITH TO-SI0E w LEFT, TO & {SUBGODAL OF 13)
SETt FROM-SIDE 2 RIGHT, % = g, ¥ =3 1
OBJECT 7% (LEFTCFATHERS 1 SONS L BOAT BOAT) HIGHTIFATHERS © SONS 1))

& GOAL 15 APFLY SAlL WITH % = 1, TO-SIDE = RIGHT, TD ¥ fSUBGOAL OF 28&)

SETI FHQM«SIDE = LEFT, ¥ = 0
QBJECT Bf (LEFT{FATHERS 0 SONS 1) RIGHTIFATHERS 1 SONMS 1 BOAT BOATI}

Figure 66: The performance of GPS on the father and sons task,
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4 GOAL 16 TRANSFORM B INTO FINAL=08J tSUBGOAL oF 19!
S GDAL 17 REDUCE S-R on 8 (5URGDAL OF L&)
& GOAL 18 APFLY SAIL WITH Y = 1, TO-SIDE = RIGHT, TO A (SUBGOAL OF 17}

SETt FROM~SIDE = LEFT, X = o

7 GOAL 19 REQUCE D-L ON 8 (5UBGOAL OF 1W)

a4 GOAL 20 ApPLY SAIL WITH TO-SIDE = LEFY, TD 8 (SUBGUOAL OF 19!
SET: FROM-SIDE = RIGHY, Y = 1, X = §
DBJECT 91 (LEFT(FATHERS 0 SONS 2 BOAT BOATY RIGHTC(FATHERS 1 SONS 0})

7 GOAL 21 APPLY Sallk WITH v ® 1, TOSIDE = RIGHT, T 9 [SUBGOAL! OF 1A}
SETI FROM-SIDE = LEFT, X = 0
DBJECY 8! (LEFTC(FATHERS 0 SONS 1) RIGHT(FATHERS 1 SONS 1 BOAT A0ATY)

4 GOAL 16 TRANSFORM 8 INTO FINAL=0BJ (5UBGOAL OF 1n)
% GOAL 23 TRANSFORM 4 INTO FINAL-DB4 (SUBGOAL OF TOP-GOAL)
& GOAL 24 SELEGT FAQM 4 A/ZC NEW=0HJ OF FUNAL-OBJ (5UBGOAL OF 23y
9 SELECTED
b GOAL 25 THANSFORM 7 INTO FINAL=-DBJ (SUBGOAL OF 23)
7 GOAL 26 HEUUCE FeR ON 7 C3UBGOAL OF 2%)
& GOAL 15 APFLY SAIL WITH X = 4, TO-S]DE = RIGHT, TO 7 {SUBGDAL OF 28)

SETs FROM=SIDE = LEFT, Y = ¢
OBJECT 6% (LEFTI(FATHERS 0 SON§ 1) RIGHT(FATHERS 1 50NS 1 BOAT BOATH)

4 GROAL 16 TAANSFQORM 8 INTQ FINAL=-0OH) (SUBGQAL OF 1n)
4 GpDAL 11 REDUCE F=R ON & (SUBGODAL OF 10}
% GOAL 23 TRANSFORM 4 INTO FINAL-OBJ {SUBGOAL OF TOP-GOAL}
& GDA| 24 SEWECT FRQM 4 A/C NEW-QHJ DF FINAL~D@J {5UBGODAL OF 21
9 SELECTED
b GOAL 30 TRANSFORM 9 INTO FLNAL-D&J tSUBGDAL OF 23)

Figure 66: (continued)
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7 GOAL 31 MEDYCE S=R ON 9§ {SUBGOAL OF 30}

8 GOAL 32 APPLY SAIL WITH Y = 2, TO-SIDE = RIGHT, TO 9 {5UBGDAL OF 311}
SET: FROM-SIDE = LEFT, X = 0
OBJECT 12+ (LEFT(FATHERS 0 50v5 0) RIGHT(FATHERS 1 SONS 2 BOAT BOATH?

7 GOAL 33 TRANSFORM 12 INTO FINAL-OBJ tSUBGOAL OF 30)
SUCLESS

Figure 66: {(continued)
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After one of the SONS brings the BOAT to LEFT, GPS moves the father
to the RIGHT (GOAL 15). GPS attempts to move the remaining son at the
LEFT across the river by bringing the BOAT back to the LEFT (GOAL 20).

Since GPS does not realize that the other son was brought to the LEFT with
the BOAT, only one son is moved to the RIGHT (GOAL 21) which causes GOAL 16
to be regenerated.

At this point, GPS realizes that it is in trouble and looks for some-
thing new to do. GOAL 25 is created begause OBJECT 7 has never been trans-
formed into the FINAL-OBJ and beéause it is derived from INITIAL-OBJ.
(OBJECT 4 in GOAL 23 is the SET of all objects derived from INITIAL-OBJ. It
is generated internally by GPS5.)

Since GOAL 25 does not lead to any new results, GOAL 30 is generated
in an attempt to generate a new GOAL. After moving two sons across the
river in OBJECT 9, GPS notices that it is successful (GOAL 33).

Discussion

This task is very similar to the missionaries and cannibals task.
Both tasks involve moving two élfferent kinds of people across a river in a
small boat, But their formulations for GPS are quite different, in that
none of the operators, objects, or differences are the same. The father and
sons task cannot be given to GPS in terms of the missionaries and cammibals
task, e.g., the father and sons task is the same as the missionaries and
cannibals task except that nobody can be eaten and there is only one father,
etc, On the other hand, after giving the task of integrating an expression
to GPS, only TOP-GOAL had to be changed in order for GPS to integrate a

different expression,
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F. MONKEY TASK

This task was invented by McCarthy {27] as a typical problem for
the Advice Taker program, McCarthy [26]. In a room is a monkey, a box,
and some bapnanas hanging from the ceiling. The monkey wants to eat the
bananas, but he cannot reach them unless he 18 standing on the box when
it is sitting under the bananas. How can the monkey get the bananas? The
answer is that the monkey must move the box under the bananas and climb
on the box before he can reach the bananas. The problem originates in the
study of the problem solving ability of primates. 1Its interest lies not in
its difficulty, but in its being an example of a problem subject to common
fense¢e reasoning,

GPS Formulation

In the formulation of this task shown in Fig. 67, INITIAL-OBJ repre-
sents the monkey in the room. TINITTAL-0BJ is an OBJECT-SCHEMA consisting
of only a single node with the three ATTRIBUTE: listed in OBJ-ATTRIB, There
are four operators which represent the various acts that the monkey can per-
form, CLIMB is the operator whose application corresponds to the monkey
climbing on the box., An application of WALK corresponds to the monkey walking
to the place, X, which must on on the floor of the room; i.e., in the set
FLACES. MOVE-BOX represents the fact that the monkey can move the box to any
place on the floor of the room and GET-BANANAS is the statement that the
monkey can get the bananas provided that the box is under the bananas and
that he is standing on the box.

The three types of differences, D1, D2, D3, of this task correspond
to an incorrect value of one of the three ATTRIBUTEs (OBJ-ATTRIB) of this

task: Dl to MONKEY'S-PLACE, D2 to BOX'S-PLACE, and D3 to CONTENTS-OF-MONKEY'S.

——r

—

L

L)
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DECL ARE i
BOX'S=-ALACE = ATTRIRUTE
CLIWMB = ~OWE=-DPERATYR
CONTENTS<OF -MANKEY?S=HAND 2 ATTR]SUTE
DESIREB=-0AJ = DESCATAED=03J
21 = FEATUHE
D2 = FzaTuRE
03 a FEATYRF
GETmGAWAAS a HOVE-CPERATOR
INIT] A, =0Bd 3 JEJECT=-SCHEMA
MONKEYTS5ePLACE = ATTRIGUTE
MOVE=833¥ = MIvE«JPERATOUR
PLACES = SET
WALK = FOVE~QPERLTLR
1
TASK=STRUSTURES t
TOP=GOAL = ¢ TRANSFORM ThE LNITIAL=CAJ INTOD THE DESTRED~OBJ o }
IHITIA~-nRJ &8 1 MOMKEY'S=PLALCE FLACEs{ BJXT5=-PLACE FLACE-2
CONTENTS=0F "MONKEY'S«AakD EHPTY }
0BJwATERIE = | HONKEY'SePLAVE BOX'5=PLACE CONTENTS=DF-MONKEYTS-HAND )
DESIRERE=7AJ = { TEX-DESCRIPI(ON
THE COMTENTS=0F=4A4KEY'S=HAND EJUALS BANANAS , )
PFLACES = t PLACE=1 PLALE=2 UNDER=RAKANAS , |
CLIMB 5 [ CREATIOHN=OPBHATIR
PREYESTS
1. THE HMONKEY'!S5~-FLACE EmuALS THE BOL'S5«PLACE .,

MOYES

Figure 67: The specification for GPS of the monkey task.
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1., NOPY OM-90X AT THE MNONKEY'S-P_ACE , )
WALK = ¢ CREA*]IIN-CPEIATOR
VAP«NCYA N
¥ 15 IN=-ThE=SET QF PLACES .
FOVES
COPY % AT THE MUNSEY'S-PLACE ,
YCYE~BEaX = [ GHEATINN=JFERATOR
WAR=(QNAIN
1. X [ lH=THE=SET 0F PLACES .
PRETESTS
1. ThE MONKEY'3-PLACE 15 [M=-THE-S5ZT OF PLACES ,
2, THE MONKEY'S=PLACE EJ)aLS THE BOX'S-PLACE .
WIVES
t, CIPy x AT THE MCNKEY'S~PLACE
2, COFY % AT The A0x'S=-PuAlE , )
GETwBANAYAS = { CREATIUGN=IFERATOR
PRETESTS
1. THE BCX'5=PLACE EOJALS JNDER=IANANAS .
2., Thi MOYAEY ' S=-PLACE EOQUN_S ON-BON .
MIVES
1, COPY BA&NAHAS AT THE COMTEMTS=OF~MOUKEY'S=dHaND , )
0L = & POmKEY %=PLACE 1
N2 = { BOX'S=0ACE !
D3 3 4 COMTENTS=0F-4ONKEYFS=HAND }
JIFF=-DATE®ING = ( U3 02 Df 1}
TABLE=3FaCONHECTLIONS = € § VOMMAN=QIFSERENCE WaLX CLIHB NOVE=BOX

GET=-BAMANARS ) 3

Figure 67: {continued)
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LIST=0R-vAR ® ( X )
)
END

Figure 67: (continued)
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HAND. DIFF-ORDERING indicates that it is most difficult to change the
contents of the monkey's hand while the monkey can easily change his
position, TABLE-OF-CONNECTIONS contains no information about the desir=-
ability of operators, except that operators are desirable to reducing
differences. LIST-OF-VAR indicates that X is the only variable in Fig. 67.

Behavior of GPS

Fig. 68 shows how GPS solved the problem in Fig. 67. The monkey
cannot reach the bananas in initial configuration of the room (GOAL 1,
GOAL 2, GOAL 3) because the box is not under the bananas (and because the
monkey is not on the box, which is less important). In order to move the
box under the bananas (GOAL 4, GOAL 5), the monkey must be standing beside
the box; consequently, the monkey walks to the box (GOAL 6, GOAL 7) which
results in the new configuration of the room--OBJECT 4. After the monkey
moves the box under the bananas (GOAL 8, OBJECT 5), he still canmot reach
the bananas (GOAL 9) because he is not standing on the box. So, the monkey
climbs on the box (GOAL 10, GOAL 11, OBJECT 6) and finally plucks the
bananas from the ceiling (GOAL 11, GOAL 12, OBJECT 7).
Discussion

INITIAL-OBJ and all OBJECT-SCHEMAs derived from INITIAL-OBJ are models
of the various configurations of the room. They are not complete models of
the room, e.g., none of them contain any information about things hanging
from the ceiling. But they contain sufficient detail of the room for this
simple problem,

The representation of the problem in an Advice Taker problem solver; e.g.,
the program developed by Black [4] is quite different. There, the initial
configuration of the room is not a single entity that models the situation,

as in GPS's representation, but a group of independent linguistic expressions
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1 TOP=GIAL THANSFOAM INLTIAL-Q8J INTO DESIRCD-0B8J (SUBGHAL OF NONE)
2 GOA, 2 REUYGE D3 DN INITIAL=QBJ {5JBGOAL OF TOP=GOAL)
3 GIAL 3 ARLY GET=BANANASE TO INITIAL~DBJ (SUBGODAL OF 2}
A GOAL 4 REDUCE b2 ON INIITAL=-0BJ (SJB30aL OF 3)
S BJAL § AOPLY ROVE=BDX W]TH ¥ * UNDER-BANANAS, TO INIT]AL=0B8J (SUBS0AL OF #)
& GQAL & REQUCE D1 QN INITIAL-DBJ (SUBGOAL of 5}

7 GQAL 7 AFPLY WALK WITH X ® PLACE=2, TD INITIAL=ORJ (SUBG0AL OF &)
OdJECT 4% (MUNKEY'S~PLACE PLACE~2 BOX'S~PLACE PLACE=2 CONTENTS=0F~MONKEY'Se=HAND
EMPTY)
A GOAL & APPLY MOVE=BHOX WITH X = NDER-JFANANAS, TO 4 (SUBGOAL OF %)
NBJELT 9% (HMONKEY'S=PLACE UNDZR«BANANAS ROXTS5=PLACE UNDER-BANANAS CONTENTS=0F-HONKEY'S5-HAND
EMFTY)

4 QAL ¥ APELY UeTeoAdANAS TO & {SUBGDAL OF 3)
h G0AL 10 REDLGE U1 UN = {SUBGOAL OF 9}

& GOAL 11 AFPLY CLlWMB TO 5 (SUBGOAL OF 10}
OBVECT 6% (MONKEY!'S5=PLACE DN=30X BOX'5»PLACE UNDER-BANANAS CUNTENTS=OF=-HONKEY'S=nAND
EHMFTY)
» HIAL 12 APPLY GWET-dANARAS TO 6 (SU3a0aL OF 93
UBJELT /% C(ADNKEY*E=FLACE ON=30X BOX'S=-PLACE UNDER-BANANAS CUNTENTS=UF=HONKEY'S=-HAND
EANANAS)
2 GoaL 13 TIANSFORHM /7 INTQG DESIRED=0BJ (SJBGOAL OF TOP-30AL}

SUCCESS

Figure 68: The performance of GPS on the monkey task,
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that describe the situation. 1In solving this task, the program deduces
new linguistic expressions and not new room configurations, For example,

in solving this task, Black's program deduces the linguistic expressions,

2. The monkey can move the box under the
bananas.

b. The monkey can stand on the box when
it is under the bananas.

These linguistic expressions only describe part of a possible room configura-
tion in much the same way the DESIRED-OBJ only cescribes part of a room
configuration.

Both representations have advantages. Linguistic expressions are
good for representing imperfect information which is difficult to represent

in a model, e.g.,

The monkey is in one of two places.

On the other hand, models contain implicit information which need not be

stated explicitly; e.g.,

the monkey can only be in one place at a time,
or

two squares are adjacent on a chess board.

Which of these two representations is better probably depends upon the task
and for some tasks, such as the monkey task, they are probably equally good.

This issue is discussed in Newell and Ernst [16].

o

;
o
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G. THREE COINS PUZZLE

In this task, Filipiak [13], there are three coins setting on a
table, Both the first and third ccins show tails, while the second ceoin
shows heads. The problem is to make all three coins the same--either
heads or tails--in precisely three moves. Each move consists of "turming
over" any two of the three coins. For example, if the first move consisted
of turning over the first and third coins, all of the ceins would be heads
in the resulting situation. But the task is not solved because only one
move was taken instead of the required three.

GPS Formulation

In Fig., 69 which gives the GPS formulation cf the task, INITIAL-OBJ
represents the situation in which the first and third coins are tails and
the second coin is heads, The tree structure representation of INITIAL-0BJ
is given in Fig. 70. FEach node, except the TOP-NODE, represents a cein
and has two ATTRIBUTEs, BOTTOM and TOP, The wvalues of these ATTRIBUTEs are
the side of the coin facing the table and the side of the coin showing,
respectively. The ATIRIBUTEs of the TOP-NODE--MOVES-TAKEN and MOVES-
REMATNING=-keep track of the number of moves which are involved in producing
the OBJECT-SCHEMA.

The DESIRED-OBJ represents the OBJECT-SCHEMAs in which the TOP of all
three coins are the same and the MOVES-REMAINING is 0 (precisely three moves
were involwed in producing the CBJECT-SCHEMA). TOP-GOAL is the statement of
the problem,

The only operator in this task is FLIP-COINS which "turns over" any
two of the three ceins., FLIP-COINS also increments by 1 the wvalue of the

MOVES-TAFKEN and decrements by 1 the value of the MOVES-REMAINING.
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RENAME §
COIN=1 = FIRSY
COIN=2 = SECGND
COIN=3 = THIRD
}
DECLARE t
BOTTOM = ATTRIBUTE
COINS = SET
DESIRE®=~0BJ = DESCRIBEL=0AJ
1 = FgATURE
D2 s FEATURE
D3 = FEATURE
D4 = FEATURE
FLIP~CBINS = MOVE-DPERATOR
INITIAL-OBJ & OBJECT~SCHEMA
MOVES-REMAINING = ATTRIBUTE
MOVES=TAKEN 3 ATTRIBUTE
TOP = ATTRIBUTE
X ® LOB=PROG
Y = LOE-PROG
L
TASK=STRUBTYRES |
TOP«GOAL = ( TRANSFORM THE INITTAL«OBJ INTD THE DESIRED~O0BJ o )
INITIAL-DOBJ = { MOVES~REMAINING 3 MOVES-~TAKEN 0
COIN~=1 ¢ BUTTOM HEADS TOP TAILS )
COIN-2 ¢ BGTTOM TAILS TOP HEADS

COIN=3 { BOTTOM HEADS TOP TAILS ) )

Figure 6%9: The specification for GPS of the three coin puzzle.
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DESIRE@-4pJ w ( TEX=-DESCRIPI}DN

COINS

E]

1. THE TOP UF COIw-2 EQUALS THE TOP OF COfN«3F ,

2. THE TOP JUF CDIN=3 ZQUALS THE TOP OF GOIN=1 .

3. THE MOVES=REMAINING EQUALS D

{ COlv=1 COIN=2 CDIN=3 )

FLIP=CBINS = « % TURN CODINS X AND Y OVER § CREATION=-OPERATQR

ol =
og =
b3 =

04 =

4

VAR=TOMAIN

1, X 185 AN EXCLUS]VE=-MEMBER OF THE CCINS

2y Y 15 AN EXCLUSIVE-MEMBER OF THE COINS .

RRETESTS

1, THE HOVES=REMAINING IS GREATER=THAN 0

HOVES

1. DECREASE By THE AMDJUNT 1 THE “OVES-REMAINING AND

ADD IT TQ THE MovES-TAKEY .,
2. MOVE THE BOYTOM OF & TO THE 72°P
X. MOVE THE d0TTOM DF ¥ TO THE TOP
4, BOVE THE ToP OF X T35 YHE BOTT(M
%, MOVE THE TOP GF y T3 THE BOTTOM
Tor OF CnINM=1 )
Tar OF ColN-2 }
Top OF GCOIN=3 )

MOVES=REMAINING )

DIEFF=0RLERIMG = ¢ { D1 D2 wd ba 31 )

DF
oF
oF
OF

TABLE-QFwCOMNFOTIONS & ( ¢ LOMHON=DIFTERENCE FLIP=CODING ¥ )

LIST«OR-yAR & L X Y )

QBJeATTRIB = t TOP BOTTOM MUVES-REMAINING MOVES=TAKEN )

]

Figure 69:

{continued)
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END

Figure 69: (continued)
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MOVES -TAKEN 0
MOVES -REMAINING 3

COIN-1 COIN=2 0IN-3
TOP TAILS TOP HEADS TOP TATLS
BOTTOM HEADS; BOTTOM TAILS BOTTOM HEADS

FIGURE 70, The tree structure representation of INITIAL-0OBJ in the three
coins puzzle.
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The types of differences of this task are D1, D2, D3, (tha TOPs
of the various coins) and D4 (MOVE-REMAINING). Others, such as BOTTOM-OF-
COIN-1 were not included because they could never be detected, DIFF-
ORDERING signifies that all of the types of differences are equally diffi-
cult to reduce. TABLE~-OF-CONNECTIONS indicates that FLIP-COINS is desirable
to reducing any type of difference.

LIST-OF-VAR designates X and Y to be variables and the ATTRIBUTEs of
this task are listed in OBJ-ATTRIEB.

Behawvior of GPS

Fig. ¥l is the behawvior of GFS in finding a solution to the task in
Fig. 69. GPS notices that COIN-Z is not the same as COIN-3 (TOP-GOAL) and,
in an attempt to reduce this difference {GOAL 2), GOAL 3 is created.
OBJECT 4 is produced by "turning over" the first and second coins,

Since in OBJECT 4, GOIN.3 is not the same as COIN-1 (GOAL 4, GOAL 5},
GPS turns over the first and third coins (GDAL 6) to produce OBJECT 5, Again,
COIN-2 is not the same as COIN-3 and the first and second coins are turned
over (GOAL 7, GOAL 8, GOAL 9. In attempting GOAL 10, GPS notices that it
has solved the problem.
Discussion

In the DESIRED-OBJ, the order of che arguments (for expedience) is
such that GPS does not make a mistake. GPS would make a mistake if the TESTs

in the DESIRED-0OBJ were

1. THE TOP OF COIN-1 EQUALS THE TOP OF COLN-2,
2. THE TOP OF COIN-2 EQUALS THE TOF OF COIN-3.

Using this DESIRED-OBJ, the TOPs of the coins would not all be the same in

the result of the ninth GOAL. FLIP-COINS could not be applied to this object
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1 TOP=GIAL TRANSFDRM JN|TI1AL=0BJ INTOD DEBIRED~OBJ {SUBGOAL DF NONE)
? GOAL! R REDUCE D2 ON INITIAL=0B8J (SUBGDAL OF TOR=GOAL)
3 GOAL 3 APPLY FLIP-COINS WITH X = COIN=2, TO INITIAL-DBY (3uaGOAlL OF 2}

SET: v = COIN-1
OBJECT 41 {(MOVES~REMAINING 2 WOVES-TAKEN 4§ ZOINeL1(TQP HEADS HOTTOM TAILS) COIN-2
(TOP TAILS BOTTOM HEADS) COIN-3tTORr TAILS BOTTOM HEADSH)

2 GOAL 4 TRANSFORM 4 INTO DESIRED=DS8J (S5URGOAL OF TOP=GOAL)
3 GIAL 5 REPUCE D3 QN 4 {SUBGOAL OF 4}
4 GOAL & APPLY FLIP-COINS WITH x = COIN-3, TD 4 (SURIDAL OF 52

SETt v = COlN-1 _
DBJECT %t (MOVES=REMAINING t YOVES-TAKEN 2 COIN=L{TOP TAILS BOTTOM MEADS) COINe2
(TOP TAILS BOTTOM HEADS) COIN=3(TOP HEADS BOTTOM TAILSD)

3 30AL 7 TRANSFORM 5 [NTQ DESIRED-0BJ (3UBGOHAL OF 4)
4 GOoAL B REDUCE D2 ON 5 (SURGOAL OF 7%
5 GOAL 9 APPLY FLIP=COINS WITH X = COIN-Z2, TO & (5JBGOAL OF &)

SET! ¥ = COLN+1
HRJECT 61 tMOVES~REMAINING [ MOVES-TAKEN 3 SOIN-1(YOP HEADS BOTTOM TAILS) COIN-2
ITOP HEADS BOTTOM TalLS) COIN«3(TOP HEADS BOTTOM TAILS))
4 GOAL 10 YRAMSFORM & INTD DESIRED-pAJ {5U0G0AL QF 7}

SUCCESS

Figure 71: The performance of GPS on the three coin puzzle,
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because the MOVES-REMAINING is 0. (DECREASE requires its first argument
to be greater than 0.) Consequently, TRY-OLD-GOALS-METHOD would be evoked
which would cause a different feasible variable specification in applying
an operator. This new result of an old APPLY-GOAL, shortly would lead to
a solution.

The two ATTRIBUTEs, TOP and BOTTOM, could be replaced by a single
ATTRIBUTE, ORIENTATION, whose wvalue would be either HEADS or TAILS. In
this formulation, the second and third TRANSFORMATIONs of FLIP-COINS would

be replaced by the single TRANSFORMATION,

MOVE-FUNCTION OF THE ORIENTATICN OF X TO THE
ORIENTATION OF X, THE FUNCTION IS Fl1,

Fl is the function whose value is TAILS when its argument is HEADS and vice-
versa.

The most interesting aspect of this task is that its solution is
constrained to a fixed number of operator applications. Many other tasks
have this same propertylo. This property can be represented by associating
with each object a counter which indicates the number of operator applica-

tions involved in producing the object,

H, PARSING SENTENCES
Generative grammars of certain languages can be defined by a set of
phase structure rules, Chomsky [6]. Words in the language are divided into
classes called parts of speech. If a word can be used as the part of speech,

®, it is a member of the class, . In general, a word is a member of

10The match-stick problems used in Katoma [20] is another kind of task which
has this property.
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several parts of speech classes. 1In Fig. 72, the part of speech class o
is indicated by <@>. The meaning, for example, of rule 3 is that an
adjective phrase (AP), followed by a word that can be used as the part of
speech, adjective, is an adjective phrase according to the grammar.

Parsing sentences can be accomplished by using these rules as
replacement rules, i.e., any occurrence of the right side of a rule can be
replaced by the left side of a rule. Consider the example of parsing, accord-

ing to the grammar in Fig. 72, the sentence,
Free variables cause confusion,

Assuming that 'free' can be used as an adjective, an application of rule 4

produces
NP cause confusion.

The use of rules 6 and 8 (assuming that '"cause' is a verb and 'confusion'

is a noun) yields
NP VP NP.

which is a sentence according to rule 1.

GPS Formulation

Fig. 73 is the GPS formulation of the task of parsing, according to

the grammar in Fig. 72, the sentence,
Free variables cause confusion.

INITIAL-OBJ represents the sentence to be parsed. After translation, it is
converted by a special routine for this task to the tree structure representa-
tion in Fig. 74.

The DESIRED-OBJ, which is also processed by the conversion routine,
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l. § «NF VF HP .

2. 85 < NP VEP AP .

3. AP «— AP <adjective>

4, AP & <adjective>

5. NP « AP <noun>

6., NP « <noun>

7. VP « <adverb> <wverb>

B. VP — <verb>

9. VBP « <adverbt> <verb-be>

10. VBP « <verb-be>

Definition of Symbols in the Above:

S--=gsentence
NP--noun phrase
AP--adjective phrase

VP«-verb phrase

FIGURE 72. Phase structure rules for a simplified form of English.
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RENAME \
NEXT =& Fl3aT
NEXTeOr =NZXT = FlraT=F 1257
)
DECLAHE ¢
FREE = SET
VARTADLES & Sed
CaUuSE = 521
CONFLSION = ST
P8 a ATTRInUI=
HARD = ATTRIBJTE
D1 s FeEATJHE
A1 = MUVE-UPEHATUR
A? = YUVe=uPEYaTUK
N = MIVE=2FERATUR
N1 = Myve=uPeralud
¥1 = Muve=UPeHRaTur
V32 & AUVE=UPERATONR
¥=B1 = mUVE=UPeRAi0R
V=82 ® AUVe=UP2RAIURN
)
LIST ¢
DESTREV=L3y % ( SENTENCE
INITIAL-03J = [ rpHEE VAR]aHLED GCAJdSe CudbubIUn PerIUD )
84 = { { NGUN=PHKaASF VERH=PHRAZE NUUN=FHHRADE FeHlUP ) YIeLUS SENTRNCE )
52 ® { { NUUN=PHHASE VeERR=3G8=FHKASE AUUEC|iyE=PHRASE RERINL ) YIELDS

SENTENCE

Figure 73: The specification for GPS of the task of parsing a sentence.
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)
TASK=STRUCTURES
TOP=GUAL = ¢ THANSFORM THe INLIIAL-OBS INTU THe DESIREU=JRJ .
QRJ~ATTRII = ( FS wWUNU }
FREE = ( NUUN wnOJeCTivE VENRB ).
VARTAHLES = ( NOUNW )
CAUSE = ( wOUN vVEND )
TONFUSIDN 5 ( WOUN )
N & { & uUJ~PARASE HUUN B CHEATIUN=UPERAIQH
PRETESTS
1. NUUN 15 In=THE-SET UF THE WEXT WORWL .,
Ze AUJEUTLlvE~PHRASE EJUALS THE RS .
MIVES
i+ CUPY NUUN=FHRAGE Al TH=z FS§ ,
2e MUVE THE WEXT=UF=NEXT TU THE NEXT « )
Al s U  3ALUJ=PHAABE huds CREATIQN=OPEXRATUK
PRETESTS
Le AUJECTIVE L5 IN=TRE=SET DF THE NEXT WORD .
2. THE FS E9UALS ADJECTIV==PHHASE .
MIVES
1. MOVE THE KREXT=UF=Nz=XT TU THE NEAT .
2+ COPY RUJEUFIVE~PHHASE AT THE FS , }
A2 = {  %ALJS CHEmT]UN-OFPERAIUR
PRETESTY
Le AUJECTIVE 15 IN=-THe=SE]1 UF 1HE WDRU .
MIVES

L, REMUVE Trk wWORU ,

Figure 73: (continued)
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2. CUPY AUJELT[VE=PHRASE AT THE Pb , )
N1, s  F NUJUN § LCREATIQN=UPEHATQR
PRETELTS
1, wIOUN LY IN=THc=5ET DF IHE wURU .
MUVES
¢, HEMOVE The wURU
. CIFY NUUp=FAKARE &I THAe PS5 )
Vi = ( $AUVERD vewde CREAT]UN=UTERATUR
PRETESTS
1+ VERB |5 IN=THE=IET UF THE NEXT mORY
2. AUVEHE |5 iN=THE~SzT 0F THE WORU
mI¥ES
1 HEMUYE 1HE WOKU
2. Cury v:RH-FHHAS% Al THE PS .
Sa MOVE THE NeXT=UF~NEXT Tb THE NEXT « )
V2 2 | 3VERDY LrcATIUN=UPERAITLR
PRETESTS
ie VEHD I3 InN=iHE=SET UF Ihe WURD .
MIVES
1+ HeMUVE THe wWURD
2s CUPY vERB=PHHASE a4l THe PS H
¥y~81 = t $xUVERs vErE-HEE CRzAT]IN-OFPEHATUR
PinTeESTS
1. VeAdd=ps [o Iy=THE=3ET JF THE NEAT wQHD o
2o ALVERP IS5 Ln=1HE=S2T 0F THE WUHD
4Jven
1« REOVE 1HE WORD

2y CLUPY veRyeoE=PHRASE AT THE F§ ,

Figure 73: (continued)
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3. MOVE THE NEXT-UF=NEXT TO THE NEKT + )
VaB2 & ( SVERYwBE$ LREATION=UPERATUR
PRETES | N
1, VERH=Hc [5 IN-THE=SET 3f THE WORD .
nUVES
i. REMOVE THE WORWD
2, CU¥Y yeHd~be=PHRASz AT TRE PS , )
D1 = ¢ PS
COMPARE=DRVELTS = « BASIC=MATUH )
BASIC-MATIH = ( CUMP=FLAT=LIST ( U1l ) SUBEXPRESS|ONS )}
DIFF=URDEAINL = { ul }
TABLE=QF=JUNNEGTLUNS = ¢ € DL 51 52 V1 V2 VBl V=32 a1 A2 N N1 ) )
LI1ST=0rw?n = ( S1 52 )
)

END

Figure 73: (continued)
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is an OBJECT-SCHEMA consisting of a single node which has SENTENCE as the
value of the ATTRIBUTE, PS. ©PS stands for part of speech (which is a poor
name for the ATTRIBUTE; grammatical type would be better). TOP-GOAL is
the statement that the problem is to show that INITIAL-OBJ is a SENTENCE.

There are only two ATTRIBUTEs (OBJ-ATTRIB) in this formulation: The
value of WORD is always an ENGLISH word and the wvalue of PS5 is always a
gramnatical type defined by one of the rules of the grammar, i.e., the
correspondent to the left side of one of the ten rules in Fig. 72. Each
node of an OBJECT-SCHEMA represents either a part of sgpeech (PS) or an
English word. Thus, precisely one of the two ATTRIBUTEs, WORD and PS5, has
a value at every node of every OBJECT-SCHEMA. This conventiomn is implicit
in the formulation of the operaters of this task.

There are teun operators, one corresponding to each of the ten rules
in Fig. 72. The function of each of these operaters is to replace an
occurrence of the left side of the rule with the right side of the rule, 51
in Fig. 73 corresponds to the first rule in Fig., 72. 1t is a FORM-OPERATOR,
which is converted (by the same special routine which converts INITIAL-CBJ,
DESIRED-OBJ, and S2) to the tree structure in Fig. 75, Similarly, 52
corresponds to the second rule in Fig. 72.

Each WORD in INITIAL-QBJ is the SET of the parts of speech for which
the WORD can be used. (Since PERIOD cannot be used as any part of speech, it
is not a SET but a CONSTANT.) For example, CAUSE is the SET of two elements,
NOON and VERB, because CAUSE can be used as either a noun or a verb. The
first TEST in the PRETESTS of N, which is the MOVE-CPERATOR representation
of rule & in Fig. 72, is satisfied if the NEXT WORD can be used as a NOUN;

thus, the TEST is satisfied if the NEXT WORD is CAUSE.




CONFUSION

NEXT
PERIOD

FIGURE 74. The tree structure representation of INITTIAL-0BJ., The words at
the nodes are values of the ATTRIRUTE, WORD,

NOUN-PHRASE

Input form:

REXT

Qutput form:

FIGURE 75. The tree structure representation of the operator, 51. The words
at the nodes are values of the ATTRIBUTE, PS except for PERICD which is a

value of WORD.
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The first TRANSFORMATION in N changes the PS to be NOUN PHRASE,
(Acecording to the second TEST in PRETESTS, PS5 has the value, ADJECTIVE-
PHRASE.) The second TRANSFORMATION of N has the effect of deleting the
NEXT WORD from the string of WORDz and P5s represented by the OBJECT-5CHEMA.

The only type of difference used in this task 1s Dl which pertains
to the value of the ATTRIBUTE, PS. The type of difference that refers to
the value of WORD, is not used because the value of this ATTRIBUTE cannot
be changed. (Some of the operators REMOVE the value of WORD from a node
but none replace it with a different value,)

COMPARE~OBJECTS and BASIC-MATCH indicate that the match tests if the
values of PS at all corresponding nodez of two OBJECT-SCHEMAs are identical.
DIFF-ORDERING is a formality for this task because Dl is the enly type of
difference, and TABLE-OF-CONNECTIONS signifies that all of the operators are
relevant to reducing DI. LIST-OF-OFR indicates that 51 and 52 must be
processed by the conversion routine after they have been translated.

Due to the lack of selectivity provided by the TABLE-OF-CONNECTIONS,
a desirability filter for FORM-QFERATORs was added to the REDUCE-METHOD
before giving cthis task to GPS., To test the desirability of a FORM-OPERATOR,
the FEATURE, which is the type of difference, i3 evaluated in the output form
of the FORM-QPERATOR. If this value ig the same as the value of the differ-
ence, the operator is considered desirable, The asignificance of thig filter
ig discussed later.

Behavior of GPS

Fig. 76 illustrates how GPS solved the task in Fig. 73. 1In order to
achieve TOP-GOAL, GPS attempts to reduce D1 on the TOP-NODE of INITIAL-OBJ.
{GOAL 2). GOAL 3 is created because 51 is considered desirable, i.e., the

OBJECT~-SCHEMA produced by an application of S1 has SENTENCE a2z the value of
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1 TOR=GJAL TRAMSFORM INITI[AL=-0by INTOD DESIRED=-QBJ {SUBGOAL OF NONE)
2 GQAL 2 IL0OJCE N UN INITIALeOBY (SIBGOAL OF TOP=GOAL)}
3 GJAL 3 APPLY 51 10 INITIAL-0B8J (SUBGJA_ OF 2)
¢ @NAL 4 REDHCE D1 ON INITIAL=CEJ (5JB30AL OF 33
» GJAL 5 APPLY nN TO INITIAL=-GBJ (§4B30AL OF #)
& GOAL & REUUCE D1 OM INITIAL=0BJ (SUBGOAL OF 5)
7 S0AL 7 APPFLY AL Tu INITIAL=OBJ {SURGOAL OF 4)
7 304AL A aPPLY A2 TU INITIAL-ORJ {SUBGAAL OF &)
DHJECT 7i (ADJECTIVE~PHARASE VARTABLES CAUSE CONFUSION PERIOD}
A GOAL 9 APPLY N TQ 7 (SUBGDAL OF 3)
OHJECT B1 {NOUN=PHRASE CAUSZ JONFUSION PERIOD)
4 GQAL 10 APPLY S1 T3 & (SUBGUAL OF 3)
Y GJAL 11 REDUCE D1 ON  NEXT 8 {(SUBGIAL OF 10}
6 GOAL 17 APPLY V1 7O NEXT 8 (SJB30AL OF 11)
4 GOAL 13 APPLY v2 TU NEXT A {5JB30AL OF 11}
NuJeCT 91 (WOUN~PHRASE VERB=P-RASE CONFUSIDN PERIOD)
% GDAL 14 APPLY 51 TOQ 9 (SUBGDAL OF 10)
& G0AL 1% REUUGE Wl Ow NEXT NEXT 9 (SUBGOAL OF 1#4)
7 GOAL 186 APPLY M TO NEXT NEXT @ (SUBGCAL OF 15)
7 GDAL 17 APPLY N1 YO NEXT NEXT 9 (SUBGOAL 07 15}

OBJECT 1061 (NOUN=PHRASE VERB-PHRASE NOUN-PHIASE PERIOD)

Figure 76: The performance of GPS on the task in Fig. 73.
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& DAL 1A APPLY 51 TO 1n [SUIGON, JF 142
DbJECT 111 (SENTENCE:
£ GNAL 19 TRANSFDRM 11 [NTQ UESIRED-QHJ LBUBGOAL OF TOP=GOALY
SUCCESS

Figure 76: (continued)
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the FEATURE, D1, Since the value of PS at the TOP-NODE of INITIAL-OBJ is
not NOUN~PHRASE (GOAL 4), GOAL 5 is created because N has the capability
of alleviating this difference.

GPS attempts to apply Al to INITIAL-OBJ (GOAL 6, GOAL 7), because
the value of PS must be ADJECTIVE-PHRASE in order for N to be applicable,
GPS notices that GOAL 7 is impossible because VARTABLES cannot be used as
an ADJECTIVE. GOAL 8 is created in reattempting GOAL 6, and OBJECT 7 to
which N can be applied is produced (GOAL 9, OBJECT 8). {(This task uses a
special routine for printing OBJECT-~-SCHEMAs in order to make them more legible.
Only the values of ATTRIBUTEs are printed; LOC-PROGs and ATTRIBUTEs are not
printed,)

S1 cannot be applied to OBJECT 8 (GOAL 10), because the value of PS
of the NEXT is not VERB-PHRASE. An attempt to apply V1 to the NEXT of
OBJECT 8 (GOAL 11, GOAL 12) fails because CAUSE cannot be used as an ADVERB.
But the application of V2 to the NEXT of OBJECT 8 produces OBJECT 9 (GOAL 13).
Finally, noticing that CONFUSION can be used as a NOUN-PHRASE (OBJECT 10),
81 is applied and, since its result (OBJECT 11) is identical to the DESIRED~
0BJ, the task is solved.

Discussion

All of the operators of this task modify the value of PS at some node
and thus are desirable to reducing the type of difference, D1, However, for
a particular difference, at most two operators are desirable. For example,

only S1 and S2 can alleviate the difference,
PS should be SENTENCE.

Only information about the types of differences and not about the values of

differences can be put into the TABLE~OF-CONNECTIONS, Consequently, the
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TABLE-OF-CONNECTIONS in Fig. 73 does not contain sufficient selectivity
and an additional desirability filter for FORM-OPERATORs had to be given

to GPS. On the other hand, the desirability-selection process for MOVE-

OPERATORs gives GPS sufficient selectivity, If S1 and S2 (the only FORM-
OPERATORs in Fig. 73) were expressed as MOVE-OPERATORs, the desirability
filter would not need to be added. However, S1 and S2 were expressed as
FORM-OPERATORs to demonstrate that the two different TYPEs of operators
can be used in the specification of a single task,

A great deal of effort has been devoted to the construction of effi-
cient parsing algorithms for simple phase structure grammars, Oettinger [47].
The point of this example is not GPS's proficiency as a parser, but to

illustrate the kinship between heuristic search and syntactic analysis,

I. BRIDGES OF KONIGSBERG

In the German town of Kbnigsberg ran the river Pregel. 1In the rivér
were two islands connected with the mainland and with each other by seven
bridges as shown in Fig. 77. 1Is it possible for a person to walk from some
point in the town and return to the same point after crossing each of the
seven bridges once and only once?

In 1736 Euler proved that this task is impossible, and his proof stands
as one of the early efforts in topology, Northrop [46]. However, we can give
GPS the task of finding a path which starts at point E in Fig. 77, crosses
all of the bridges precisely once and ends at point E, even though we know
a priori that a solution does not exist,

GPS Formulation

An OBJECT-SCHEMA in the formulation in Fig. 78 is a single node with
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FIGURE 77. A schematic of the seven bridges of Kdnigsberg. The numbers,
1, 2, cees 7, are labels for the bridges, and the letters, B, C, D, E, are
labels for the different sectors of town,




DECLARE

BRI{DGES = SET

BRIDGE~1 = ATTRIBWTE

BRIDGE=-2 a ATIR[BJTE

BRIDGE=] = ATYRERUTE

BRIDGE~4 = ATTRIBJTE

BRAIOGE=5 = ATTR[BUTE

BRIOGE~f = ATTRIBUTE

BRIDGE=7? = ATFRIBJTE

CROSS = MIVE-JIPERATOM

- 2689 -

TUHAEMT=PIIANT = ATTRIBUTE

DESJREO~03u 3 DESCHBED=QH.)

D1 = FEATJRE

Dz
[+k]
[rL]
1]
D&
o7
na
£D
ER
ce
co
0B

FEATJRE
FEATJHE
FE&T JHE
FELTJHE
FEATJIRE
FEETJRE
FEAT JAE
5cT
SeT
seT
SET

Ser

ENOS = ATTRIBUTE

INITIAL=-D3d = OBJECT=SCHEMA

Figure 78:

The specification for GPS of the bridges of Knigsberg.
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X = ATIRIIUTE
)
TASK=-STRUCTURES {
0BJ=ATTRI3 = ( BRIDGE~1 BRIDGE~2 JRIDGE-3 BRIVUGE-4 BRIUGE-S
HRIUGE=-6 BRIDGe=7 CURAENT-PUINT )
TOP-GUAL = { TRANSFORM THE INITIAL=08J INTU THE DESIHED=0BY , )
INITIAL=03J = ( CURRENT=POINT E )
DESIREU=03J = { TEX=DESCRIPTIUN
1. X BUYUALS CROST<0 , FOH=-ALL X IN THE BRIDGES .
2. THE CURREN1-POINT EUUALS E . H
BRIDGES = {( BRIDGE~1 BR]DuUc~2 BRIDGE-J BRIVGE-4 BRIDGE-S BRIDGE~-& BRIDGE=7 )
CROSS = { CREATION-GPERATOR
VAR=[DOMAIN
L.« OTHER-END ]S AN EXCLJUSIVE-MEMBER OF THE ENDS OF THE
PARTICULAR X ,
2+ NEXT=POINT I35 AN EXC.USIVE=-MEMBER OF THE EWUS GF THE
PARTICULAR X .
3. X IS IN-THE-SET OF BRIOGGES .
PRETESTS
is CURRENT=POINT EQUALS THE OTHER-END .
2+ X IS UNDEFINED ,
MOVES
1., COPY CROSSED AT X .,
2. COPY NEXT=POINT AT THAE CURRENT-PUINT , }
BRIDGE=1 2 ( ENDS ED )
BRIDGE~-2 = ¢ ENDS EB )

BRIDGE=-% = ( ENDS E&8 )

Figure 78: (continued)




END

BRIDLE-4 = § ENDS

BRIDGE=5 = { =ZN@§

BRIDGE=6 = { =ND§

BRAIDGE=F7 = { =NDS

ED = I

EB
=]
[
DB
1) 1
D2
0z
D4
Bs
D&

o7

{ !

i

0s =1

ED?

Lol
W

o

L¥)

oD3an

SRIDEE-1
JRILGE-2
ARIUGE=-3
FRILGE=-4
ARILGE=-5&
BRILGE-&
2RIDEE=-7

]

H

CE
Ce
Ca
oe

CURRENT=-POINT

DIFF=0RDERING = | 1,

2.
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t bl p2 U3 D4 B5 De OF

TABLE=OF~CONNECTIONS = { { CDMMOM-DIFFERENLE CROS5S ¥ )

LIST=0F=ydR = |

}

¥ NEXT=-POINT DTHERe~END )

Figure 78:

(continued}
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up to eight ATTRIBUTEs (0BJ-ATTRIB). The walue of CURRENT-POINT is eijther

B, C, B, or E corresponding to where GPS would be standing in Fig. 77. The
values of the other ATTRIBUTEs indicate which bridges have been crossed.
(BRIDGE-1 corresponds to the bridge labeled 1 in Fig. 77; BRIDGE-2 corresponds
to the bridge labeled 2; etec.) For example, BRIDGE-1 has been crossed if

the value of the ATTRIBUTE, BEIDGE-1, is CROSSED; otherwise, BRIDGE-1 has not
been crossed,

TOP-GDAL is the statement of the task. INITIAL-OBJ represents the
situation when GPS is standing at point E and has not crossed any bridges,

The DESIRED-0BJ is a DESCRIBED-0BJ which represents the situation when
all of the bridges have been CROSSED and GPS is standing at peint E. The
first TEST in the DESIRED-OBJ requires that all of the ATTRIBUTEs in the SET,
BRIDGES, have the value CROSSED, And the second TEST is satisfied if CURRENT-
POINT has the wvalue E.

The only operator in this task is CROSS whose application corresponds
to walking from the point, OTHER-END, across the bridge, X, to the point,
NEXT-POINT. The third TEST in VAR-DOMAIN requires that X 1s in the SET,
BERIDGES. Each member of BRIDGES is not an atomic symbol, but a data structure
that is an encoding of the two points connected by the bridge, e.g., BRIDGE-1
connects E and D, fhe first two TESTs in VAR-DOMAIN signify that OTHER-END
and NEXT-POINT stand for the two points connected by the bridge, X.

The PRETESTS indicate that in order to cross the bridge, ¥, GPS must
be standing at ome end of X and that GPS has not previously crossed X. The
MOVES designate that in the resultant cbject X is CROSSED and the value of
CURRENT-POINT is NEXT-POINT. (According to the PRETESTS, the CURRENT-POINT

must be OTHER-END in the object to which CROSS is applied.)
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In the formulation in Fig. 78 of this task, there are eight differ-
ences, D1...D8, each referring to the wvalue of one of the eight ATTRIBUTE=s.
DIFF-ORDERING indicates that these differences that refer to the status of
a bridge, D1...D7, are more difficult than D8 which refers to the point
where GPS would be standing in Fip. 77. TABLE-OF-CONNECTIONS designates
that CRO5S is relevant to reducing any type of difference and LIST-OF-VAR
lists the wvariables which appear in Fig. 78.

GPS often detects several of the types of differences, D1, D2,...D7,
betwean two objects. Since they are all equally difficult, GfS must arbi-
trarily select one and attempt te reduce it, For this reason, the TRANSFORM-
METHOD was slightly generalized for this task., If an attempt to reduce a
difference, which is detected by the TRANSFORM-METHOD, fails, the methed
does not necessarily fail. Instead, another equally difficult difference
will be selected and the GOAL of reducing this difference will be generated,
This modified TRANSFORM-METHCOD was also used in the missionaries and canni-
bals task and is discussed in wmore detail on pages 171-2.

Behavior of GPS

Fig, 79 illustrates how GPS attempted to solve the task in Fig. 78.
In attempting TOP-GOAL, GPS detects the differences--Dl...D7--and since they
are all equally difficult, GPS selects one, D7, to REDUCE (GOAL 2). GPS
attempts to apply CROSS with X equal to BRIDGE-7 because it is relevant to
reducing D7 on IRITIAL-OBJ. GPS could CROSS BRIDGE-7 by walking from B to D,
if CURRENT-POINT had the value B instead of E (GOAL 4). After crossing
BRIDGE-2 (GOAL 5, OBJECT 4), BRIDGE-7 is CROSSED (GOAL 6, DBJECT 5).

Since BRIDGE-6 is not CROSSED in OBJECT 5 (GOAL 7, GDAL 8}, GPS

crosses it (GOAL 9, OBJECT 6). GPS attempts to CROSS BRIDGE-S5 from B to C
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1 TOP=GYAL' TRANSFORM INIT]iL-0BJ JNTO DESIRED~OG. ISUBGOAL OF NONE}
2 Qpa,| @ REBYCE 07 ON INITIAL=D8J (SUBGOAL OF TaR«GOAL)
3 Glhy § APPLY CRDSS WITW ¥ » BRIDBE=Y, TO INITLA{-0B) 4SUBGOALI OF 2)

SETI OQOTHER=EHD m By NEXT-FOINT = D

4 GoaL 4 REPUCE DB ON INTTIAL-DBJ LSUBGOAL OF 3}

5 GOAL 5 APPLY CROSS wWiTH HEXT-FOINT = By TO INITIAL=OHJ (8UBa0AL OF 42
SETI OFTHER=END = E, X » BRIDGE=p
OBJECT 4t IBRIDGE=2 CROSSED CURRENT=POLINT 2}

4 GoAu & APPLY CROSE WITH % » ER]IDGE=7, TO A (SyBgoaLl oF 3}
SETI OFHER=END m Bs NEXT=POINT = D
OBJECT 5t (BRIODGE-3 CROSSED ORIDGE-? CROSSED CURRENT=POINT DJ

2 GOLL 7 TRAMSFORM % INTO DESIRED=GBJ {SUBGOAL OF TOR-53RLY
3 GIML 8 REDUCE P& QW 5 (SUBGhAL OF 73
4 GoAL 9 APPLY CROSS WITH X = BRIDEE=f, TOI B: L5ABEDALl OF &)

SETI DTHER=END » D, NEAT-POQINT = C
QBJECT &1 (BRINGE«2 CROSSED BRIDGE~6 CROSSED BRIDAE~7 CAOSSED CURREMT~PDINT £

3 S0AL 20 TRANSFORY & [NTO DESIREN=ORY ISUBEDAL oF 7y
4 GoAL 15 REDUCE 05 ON & (SUBGDAL DF 1p)
5 GOAL 12 APPLY CROSS WITW X = BRIDBE=-5, TU & (SUa30AL OF 111

SET? OTHER=END = B, HEXT=POINT s
& GOAL 13 REDUCE UB ON & (SUBGDAL: OF 12}

7 S0AL 14 APPLY CROSS WITH MNEXT-POINT w B, TO & {sUBGOoAL DF 13>
SETI DTHER=END ®» Cu X w BRIDGE-4
OBJECT 71 (UAINGE=~2 CROSSED BA1DGBE-4 CAOSSED BRIPGE=~& CROSSED ARIDGE~7 CRUSSED
CURRENT=POINT B)

& GOAL 1% APPLY CAOSS WITH X = BRIDGE-%5, TO 7 (SJEGOAL OF 121
SETI OVHER=END w By NEXT-FRINT = C

Figure 79: The performance of GPS on the bridges of Ktnigsberg.
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QBJECTY BY |BRI0GE=2 CROSSED BRAIDGE-4 CROSSED BAIDRE=S CAOSSED BRRIDDE-s CROSRED
PAIDBE~7 CAQSSED CURRENT-POINT C3

4 GOAL i TRANSFORM B INTO DEEIRED-QBJ I8yBEOAL OF 101}
5 GJAL 17 REDUCE D3 0N & {SUBGQAL QF 1&}
& GOAL 18 &FFLY CROSS WITH % = BRIDGE-3, TQ & (xypaoAL aoF 17}

SETI QTHER=END ® B, NEXT-FOINT = E
7 504l 1% REDUCE D8 ON & (3UBGOAL: OF 18)

9 F04aL 20 APPLY CROSS WITH NEXT-PUINT = B, TO B ISUBGOAL QF %)
$ET1  OTHER=EWD ® Ry X = BRIDZEnY

3 GakL 21 RAeOUCE DL Om B FSUBGOAL OF 182

& GODAL 272 AFFLY CHOSS WITH ¥ = BRAIOGE=-1, TO a {sJeapal DOF 21,
SETS OTHER=END ® 0. WEXT-PRIYT = E

7 30AL 23 HERMUCE Do ON B (SUBGOAL QF 22}

& GUAL 24 APPLY CHAOSS WITH NEXT-PIINT a D, TO & {SUBSOAL OF 23
gET:  nTHER=END = B, x = BRIDGE-?

4 GpAL 11 REDUSE UG ON & LS BGOAL OF 1nt
4 GpaL 25 REDUCE D4 0N & tgyubaOA, OF 10}
5 GJAL 26 APPLY CROSS wWITHM X = BRIDGE-4, TO & (SURGDAL OF 252

SET1 QTHER=EMD ® H. NEXT=FJIINT = [

& GOAL 27 RELUCE (8 GM & i{suBGRal IF 28)
4 GoA. 2% REOUCE U3 ON & tSUBLOAL OF 19}
5 G3AL 3n APPLY GAOSS wiTH X = BAlDGE-3, TO & (SUp3DAL OF 29!

SETI  OFHER-END = Be NEXT-FOINT = E

6 G0al 31 REVUCE UB ON & {SUEGDAL IJF 3p)

Figure 79: (continued)
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4 Ega_ 33 REQUCE D1 ON 6 (syBGOAL OF 10!}

5 3YaL 34 ARPLY CROSS MITH x = BRIDGE=-1, TO & (SUR3HAL OF 332
SETF OTAER=END = D. NEXT=PIINT = E

b 5041, 45 A=GUCE uB Qb 6 15LAGAA, OoF 34)

7 30eL 3~ APPLY CROSE WITH NEXT-POINT = 0, TO & {SUBGOAL OF 35}
S=Tt QTAER=ERKD * 3, X = BARILGE=Y

3 33 9 RE0uLE O& QN § LSUBGIAL oF T
3 3JM| J7 TEDUCE Db ON (3UAGDAL OF 7)
4 spdu J8 AepLy LROSS WITH x = ARIDGEFS, TO & (SUBGDAL OF 37)

8=Tt (QTHER=END = 3, NEXT=PJINT = ¢

5 GJaL J9 REDUCL= DA UN = {5UBGAAL JF 3R]

4 G0aL 4n APPLY CAQES WITH HEXT=FIINT = 8, TQO % {SURGOAL OF 3%}
SET4  JIHER=END = Ba % = BRIDIE=?

3 318L %3 REOJYCE D# dr 2 LSL3GUAL JF 73

4 GJAL 42 APALY CHUISS WITH x = HAIOGE=-4, TD 5 ISUBSDALL OF 41}
SEV:  JTHMER=END » B, NEAT=FPJINT = ¢

S %JsL 43 Ae0ule 08 dw 5 (SUSGIAL OF 42!
X GJiL 45 agbyce o8 On S (SURGUAL JF 7}
4 GOA_ 44 APPLY VWOUSS w)TH X = @RLDGE=-3, TO S [SURGDAL DOF 4%}

SET1  JUHER=END ® By NEXKT=PQINT = E
S GJE], 47 REDUGCE 0B ON 2 (SUBGYAL SF 463

¥ Glel #9 AETUCE (L UN 5 LEUAGRAL 2F 4

Figure 79: (continued}
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4 GOAL 50 APPLY CROSS WITH X = BAIDGE~1, TO & (SUBGOAL OF 4%}
BETI DTHER~END = D, NEXT=PJINT = E
0l8JeCT 99 (HRIDGE-4{ CROSSED BRIDEE-2 CROSSED RAIDGE=7 CRO$SEU CURRENT-POLNT E)

3 I0AL 51 TRANSFORM ¢ INTO DESIRED-OBJ (SUSGOAL OF 73
4 GoAL 52 REOUCE ub ON § tSUBGOAL OF 51)
5 &JAL 53 APALY CROSS wiTH X 2 BRID&E-&, TO 9 {8UBS0AL OF 52)

FeT:  QTHER=END = D. NEXT-PQINT = ¢
& 50AL 54 REDYCE w8 QN @ (5UBGOA, JF 53}

7 MOAL 5% APPLY CROSS WITH NEXT=PRINT = b, TO % (SUBGDAL OF 54}
3ET:r  QTHER=END = 8, X = BRIDZE=-?

4 Gpa, 94 REDUCE US 0N 9 {5yUBLOAL OF 51}

5 GIAL 57 APPLY CROSS WITH X = HRIDGE-5, T0 ¢ (%URI0AL OF 54}
SET1 OTHER=END = B, NEXT=-PIINT & C

& G0AL S8 REDUCE LB 0N @ (S5pBGRDA, JF 573

7 304L 5% APPLY CROSS WITH NEXT<POINT = 8, TO § [SUBGDAL OF =p)
S€ETt DTHER-END = E» X = BRIDZE-3
NBvelT 10t (BRIVGE-1 CROSSED BRIDGE~2 CROS%ED BRIDGE-I CAQSSED BRIDGE-7 CRDSSED
LURRENT=POINT B)

b 50AL 60 aPPLY CROSS wITH % = BRIDGE«-S, TO 10 (SYRGOAL OF 57)
SETY OTHERwEND = Bas NEXT=PJINT a €
0B8JECT L1: (BRIDGE«1 CROSSED 3RIDGE~2 CRNS%ED BRIDGE=3 CROSSED BRIDGE~S CROSSED
BRIDGE=7 CROSSED CJRRENT-PQINT &)

4 GOAL 61 TRANSFOURM 11 INTQ DESIRED=DJBJ {SUBGODAL nFf =1)
5 GJAL &2 REOUCE 04 ON 11 tSYBGOAL OF &1)
b GOAL &3 APPLY CROSS WITH ¥ = BRIDGE=&, TO 11 ¢3UBGOAL OF &2}

SETY OTHER=END = D, NEXT-PIINT = C

7 G0AL &4 REDUCE DR ON 11 (5UB30aAL OF &3)

Figure 79: (continued)
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4 GOAL 65 APPLY CHOSS WITH NEXT=PJINT = D, TO 11 (SUBGOAL OF 54}
SET: ODTHEA=END = C, X = BRIDiE-s
OBJECT 12: (BRIDGE-1 CROSSED BRIDGE-2 CROSSZ0 BRIDGE~3 CRoSSED BRIDGE-% CROSSED
BHICGE~% CROSSED BRAIDGE-7 CROSSED CURRENT=POQINT D}

7 30AL && APPLY CROSS WITH X = BRID3E-6, TO 12 (SUBGOAL OF &3)
SET: OTHER=END & D, NEXT=PJINT a D

7 G0AL &4 REDUCE D8 ON 11 (SUB30AL OF &3)
% BJAL &7 REDUCE [}4 On 1% (SUBRGOAL OF s1}
& 3DAL &R APPLY CROSS wITH X = BRIDGE-4, TO 11 tSUBGOAL JF &7}

SET:  QJTHER=END = B, NEXT=POINT = C
7 30AL &9 HEDYCE D& ON 11 (SUBGOAL OF 68}

8 GOAL 70 APPLY CROSS WITH NEXT=POINT = 8, TO 11 (SUBGOAL oF 49}
SETs QTHER=END = C, X = BRIDGE-4
N8JECT 13: (BRIDGE~1 CROSSED 3RIDGE-2 CROSSED BRIDGE-3 CROSSED BRIDGE~4 CROSSED
BRIDGE-5 CROSSED BIIDGE-7 CROSSED CURRENT=POINT B)

7 50AL 74 APPLY CROSS WITH X = SRID3GE-4, TO 13 (SUBGOAL OF 68)

Figure 79: (continued)
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(GOAL 10, GOAL 11, GOAL 12) but cannot because the CURRENT-POINT in
OBJECT 6 is C instead of B. Each bridge can be CROSSED in two directions
but GPS does not realize that BRIDGE-5 can be CROSSED in the other direction,
To make the CURRENT-POINT B (GOAL 13) BRIDGE-4 is CROSSED (GOAL 14, OBJECT-7).
BRIDGE-5 can be CROSSED in OBJECT-7 (GOAL 15) which produces OBJECT-8.

Since none of the bridges can be CROSSED in OBJECT-8, the attempts to
CROSS BRIDGE-3 (GOAL 18) and BRIDGE-1 (GOAL 22) both fail. GPS reattempts
GOAL, 11 to no avail because all of the desirable operators have been tried.
Another attempt to achieve GOAL 10 generates GOAL 25 because D4 is as
difficult as D5. But attempting GOAL 25 eventually leads to the generation
of a GOAL, identical to GOAL 14, which does not get retried. (This is the
reason GOAL 27 is abandoned.) All other attempts to achieve GOAL 10 fail,
because GPS fails to reduce D3 on OBJECT 6 (GOAL 29) and fails to reduce D1
on OBJECT 6 (GOAL 33),.

In reattempting GOAL 7, GPS eventually produces OBJECT 9 (GOAL 50).
GPS manages to cross six of the seven bridges twice (OBJECT 12, OBJECT 13)
but shortly thereafter exhausts its memory.
Discussion

Although GPS was given the problem of starting from and returning to
point E, by slightly reformulating INITIAL-OBJ and DESIRED-OBJ, Fig. 78
would specify the problem of starting from and returning to an arbitrary

point. The revised INITIAL-OBJ would be
(CURRENT-POINT X STARTING-POINT X)

and the DESIRED-OBJ would check if the CURRENT-POINT EQUALS the STARTING-
POINT instead of point E. X would be bound by applying an operator to the

INITIAL-OBJ.
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Eventually, GPS would give up on this task, because it would run
out of things teo do. But GPS would have tried all possibilities before
it ran out of things to do, ewven though GP5S would not realize it had
disproved the problem by exhaustion. In attempting a TRANSFURM-GCAL, a
difference is generated for each bridge which is not CROSSED, The modified
TRANSFOEM-METHOD will generate a REDUCE-GOAL for each such difference and
GPS will attempt to apply an operator that crosses the bridge to which the
difference pertains.

In attempting most impossible tasks, GPS would not attempt to search
the entire problem space because some parts of the space would appear undesir-
able. However, in this task, most GOALs appear equally desirable because
the difference types, D1, ...D7 are all equally difficult according to DIFF-
ORDERING. A better DIFF-ORDERING and a better set of difference types would
increase GPS3's selectivity. But even if GPS could use more sophisticated
types of differences {than the FEATUREs used currently), it is not clear what
types of differences should be used to increase GPS's selectivity.

The impossibility of this problem lies in the topological properties
of the city and by studying these properties, Euler discovered the problem to
be impossible. GPS cannct see the impossibility because it sets ocut to CROSS
bridges instead of discovering topclogical properties of the city. Such

limitations in problem solving programs are discussed in detail in Newell [37].

J. WATER JUG TASK
Given a five gallon jug and an eipght gallon jug, how can precisely
two gallons be put into the five gallon jug? Since there is a sink nearby,

a jug can be filled from the tap and can be emptied by pouring its contents
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down the drain, Water can be poured from ome jug intoe another, but no
measuring devices are available other than the jugs themselvesll.

This is only a particular water jug task, In others, the number
of jugs, the size of the jugs, and the amount of wacer desired may be
different, but the general problem is the same. Sometimes, a8 an additional
constraint, neme of the water can be poured down the drainlz. This task
has been used extensively in psychological experiments designed to investi-

gate certain aspects of human behavior, Luchins [25],.

GPE Formulation

Fig. 80 is the formulatiom of the task for GPFS. INITIAL.DBJ, an
ORJECT-SCHEMA whose tree stiructure representation is shown in Fig, 81, is
the gituation when both the five gzllen jug and the eipht gallon ijug are
empty, A jug is represented by a node which has three ATTRIBUTEs, listed

in CRJ-ATTRID:

MAXIMM whose value is the size of the jug;

CONTENTS whose value is the amount of wacer in
the jug;

SPACE whose value is the size of the jug minus
the amount of water in the jug.

SPACE is clearly superflucus, but it makes the statement of the operateors
simpler,

FINAL=-CBJ consists of a single TEST to be applied at the TOP-NODE of
an OBJECT-SCHEMA, FINAL-OBJ represents the situation when there are two

gallons in the five gallon jug and TOP-GOAL is the statement of the problem,

11The source of this problem is #19 in Mott-Swmith [32].

12Given a three liter jug and a five liter jug, both of which are empty, and
given an elght liter jug full of ale, how can two men seplit the ale? 1In this
task, a jug camnot be filled from the tap and, of course, none of the ale can
ba poured down the drain,
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Figure 80: The specification for GPS of a water jug task.
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INITIAL=03Jd = { Juf=1 ¢ CONTENTS 13 G SPALE I[85 5 LALLONS
MAXTAUM (5 3 GALLUNS )
JUE=Z { JUNTenNTS IS5 0 SPACE |5 8 UWALLUNE
HAXLIMUM [5 8 GALLUNS ) )
DBY=AITRES = ( UONTENTSE SPACE MAXLIMUA )
FINGL=UBY @ § TAZ TEA=UESCRIPILON IS8 THE GUNTENTS OF Juli=i EQUALE 2
GOLLUNS . )
TOP=GUAL & € TH4NoFOR™ THE [l [[A.~OHJ [NTU THE FINAL=UHY , )
CREATzewaJER = ¢ & FPILL JUG X WITH WATER FAOM THE TAP §
CHEA[1OW=DPERAT IR
VAR =YBHALN
X 13 a CYNSIHAIVEU=MEMBER OF THE JUGS , TME CONBTRAINT
{3 THAT THE UONIENTa QF X DUES NOT=EUUAL THE MaXIHUM OF
A
HIVES
1, GUPY THE MAKIMUM UF X AT THWE CUNTENTS OF X ,
¢. CUPY u Al TH= SPALE IN X . )
DESTRUV=WATER =  » FUUH AWAT ALL UF THE WATEK IN QU X &
CREATLOAd=greHAT IR
VAH=10MA LN
A 13 A LUNSIHALVEU=HEMEER JF THE JUGS s THE CUNSTRAINT
[5 THAI (HE UOnIEWTS UF A DUES HOT-EUUAL &
Mayes
1. CUPY rIdE dAXLlMuM uF X &1 THE SPACE IN %
2, LJUPY 1 A1 TH= CONIENTE DF X )
EMPTY=JUG = % SMp7Y &LL OF gua X LaTU UG T 8

{ CHeATlun=0RPERATIRN

Figure 80: (continued)
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La & 1% Aw £ACLJBEVEZ=MeMBEH UF idE JUGS

2 ¥ I3 AN cACLISIVz=MEAweR UF idE Juks

S« L 13 IN~-THE~SET Jr

PHcleaTs

NUAdeRy ,

le FHE CUNTeNTS OF £ BUUALS £,

MOye3d

L. UELETE TAlE AMOQUNT & FROM

Adl LE TU THz CUNTeENTS OF Y

2. LUPY o AT Tme CONIEWNTS OF X

3. GUPT (WE maflMdH OF X 4T

FILL=JU5 =2 & edPTT Panyl Or

{ SAREAI[Dw=-uREAT)"

VAR=DUMALN

Jud X INTO JUG Y §

‘s % 183 AW BEAULUSIVE=HEMIEHR UF THE JUGS

2. ¥ [3§ At EXAGLUSIVE=MErMBER UF THE JUGS

. 2 1% IN=THE=S=T OF

PRETESTS

NUMBEKS

1. Tk SFACE [W ¥ EWJJALS & .
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Figure 80:

{(continued)
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ODZ=1 = ¢ THE CUNTENTS UF JuG=-¢Z ., !
No=Z = ¢t THE SPACE [N JJG=2 , )
GTFF=JHNERiNG = ( | uUl=3% dl=Z2 J2e1l Dd=¢ )
TABLE=UF=SCAK=CTIUNS = ¢ ( COMMON=w[FFERENLE FILL=JUbL cHPTY-~JUG
GESTROUY-WATER TREATE=WATER 1 )
LISF=uFmykh = [ X ¥ & 3
]

ENG

Figure 80: {continued)
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JUG-1 UG-2
MAXTIMUM 5 MAXIMUM &
CONTENTS 0 CONTENTS 0O
SPACE SPACE 8

The tree structure representation of INITIAL-OBJ in Fig. 80.

)
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There are four operators in this task. CREATE-WATER corresponds
to filling a jug, X, from the tap. VAR-DOMAIN of CREATE-WATER requires
that X is a jug which is not full. DESTROY-WATER corresponds to pouring
the contents of jug, X, down the drain. According to its VAR.DOMAIN, X
must be a jug which is not empty.

EMPTY-JUG and FILL-JUG are the operators for pouring Z gallons13 of
water from jug X into jug Y, Z must be in the SET, NUMBERS, i.e., an
integer between 1 and 5 inclusively, Since the five gallon jug is always
one of the jugs, Z cannot be more than 5 and it is never a fractional part
of a gallon. An application of EMPTY-JUG corresponds to pouring all of the
contents of jug X into jug Y. In order to do this the contents of jug X (2)
must fit into jug Y, If this is not the case, the first TRANSFORMATION, which
adds the water to jug Y, will fail. The other two TRANSFORMATIONs have the
effect of removing the water from jug X.

FILL-JUG is used to fill jug Y with water from the contents of jug X.
The first TRANSFORMATION removes the water from jug X and will not be
applicable unless there is more water in X than there is SPACE in Y. The
other two TRANSFORMATIONs add the water to jug Y.

The types of differences for this task, Di-1, D1-2, D1-3, and Dl1-4,
refer to the CONTENTS and SPACE of the two jugs, DIFF-ORDERING and TABLE-QOF-
CONNECTIONS are a mere formality for this task because, for lack of something
better, all differences are considered equally difficult and all of the
operators are considered desirable to reducing all types of differences. Thus,

these data structures contain no information about the nature of the problem.

13Z, which stands for an amount of water, should not be confused with X and Y
which stand for jugs instead of an amount of water.
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LIST-OF=-YAR indicates that X, Y, and Z are variables,

NEWOBJ f8 a selection eriterion given to GPS as an IPL-V structure
and hence does not appear in Fig. 80. It is used to select from a 5ET of
OBJECT-SCHEMAs those members which do not appear in the statement of any of
the TRANSFORM (OALs generated thus far, This task and several others use
this eriterion in rhe TRANSFORM-SET-METHOD (see page 171 for a detailed discuss-
ion), The raticnale is that a new GOAL can be creatad by transforming an
object that fulfills this crirterion into the desired situation,

Behavior of GPS

Fig., 82 shows how GP5 solwved the task in Fig. 80, The only difference
between INITIAL-OBT and FINAYL.-OBJ (TOP-GOAL) which GPS found is that the
amount of water in the five gallon jug should be increased by two gallons.

To reduce this difference (GOAL 2}, GPS tries tc apply FILL-JUG with Y being
the five gallon jug (GOAL 3), This operator is considered desirable because
it has the effect of increasing the amount cof water in the five gallon jug
even though, 1f successful, 1t would increase the amount of water by five
galleons instead of two gallons. GOAL 3 is abandoned by GPS because, before
the operator could be applied, the zmount of water in the eight gallon jug
must be increased by at least five gallons, which is as difficult as increas-
ing the amoynt of water in the five gallon jug,

In reattempting GOAL 2, GPS tries to pour precisely two gallons of
water into the five gallon jug from the eight gallon jug (GOAL 4). In order
to do thig, the eight gallen jug must contain precisely twe gallons, and
GOAL 4 is abandoned, GUAL 5 is created in ancther attempt to achieve GOAL 2
because CREATE-WATER with X equal to the five gallen jug has the desirable

effect of increaming the amount of water in the five gallon jug.

[..]
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~GJAL TRANSFORM INITILAL=0BJ INTO FINAL=-OBJ [{SUBGOAL OF NONE)
0AL: 2 REDJCE Di=1 ON INITIAL.OBJ (SUBSOAL DF TOP-GOAL)
GOAL 3 APPLY FILL-JUG WITH ¥ = JuG=1, TO INITIAL-0BJ tSUBGOAL OF 29
SETY X 3 JUGe2, 7 = §
GIAL 4 APPLY EMPTY=yguG WITH Z = 2, Y = JUG~1, TD INITIAL=J84 {SUBGOAL OF 2)
SETI X 3 JUGe2
GJAL 5 APPLY CREATE=WATER WITH X = JUG~1, T3 INITIAL-OBJ {SUBGOAL oF 2)
DBJECT 43 (JUG-L1¢SPACE 0 CONTZINTS 5 MAXIMUM 5} JUG=-2(SPACE a8 CONTENIS 0 MAXIMUM
a))
GOAL 6 TRANSFORM & INTU FINAL-OBY (SUBGJIAL OF TOP=GOALY
GJAL 7 REDUCE Di-1 ON 4 (SYBGOAL OF &)
4 GOAL' B APPLY FIlLL=JuG Wl1TH Z = 3, X = JJG-1, TO 4 (SUBGOAL OF 1)
SET: ¥y = JUG=-2
4 GOAL 9 APPLY EMPTY-JUG WITH X = JUG=1, TO 4 (SUBGOAL OF 7)
SET: ¥ = Jube2, Z = 5§
DBJECT St (JUG=1(SPACE 5 CONTZNTS 0 MAXIMUM %) JUG=-2(SPACE 3 CONTENTS 5 MAXIMUHW
B})
30AL 10 TRANSFORM 5 INTD FINAL=QBJ {SJBG0AL OF &)

4 EgaL 11 REDUCE Di-1 ON B (5UBGRAL JF 100

5 GOAL 12 APPLY FILL=-JUb WITH ¥ = JuG-~1, TO 5
S5E1t X = JUG-2, I = 5
OBJEUT 4% (JUG=LUSPACE p CONTENTS 5
Bl

GNAL A TRANSFORM 4 INTO FINAL-OBY (S5U3GJAL OF

3JAL 14 TRANSFORM 3 INTOD FINAL-OHBJ (SJBGOAL

4 GOAL 15 SELECY FROM 3 A/C NEW-0B8J OF FINVAL-0BY

Figure 82:

(SUBSOAL OF 11}
MAXIMUM 5) JUG=-2(SPACE 8 CONTENYS n MAXIMUM

TOP=GDAL}

OF TOP=-GOAL}

(SU3GOAL OF 14)

The performance of GPS on the task in Fig. 80.
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30AL 14 TRANSFORM 3 INTD FINAL=QBY (S JBGRAL

3 6JAL 7 REDYCE Di~1 DN 4

4 130a, 17 APPLY UESTROY=WATER WITH X = JU3~1,
OBJECT INITIAL=~DBY?

1 TOP-GJAL TRANSFORM INITEAL=-0BJ INTO FINAL=-OBJ

3 GJAL 7 REDUCE Di1-1 ON 4

2 GDAL 2 REDJCE D1-1 UN INITIAL~08J

36

2 GOAL 2 REDJCE ni~1 ON INITIAL-0BJ

JAL 7 REDUCE Diri DV 4

4 dpaL 11 REDUCE ul-1 UN 5

4

S GJOAL 19 APPLY EMPTY=-JULE WITH Z = 2,

SETE X =

JUG=2

(SUIGCAL OF &3

D MaxImgM 8))

(SUBGDAL OF %)

({SYBGOAL OF &)

{SUBGDAL OF 10)

9 GJAL 20 APPLY CREATE-WATER WITH X = JJG-1, TO

0BJECT &2

81
BOAL 21 TRANSFGRM & INTD FINAL=OBY (SUBGOAL OF 1}
5 GJAL 22 REDUCE Di-t ON & {5UBG0AL IF 21
6 GDAL 23 APPLY FILL=JUG WITH Z = 3, X = JUg=1, TO 6 {SUBGAAL OF 221
SETE Y 3 JUGe2
OBJECT 71 (JUG-1¢SPACE 3 CONTENTS 2 MAXIMUM 5) JUG-2(SPACE 0 CANTENTS 8 “AXIMUM

tJUG=1(SPACE -0 CONTZINTS 5 MAXIMUM 5) JUG=2(SPACE 3 CONTENTS 5 MAXIMUM

B})

Figure 82:

(SUBGDAL OF TOP-GOAL)

OF TOP=30AL}

({SUB3O04L OF TOP-GOAL)

TO 4 tSUBGOAL OF 7) ]
(JUG-1(3PACE 5 CONTENTS 0 MAXIMUM S) JUG=2¢(SPACE 8 CONTENTS

(SUBGOAL OF NONE)

(SUB30AL OF TOP-GOAL)

(5UB304L OF TOP=GOAL)

Y & JUG=-1, TO 5 {SUBGOAL OF 11}

5 (SURGOAL OF 11)

{continued)

-

—

L.
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5 GODAL 24 TRANSFORM 7 INTO FINAL~DBJ (SYBGOAL OF 21)

SUCCESS

Figure 82: (continued)
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In OBJECT-4, the five gallon jug contains too much water (GOAL 6,
GOAL 7) and GOAL B is generated in an attempt to pour three galloms out
of the five gallon jug. OBJECT 5 (the result of GOAL 9) does not contain
enough water (GOAL 10, GOAL 11) and the water in the eight gallon jug is
poured into the five gallon jug (GOAL 12) which results in the previously
generated OBJECT 4. Since the GOAL of transforming OBJECT 4 into FINAL-OBJ
is not a new GQOAL, GPS does not try to attempt it, but looks for something
else to do,

GOAL 14 is created in an attempt to generate a new GOAL. OBJECT 3,
which is generated internally, is the SET of all OBJECT-SCHEMAs derived
from the INITIAL-OBJ. GOAL 15 and thus GOAL 14 fail because all of the
OBJECT-SCHEMA in OBJECT 3 have been used in a TRANSFORM GOAL.

As a last resort, GPS tries previously generated GOALs in an attempt
to produce new results, 1In reattempting GOAL 2, GPS finds that it has
already tried all of the desirable operators. GOAL 14 and GOAL 2 are aban-
doned because all of the methods for achieving these GOALs have been
exhaustedla.

In reattempting GOAL 7, GPS creates GOAL 17 because DESTROY-WATER
with X equal to the five gallon jug decreases the contents of the five gallon
jug. Unfortunately, GOAL 17 leads to an old object, INITIAL-0BJ, and an
old GOAL, TOP-GOAL, and again GPS retries unfinished goals.

After fumbling a bit, GPS decides to retry GOAL 11, GOAL 19 is

considered infeasible and GOAL 20 results in OBJECT 6 which has five gallons

14AT1 GOALs which were selected to be tried get printed. Some of these GOALs
never really get attempted because all of the methods have been tried to

exhaustion.
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in both jugs. After filling the eight gallon jug with the five gallon jug,
{GOAL 23) GPS notices that it has solved the problem {GOAL 24).
Discussion

Often the jug which is to contain the desired quantity of water is
not given., The task of producing two gallons in either jug can be specified

by reformulating the FINAL-OBJ in Fig. 81 as
ONE OF THE TWO-GALLON-TESTS is TRUE.
And the TWO-GALLOW-TESTS is

1. THE CONTENTS OF JUG-1 EQUALS 2.
2. THE CONTENTS OF JUG-2 EQUALS 2.

However, the current object-difference process is not sophisticated encugh

to produce a difference when a disjunctive set of TESTs (indicated by TRUE)
is not satisfiedlﬁ.

The use of differences in this task seems to be & rather ineffective
means of guiding the problem solving. None of the APPLY GOALs generate
subgoals., If a difference is detected in applying an operator, it is always
as difficulc as the difference which the application of the cperator is
supposed to reduce, because all of the types of differences are considered
equally diffieult (see DIFF-ORDERING). In such cases, GPS rejects the

variable specification produced by the feasibility-selection process for MOVE-

OPERATORS.,

A better set of types of differences-and a better ordering on them

15There is no conceptual difficulty in generalizing the object-difference
process. But the difference produced should be the easiest difference,
because satisfying any TEST will do.
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might improve GP5's performance on this task. However, even if GPS could
use more sophisticated types of differences (than FEATURE), it 1s unclear
what types of differences would improve the problem sclving. GPS might

need some additional problem solving mechanisms, e,g,, planning, in order

to be more proficient at this task,

K. LETTER SERIES COMFLETION
This task, which is found in aptitude tests, iz to add the next few
letters to a series of letters. Several computer programs for solving this
task {and similar tasks) have been constructed (Pivar and Finkelstein [48];
Simon and Kotovsky [55]; Williams [65]). A simple example of this rask is

given below:

BCBDBE __

The two blanks ('_') indicate that the next two letters of the series must
be supplied, The answer to this task is that the next twe letters are B and
F respectively. This answer is based on the hypothesis that all odd letters
of the series are B's and the even letters of the =seriez are in the order of
their occurrence in the English alphabet,

The next few letters of the series ave derived from some general
description of the series, as in the example above. In general, there are
many different series whose first several letters are those given in the task.

For example, another continuwation of the above sequence is:
BCEDBEBCBDBEBC...

But the correct answer is based on the "simplest" description of the series

where simplest description, for lack of a better definition, is defined as the

description that most people would use to describe the series.

—t

L]

J
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Williams! Formulation of the Task

Donald Williams has constructed a program (Williams [65]) that
does aptitude test problems among which is the letter series completion
task. The formulation of this task for GPS was adapted from his formula-
tion, Williams' program is to do over thirty differenf types of aptitude
test problems; however, we will only describe how it handles the letter
series completion task,

Williams' program knows certain relations among the letters of an
alphabet, Listed in the order of their simplicity the relations used by

the program are (the examples are taken from the English alphabet):

a, same «- B is the "same'" as B

b. mnext «« C is the "next" letter after B

c. next after next -- D is the '"next after next"
letter after B

d. predecessor -- A is the "predecessor" of B.

A relationship is a relation with its pair of operands. 1In an attempt to

find a description of a letter series, the program assigns relations between
pairs of letters in the series.

The simplicity of a relationship is determined mainly by the
simplicity of its relation. If two relationships have identical relations,
the simpler one is the one whose operands are separated by fewer letters in
the series. For example, in the series above, the relationship--the first

letter is the same as the third letter--is simpler than the relationship-=

the first letter is the same as the fifth letter. But the latter is simpler

than the relationship--the next letter of the alphabet follows the first

letter.
The program assigns a relationship by scanning the series from left

to right. It always attempts to find a relationship between the current letter,
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and a letter to the right of the current letter. The current letter is

initially the first letter in the series and upon assigning a relationship

between the current letter and another letter, the other letter becomes

the new current letter, Thus the scan does not necessarily move uniformly

through the series, but jumps ahead as it. successfully establishes relation-
ships of letters which are not adjacent in the series,

The remainder of the techniques used by Williama' program on this
task will be illustrated by an example rather than described generally., In
attempting to solve ocur example sequence (using the English alphabet), the
program begins by locking for the simplest relationszhip between the current
letter {(first letter) and some other letter. According to the program's

definition of simplicity, it assigns the relationship--the first letter is

the same as the third letter--and looks for the simplest relationship

between the new current letter (third letter) and some letter to the right

of it. It then aszigns the relationship--the third letter is the same as the

fifth letter.

At this peoint, it notices that both relationships assigned are equiva-

lent; i,e., the relation is same in both and there i3 one letter between both

first and third and third and fifth. Consequently, it checks to see if the

fifth letter, which is the current letter, is the same as the seventh letter.

Since the seventh letter is a blank, it assigns 'B' to be the seventh letter

and assigns the relationship.-the seventh is the same as the fifth,

In checking if the ninth letter is the same as the seventh, it notices

that there is no ninth letter and assigns the second letter to be the new

current letter because it is the first letter not previously used in a

relationship. The simplest relationship--the fourth letter in the series is

the next of the alphabet after the second letter in the series--is assigned
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and the current letter becomes the fourth letter. Again the simplest

relationship--the sixth letter is next after the fourth letter--is assigned.

Since the last two relationships are the same, the program checks to see if

the eighth letter is the next after the sixth. 8ince the eighth letter is

a blank, "F' is assigned to be the eighth letter of the series and the
problem iz solved,

The way Williams' program approaches this problem might seem strange
because it assigns relationships until it stumbles across the answer16.
Never does it obtain a description of the entire series, e.g., the odd letters
are B's, etc., and check to see if the description correctly describes the
letters givean. Nevertheless, Williams' program is gquite proficient at the
letter series completion task,

GPS Formulation

The transcription of the task,

BCBDBE ,

into the external representation of GPS given in Fig. 83, is considerably
less direct than the other tasks we have discussed, The main reason is that
the objects are not different letter series, but are partial descriptions of
letter series, That is, an object is a series together with relationships
on the various letters in the series.

Each node of an OBJECT.SCHEMA represents a position in a series. The

TOP-NODE represents the first position of the series; the node, ONE (the new

161t does not always assign the correct relationships, and in such cases finds
it necessary to go back and try different relationships,

17This technique is used in Simon and Kotovsky [55].
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RENAME  {
BNE = ElRET
THQ = FIRET=FIRST
THREE = FIRGT4F IRSTF [H&T
!
DECLARE (
DESIREP~QBJ = DRESCRIBEU-DBJY
AFPLY=CLURRENT=RELATION = MOVE=QRERATOR
APPLY-LASYT = MOVE-DPERATOR
APPLY=RELATION = YMOVE-QOPERATOR
CURARENT=-RELATION = ATTRIBUTE
INTERVAL = ATTRIBUTE
LETTER = ATTRIHUTE
RELATIAN = ATTRIBUTE
D1 s FEATURE
DE = FEATURE
QUATE~Y = FEATURE
INTERVALS = 38T
RELATIDNS = SET
)
LIST
"INITIAL~0BY = { BC B UBE =)
]
TASK=STRUETURES £
TOP-GOaL = { TRANSFORM THE INITIAL=-CBJ INTD THE DESIRER-DBJ 5 )
DESIRED~QBJ # ( SUBEXFRESSIUN=TESTS

1+ & RELATIUN |5 DEFINED 3

Figure 83: The specification for GPS of the task of completing a letter series,
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2« THE CURRENT-RELAYION 15 UNDEFINED , )
APPLY~RELATION = { CREATJON=OPERATOR
VAR-DOMAIN
1. Y IS IN=THE=SET OF INTERVALS ,
2. X IS IN-THE=SET OF RELATIONS ,
PRETESTS
1, THE LETTER OF Y EQUALE THE FUNGTION X OF THE LETTER .
MOVES
1. COPY X AT THE RELATION .
2., COPY X AT THE CURRENT=RELATION OF Y ,
3., COPY QUOTE=-Y IN THE INTERVAL OF ¥ .
4, COPY QUOTE=Y IN THE INTERVAL ,
)
APPLY=CURRENT=RELATION = ( CREATION=OPERATOR
VAR=DOMAIN
1. X EQUALS THE CURRENT-RELATION
2. Y EQUALS THE INTERVAL ,
PRETESTS
1. THE LETTER OF Y EQUALS THE FUNCTEON X OF THE
LETTER ,
MOVES
1., COPY THE CURRENT-RELATION AT THE RELATION ,
2. MOVE THE CURRENT=RELATION TO THE
CURRENT~RELATION OF vy ,
3. COPY QUOTE~Y EN THE INTERVAL OF Y ,
)

APPLY=LAST = { CREATION~OPERATOR

Figure 83: (continued)
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VAR=DOMAIN
1. Y EQUALS THE INTERVAL .
PRETESTS
1. THE LETTER OF y IS JNDEFINED ,
MOVES
t+ REMOVE THE CURRENT-IELATION ,
2, COPY LAST AT THE RELATION , 1
INTERVALS = { ONE TWO THREE )
RELATIDONS = ( SaME NEXT )
DIFF=DRDERING 3 ¢ DL 02 )
D1 3 ( CURRENT-RELATION )
02 = ¢ RELATION )
TABLE=OF =CONNBCYIONS = ( 1. ( D1 APPLY=CURRENT~RELATION APPLY=LAST }
2. ¢ D2 APPLY-RELATION ) )
NEXT = ¢ BCE&EDDEEFTF )
SAME = ( B BEECCDDEETF! )
QUOTE=-Y 2 ( QUOTE Y )
QBJ=ATTRIG = ¢ LETTER CURRENT-RELATION RELATION INTERVAL )
LIST=0F=-VAR = ¢ X Y )
)

END

Figure 83: (continued)




- 301 -

name of FIRST) from the TOP-NODE, represents the second position in the
series; the node TWO from the TOP-NODE represents the third position in
series, etc. Each node, except the last one, has precisely one branch
leading from it to the node representing the following position in the series.
The value of the ATTRIBUTE, LETTER, of a node is the letter in the position
of the series represented by the node, Fig. 84 illustrates the tree
structure representation of the INITIAL-0BJ--the series to be completed. 1Im
Fig. 84, o and B are variables, created by a special routine which converts
INITIAL-OBJ in Fig. 83 into the tree structure in Fig. 84. Each blank must
be replaced by a distinct variable, else GPS would consider that they all
stand for the same letter,

A relationship on a pair of letters in a series is represented by the
ATTRIBUTE, RELATIONlS, at the node representing the left most letter of the
pair. The relation (e.g., same) is the value of RELATION and the other
letter of the relation is designated by the value of the ATTRIBUTE, INTERVAL.
For example, the respective values, SAME and TWQ, of the ATTRIBUTEs, RELATION
and INTERVAL, at a node represent the relationship that the LETTER at the
node is the SAME as the LETTER at the second position to the right.

TOP-GOAL is the statement of the problem. As in Williams® formulation,
GPS does not set out to fill in the blanks. Rather, it attempts to assign
relationships to the series filling in the blanks (substituting for the
variables) whenever necessary. DESIRED-OBJ requires that all nodes have a

value of the ATTRIBUTE, RELATION. Since noneof the relationships can involve

18RELATION is used as an ATTRIBUTE in this task and should not be confused
with the RELATIONs of GPS, e.g., EQUALS and CONSTRAINED-MEMBER.
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LETTER B

TETTER B

LETTER B

FIGURE B4. The tree structure representation of INITIAL-OBJ in Fig. 83 («o
and B are variables).

L

L.

L.
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a blank, this insures that all of the blanks have been filled.
The ATTRIBUTE, CURRENT-RELATION, of a node indicates that the node

represents the current letter of the series. The second TEST in DESIRED-

OBJ gives rise to a difference detected at a node that has a value of
CURRENT-RELATION. 1In order to reduce this difference, a RELATION must be
added to this node. The use of CURRENT-RELATION in this formulation corres-

ponds to the fact that the current-letter is always a member of the pair of

letters in a relationship assigned by Williams' program.
There are three operators, each of which assigns a relationship.
APPLY-RELATION is used to assign the simplest relationship. It assumes that

the current letter is the point of application. X is the relation of the

relationship being assigned. ¥ is the distance between the letters of the
relationship., For example, if Y is ONE, the two letters are adjacent; if Y
is TWO, one letter separates them, etc,

PRETESTS of APPLY-RELATION requires that the pair of letters satisfy
the relation X. For example, if X is SAME and Y is TWO, PRETESTS will be
satisfied in applying APPLY-RELATICON to the TOP-NODE of INITTAL-OBJ because
the first and third letters of the series are both B's,

The first and fourth TRANSFORMATIONs of APPLY-RELATION assign a
relationship to an OBJECT-SCHEMA. They add the attribute.value pairs-.
RELATION X, INTERVAL Y--to the node at which APPLY-RELATION is applied.

The other two TRANSFORMATIONs serve the purpose of marking the new

current letter and noting the relationship assigned by the operator at the

new current letter.

APPLY-CURRENT-RELATION applies the previously assigned relationship

at the current letter marked by the ATTRIBUTE, CURRENT-RELATION. This

operator is the same as APPLY-RELATION except that the legitimate values of
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the variables are more restricted, and that the node to which it is applied

must have a wvalue of the ATTRIBUTE, CURRENT-RELATION. X and Y must hawve

the values of the ATTRIBUTEs, CURREWNT-RELATION and INTERVAL, respectively.
APPLY-LAST is wused to handle the case when the letter, a distance,

Y, from the current letter, does not exist, e.g., the ninth letter in

INITIAL-OBJ., LAST is copied at the RELATION of the current letter to

indicate that it has been considered. CUBRRENT-BRELATION is removed so that
the nede at which the operator is being applied will no longer be considered

the current letter.

DIFF-ORDERING ranks D1, which refers tec the value of CURRENT~RELATION,
as the more important type of difference, because it is detected only at a
node that has & value of CURRENT-RELATION. Since such a node corresponds

to Williams' current letter, the next operator must be applied at that node.

TABLE-OF-CONNECTIONS lists APPLY-CURRENT-RELATION and APPLY-LAST as
desirable for reducing D1, because they affect CURRENT-RELATION. Even
though they alsc affect RELATION, they are not considered desirable for reduc-
ing D2, which pertains to RELATION, because a GOAL of reducing D2 only is
generated when the OBJECT-SCHEMA does not contain a CURRENT-RELATION.

NEXT is a list of pairs of letters. The first letter of each pair is
a letter of the alphabet and the second letter of the pair is the following
latter of the alphabet, It is used in the FRETESTS of APPLY.-RELATION and
APPLY-CURRENT=RELATION {a possible wvalue of X) as a FUNCTION of one argument,
For a particular value, @, of the argument, the value of the function is the
second letter of the pair whose first letter is . For example, NEXT of C
is D.

SAME has the same role as NEXT, It is a list of pairs of letters and

both letters in each pair are the same.
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In some of the TRANSFORMATIONs of the operators, QUOTE-Y is an
argument of an OPERATION. The value of the QUOTE-Y is always 'Y',e.g.,
ONE or TWOQ. Since Y is used as a LOC-PROG, normally the value of the
argument, Y, is the node of an OBJECT-SCHEMA to which Y refers. Thus,
QUOTE-Y had to be used instead of Y.

OBJ.ATTRIB is a list of all the ATTRIBUTEs for this task and LIST-
OF-VAR is a list of the variables which appear in Fig., 83,

Behavior of GPS

Fig. 85 shows the behavior of GPS on the task in Fig., 83. In attempt-
ing TOP-GOAL, GPS notices that none of the nodes of INITIAL-OBJ has a
RELATION and creates GOAL 2 to reduce this difference at the TOP-NODE (which
corresponds to the left-most letter). To achieve GOAL 2, GPS attempts to
apply APPLY-RELATION with none of its variables specified (GOAL 3) because,
regardless of their values the operator is considered to be desirable.

GOAL 3 results in OBJECT 4 which has been assigned the relationship--

the first letter is the same as the third letter. There is a special print

routine for the OBJECT-SCHEMAs of this task. The positions in the series
(nodes in the OBJECT-SCHEMAs) are separated by commas and no LOC-PROGs appear
in the print-out of an OBJECT-SCHEMA. The TOP-NODE (left-most position of

the series) of OBJECT 4 has three attribute-value pairs,

a. LETTER B
b, RELATION SAME
c. INTERVAL TWO,

The relationship that the second letter to thé right is also a B corresponds
to b and ¢, Henceforth, nodes of OBJECT-SCHEMAs will be referred to by their
corresponding position in the series.

In OBJECT 4 the third position of the series, which is the only other

position having an ATTRIBUTE other than LETTER, has the attribute-value pairs:
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1 TOP=GJAL TRANSFORM INITI&L-0BJ INTO DESIRED-08J (SUBGDAL OF NONE}
2 GDA 12 REDJCE D2 JN INITiaL-0BJ ¢(SJBGDAL OF TOP-GOAL)
3 GIAL 3 APLY APPLY-RILATION TO [NITIA--OBJ (SUBGLAL JF 2}

SET: v = TwD, X = SAHE
08J2CT 45 (LETTER B RELATIDN SAME INTERVAL Tw0, LETTER C., LETTER B CURRENT-RELATION
SAME INTERVAL TWO, LETVER D, LETTER B, LETTER &, LETTER -, LETTER =)

2 GOAL 4 TRANSFORM 4 INTO DESIRED-0BYJ (SU3GOAL OF TOP-5O0AL)
3 G34L 5 REODUCE D1 ON  ONE ONE # (SUBGDAL OF 4)
a GOAL & APPLY A4PPLY-CURRENT-RELATION TO ONE ONE 4 (SUBGDAL OF 35)

SETt ¥ 3 SAME, Y = TWO

08JECT 5% (LETTER B RELATION SAME INTERVAL TWO, LETTER C» LETTER B RELATION SAME
INTERVAL TWO, LETTER D, LETTER 8 CURRENT-RELATION SAME INTERVAL TwO,
LETTER E, LETIER -, LEIiTER =)

3 30AL 7 TRANSFORM 5 INTO DESIRED-0BJ {5UBGOAL OF 4)
4 GOA, 8 REDUCE 0t Ov ONE ONE ONE ONE 5 [SUBGOAL OF 71}
5 GJAL 9 APPLY aPP_N-CURRENT=RELATION TO ONE ONE ONE ONE 5 (syBGOAL OF 8)

SET1 X = SAME, Y = TWQ

0BJECT 61 (LETTER B8 RELATION SAME INTERVAL TW0, LETTER C, LETTER B RELATION SAME
INTERVAL TWQ, LETTER D, LETTER B RELATION SAME INTERvAL TWO, LETTER E
» LETTER 8 CURRENT-RELATION SAME- INTERVAL TWD, LETTER -}

4 GOAL 10 TRANSFORM 6 INTD DESIRED-03J (SUBGOAL OF 7}
5 GJAL 11 REDUGE D1 ON ONE ONE ONE ONE ONE ONE 6 {SUBGOAL ofF 1)
& GOAL 12 APPLY APPLY-CURRENT-RELATION TO ONE ONE ONE ONE ONE ONE & (SUBGODAL OF 11}

SET: « =3 SAME, Y = TWOD

6 GOAL 13 APPLY 4PPLY-LAST TO ONE ONE ONE ONE ONEi ONE 6 (SUBGOAL OF 11)
SETS v a TWO
0BJEGT 7% (LETTER B RELATION SAME INTERVAL TWO, LETTER €. LEATER E RELATION SAME
INTERVAL TWQ, LETTER D. LETTER B RELATION SAME INTERVAL TWO, LETTER E
s LETTER B RE-ATION LAST INTERVAL TWO, LETTER -}

Figure 85: The performance of GPS on the task specified in Fig. 83,
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5 GOALL 14 TRANSFOAM 7 4NTOD DESIRED-08J (SUEBGOAL GFI1D)
6 GOAL 15 REDJCE D2 ON ONE 7 (SUBZOAL OF 14}
7 30aL 14 ARPLY APPLY=-RELATION TO ONE 7 (SUBGOAL OF 1%)

gET: vy = TyD, X = NEXT

OBJEET At (LETTER 9 RELATION 3AME INTERYAL TwWO, LETTER C RELATION NEXT INTERVAL
Tw0. LETTER 8 RELATION SAME INTERVAL TWO, CETTER D CURRENT<RELATIQN NEXT
INTERVAL TwD, LETTER B RELATION SAME INTERVAL Tw0O, LETTER E, LETTER &
RELATION LAST INTERvAL TwO, LETTER =)

6 GIAL 17 TRANSFODRM 8 INTU DEBIRED-DBU ({SUBGOAL OF 14)
7 30AL 18 REUUZE pL ON ONE ONE ONE & (SUBBGAL OF 17)
9 GOAL 19 APPLY APPLY-CURRENT~RELATIUN TO ONE ONE ONE 8 {SUBEDAL OF 18)

SETY X = NEXT, Y = THD

05JECT 9t (LETTER B RELATION SAME INTERVAL TWO, LETTER C RELATION NEXT INTERVAL
TWO, LETTER 8 RELATION SAME INTERVAL TWO, LETTER 0 RELATION NEXT INTERVAL
THOD, LETTER B RELATION SAME INTERVAL TWO, LETTER E CURRENT-RELATION WEXT
INTERVAL TwQ, LETTER B RELATION LAST INTERVAL Tw0, LETTER =}

7 GOAL 20 TRANBFQARM § INTO DESIRED~0RJ (SUBGOAL! OF 17}
9 GDAL 21 REDUCE DL ON ONE JME ONE ONE ONE ¢ (SUHGOAL OF 20!
9 GOAL 22 APPL Y APPLN-CURRENT-RELAFTION TGO ONE ONE ONE- ONE (NE % (SUBGOAL OF 21)

- SETI  x = NEUT, Y = TWO
DAJECT 409 (LETTER B RE.ATION SAME INTERVAL Tw0, LETTER G RELATION NEXT INTERVAL
TWG, LETIER 8 RELATION SAME INTERVAL TWO, LETTER 0 RELATION NEXT INTVERVAL
TWO, LETTER 8 RELATION SAME [NTERVAL TWO. LETTER € RELATION NEXT INTERvVAL
TWO, LETTER 4 RELATION LAST INTERVAL TWO, LETTER F CURRENT-RELATION
NEXT INTERVAL TwW02

3 GOAL 23 TIANSFORN 10 INTD VES]IRED=Q8J (SYRGOAL OF 20)
9 GOAL 2% EDUCE D1 ON ONE ONE ONE ONE ONE ONE ONE 10 {SUBGOAL OF 23}
10 GOAL 2% APPLY APPLY<CUARENT-RELATION TO oONME ONME ONE ONE ONE DNE ONE 19 t5uBGOAL OF 24
)

SETt X = NEXT. Y = THD

10 GOAL 26 APPLY APPLY=LAST TD ONE ONE OQNE ONE ONE ONE ONE 1D (SUBGOAL QF 24}
SET1 v = TWO
QBJECT 11 (LETTER B RELATION SAME INTERVAL TWO, LETTER € RELATION NEXT INTERVAL
W, LETTER 8 RELATION SAME INTERVAL TWO, LETTER D RELATION MEXT INTERVAL

Figure 85: (continued)
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TWlD, LETTER 3 RE.ATIOH SAME INTERWAL TWD,
Twhd, LETTER 3 RELATION LAST INTEAWAL THO,
Tuo}

LETTER E RELATION NEXT JNTERyaL
LETTER F RELATION LAST INTERVAL

GOAL 27 TRANSFODRW 131 INTJ BES[SED-0BJ {SUBGOAL OF 23t

Figure 85: {continued)

L.l
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a. LETTER B
b. CURRENT-RELATION SAME
¢. INTERVAL TWO.

This indicates that the third position in OBJECT 4 cofresponds to the

current letter and that the previously assigned relationship is the current

letter is the same as the second letter to the right of it,

In attempting GOAL 4, GPS notices that SAME is the CURRENT-RELATION
of the third position. To remove this attribute-value pair (GOAL 5), APPLY-
CURRENT-RELATION is applied to the third position in OBJECT 4 (GCAL 6).

Note that ONE indicates one place to the right, e.g., "ONE ONE 4' in GOAL 5
and GOAL 6 refers to two places to the right of the first position which is
the third position., OBJECT 5 is produced by assigning the relationship--the

third letter is the same as the fifth letter.

B is substituted for the first blank in order to achieve GOAL 9 and
F is substituted for the second blank in achieveing GOAL 22. The result of
GOAL 26 is a complete description of the series and the success of GOAL 27
indicates that TOP-GOAL is successful.
Discussion

The formulation of the task in Fig. 83 has several peculiarities.
The definition of simplicity of a relationship is buried in the VAR-DOMAIN
of APPLY-RELATION. Since the MOVE-OPERATOR-METHOD tries legitimate variable
specifications in the order in which they turn up, they must turn up in the
correct order if the simplest relationship is to be assigned first., Thus,
if the order of the two TESTS in VAR.DOMAIN were changed, the simplest relation-
ship would .not necessarily be assigned by an application of APPLY-RELATION.

For example, GOAL 3 would assign the relationship--the second letter is the

NEXT after the first letter
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The communication between operators seems rather strange. An
application of APPLY-RELATION in some sense designates to which pesition
GPS will attempt to apply the next operator and that it will be either
AFPPLY-CURRENT-RELATION or APFLY-LAST. These peculiarities are both
derived from making GPS find the simplest description of the series. DESIRED-
OBJ indicates that any complete deseription of the series is sufficient,
and the simplicity of the deseription results from the order in which
operatora are applied,

Another peculiarity is replacing the GOAL of filling in the blank
with the GOAL of finding a complete description of the series. Since there
must be some restrictions on how the series is completed (else any answer
would be correct), the latter GOAL seems to be a reasonable way of stating
the problem,

The purpose of posing this task to GPS is not basically to illustrate
how the letter series completion task can be formalized. This has been done
more elegantly and efficiently in the work already cited. However, the
performance of GPS in Fig, B85 does illustrate how this task can be approached
by searching for a suitable description of the series in a space of descrip-
tiona., In this respect, the formulation of this task is similar to the formu-

lation of the binary choice task in Feldman et al [12] (discussed on page 36).




L. GENERALITY OF 6P53'S METHODS

In Chapter IT we discussed two variants of the approach to the
construction of a general problem solver that focusses on the problem
solving techniques: One invelves the construction of many specialized,
but highly efficient, problem se¢lving techniques, e.g., a library of
ALGOL gubroutines. The other involves the conatruction of a few prob-
lem solving technigues of wide applicability, e.g., heuristic search.
In this respect, the extent to which the methoeds of GPS are applicable
across tasks is important.

Table 1 1llustrates which methods and basic processes were used in
solving the eleven tasks discussed in this chapter. We chose to digitize
the processing at the method level for two reasons: 1) A detailed de-
scription of emch method is given in Chapter IIT. 2) Eaeh task uses
some of the methods but not all of them; on the average each task uses
about half of the methoda. There are also disadvantages to this way
of displaying the sectivity. Some of the methods employ much of the
same code. For example, both the MOVE-OPERATOR-METHOD and the MATCH-
DIFF-METHCD use a large subroutine which applies a TEST tec an OBJECT-
SCHEMA. 1In addition, considerable detail disappears at the method
level. This may be important. For instance, not all of the subparts
of a method may be uged in a given task.

In Table 1 the methods are categorized according to the bazie
proceases (deseribed in Fig. 36) that they perform. There are other
baslc processes which GPS performs which are not discussed in this
report because they were not a consideration for generalizing the
representation. The basic process for selecting a member from a SET

(the methods for achieving a SELECT GOAL) are independent of the repr.-
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Object- MATCH-DIFF-
Difference METHOD L% X X [X XX | X | X | X]|X
MATCH-DIFT-
METHOD X b X
MOVE-OPERATOR -
Operator— METHOD X X X)X | Y| X | X [ XY
Applicatieon, FORM-OPERATCOR - X v "
Qperatgr- METHCD
Difference, Y TFORM-OPERATOR-
Feasibility- | TO-SET-METHOD
Selection TWO-INPUT- ¥
OPERATOR-METHOD
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Selsction METHOD Xpxpx 3 X X X xp¥) X X)X
Canonization éﬁ?ggfﬁéEHOD % A X X X X X X X X X
~
TRANSFORM-
SET-METHOD X R X
SELECT-BEST -
MEMEERS ~METHOD R X 1% X
GENERATE—AND -
Other { TEST-METHOD
Processes EXPANDED - X X X
TRANSFORM-METHOD
ANTECEDENT-
GOAL-MET{ICD X X X x| X [x
TRY-0LD- X
. GDALS-METIIOD

X denotes that the method and basic process(es)
were used in golving the task

Y denotes that the method and basic process(es),
except for operator-difference were used in
solving the task

TABLE 1. Methods and processes used by GPS in solving the eleven tasks.
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sentation because the selection criterion is given to GPS as an IPL
routine which may be as specialized as necessary. Other basic pro-
cesses depend only on the GUOAL structure of GPS. For example, GPS has
processes for generating new things to do when it gets into trouble,
such as generating an old GOAL.

Since the X's and Y's in Table 7 are scattered somewhat randomly,
the methods do not appear to be task specialized. However, much of
the code in GPS is specialized for a particular kind of representation.
This can be seen in Table 1 by noting what methods for applying an
operator are used by the various tasks. In fact, two methods--FORM-
OPERATOR-TO-SET-METHOD and GENERATE-AND-TEST-METHOD--are not used by
any of the tasks, because they are specialized to a particular aspect
of the representation that does not arise in solving the tasks. (They
were used for logic in GPS-2-5.) However, specialization by kind of
representation is not necessary, as is demonstirated by the parsing
task, whiéh uses both the FORM-OPERATOR-METHCD and the MOVE-OPERATCR-
METHCD,

A1l of the basic processes {described in Fig. 36), with the

excepltion of operator-difference, are used in attempting each of the

eleven tasks, which indicates that means-ends analysis is applicable

to all of the tasks. Operator-difference does not ceccur in those

tasks that were so simple that GPS finds a solution before attempting

to apply an operator that is inapplicable., Similarly, the TRY-QLD-
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GOALS-METHOD is used only in solving the water Jug task because it is

the only task for which GPS becomes hardpressed for something to do.
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CHAPTER VII: SUMMARY

The presentation of the material is now complete. In Chapter II
we formulated a problem of generality for problem solving programs,
such that we could investigate it by getting GPS to perform a large
number of different tasks., In Chapters III and IV we gave a detailed
description of GPS, both its program structure and its represemtations
of components of the task. In Chapter V we analysed the problems of
extending GP3, revealing thereby a number of ways in which the repre-
sentation is a critical aspect. Finally, in Chapter ¥I we described
the several tasks we used, and drew a number of smaller lessoms. We
ended by observing that GPS was in fact a single problem solver working
on a collection of tasks, and not simply a collection of mechanisms
separately specialized for each task.

This presentation has involved a great deal of detail.
Undoubtedly, we have told many readers wore than they wish to know.
Consequently, the purpose of this summary is to provide a brief,
but complete, recapitulatiom of the total story.

A. THE APPROACH

Heuristic Search

This research approaches the construction of z general problem
solver by first adopting a general paradigm of a problem, heuristic
search (Newell and Ermst {38]3). 1In a simplified form of the heuristic
search paradigm, there are objects and operators, such that an operator
can be applied to an object to produce either a new object or a signal
which indicates inapplicability. A heuristic search problem is:

Given: a, an initial situation represented as an object,

b. a desired situation represented as an object,
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c. a set of operators.

Find:

a sequence of operators that will transform

the initial situation into the desired

gituation.
The first operator of the solution sequence is applied to
the initial gituation, the other coperators are applied to
the result of the application of the preceding operator,
and the result of the application of the last operator in
the sequence is the desired situation.

The operators are rules for generating objects and
thus define a tree of objects. Each node of the tree
represents an object, and each branch of a node represents
the application of an operator to the object represented
by the node. The node to which a branch leads represents
the object produced by the application of the operator.

A method for solving a heuristic search problem is
searching the tree, defined by the initial situation and
the operators, for a path to the desired situation.

For many problems we know of no obvious heuristic
gearch formulation. Thus, in some sense adopting heuristic
search limits the generality that can be achieved. However,
heuristic search derives its appeal from its generality,
demonstrated by its wide use in other research efforts

into problem solving (discussed in Chapter II).
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The Problem of Generality

The power of a problem solver is indicated by the
effectiveness of its problem solving techmiques while its
generality is indicated by the domain of problems that it
can deal with. The generality and the power of a problem
golver are not independent because both depend strongly
upon the internsl representation. The internal represent-
ation is pulled in two directions: on the one hand, it must
be general encugh so that problems can be translated into
it, and, on the other hand it must be specific enough so
that the problem solving techniques can be applied.

To 1llustrate the interdependence of the power and
the generality of a problem solver consider a heuristic
search problem solver whose only technique is to generate
objects by applying the operators in a fixed order and test-
ing if any of the generated objects are ldentical to the
desired situation. It would be easy to construct such a
problem solver with a relatively high degree of generality
even though it could only solve the most elementary problems.
On the other hand, it would be difficult today to achieve
even a slight degree of generality with a problem solver
that discovered the terms in an evaluation function for
determining the likelihood of the existence of a path from
any object to the desired situwation. Thus, there are many

different problems of generality, one for each set of
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problem solving technigques, and the difficulty of achieving
generality depends upon the variety and complexity of the
techniques,

This research investigates a particular problem of
generality--the problem of extending the generality of GPS
while helding its power at a fixed level, This involves
extending the internal representation of GP2 in such a way
that its problem solving methods remain applicable and in
a way that increases the domain of problems that can be
translated into its internal representation. Thus, this
research is mainly concerned with representational issues.
We would not expect the issves to be the same in genersl-
izing the internal representation of a problem solver
which employed markedly different techniques than GPS.

In this respect, this regearch has the nature of a case study.
B, GPS

GPS attempts problems by tree search, as in any
heurigtic search program. But tc guide the search GPS3
employs a general technigque called means-ends analysis
whieh invelves subdividing a problem intoc easier sub-problems.
Means-ends analysis is accomplished by taking differences
between what is given and what is wanted, e.g., between
two objects or between an object and the class of objects
to which an operator can be applied. A difference desig-

nates some feature of an object which is undesirable. GPS
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uses the difference to select a desirable operator--one which is
relevant to reducing the difference. For example, in attempting
the original problem, GPS detects a difference, if one exists,
between the initial situation and the desired situation. AssSu-
ming that a desirable operator exists and that it can be
applied to the initial situation, GPS applies it and produces a new
object. GPS rephrases the original problem by replacing the
initial situation with the new object and then recycles. The
problem is solved when an object is generated that is identical
to the desired situation.

The problem solving techniques of GPS consist of a set

of methods, which are applied by a problem solving executive.

To solve a problem, the p.oblem solving executive selects
a relevant method and applies it. Subproblems (GOALg)
may be generated by the method in an attempt to simplify the
problem. In such cases the main problem may be temporarily
abandoned by the problem solving executive for the purpose
of solving the subproblem. Subproblems are attempted in the
same way that the main problem is attempted--by selecting and
applying a relevant method.

Chapter III gives a complete description of the
problem solving executive and the methods. For the purpose
of this chapter we need only summarize the demands that

the problem solving methods of GPS place on the internal repre-
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sentation. Each of these demands requires that GPS

employ a procesg for abgtracting certain information from
the internsl representation. These processes may be
different for different representations, but the information

abstracted does not depend on the representation,

Object-comparison. GPS must be able to compare two

objects to determine if they represent the same situation.

Object-difference. If two objects do not represent

the same situation, GPS must be able to detect differences

between them that summarize their dissimilarity.

Operator-application. GPS must be able to apply an

operator to an object. The result of this process is either

an object or a signal that the application is not feasible.

Operator-difference. If it is infeasible to apply an

operator to an object, GP3 must be able to produce differences

that summarize why the application is infeasible.

Desirability-selection. For any difference GPS must be

able to select from all operators of a task those operators
that are relevant to reducing the difference. (Of course,

this gselection will not in general be perfect.)

Feasibility-selection. For any object GPS must be able

to select from all the operators those that will be applicable

to the object. This is meant to cover the case where the
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internal representation permits several operators of limited
range to be combined in a single operator of wider range,
such that the application of the unified operator does not
decompose simply to the sequential application of the two

suboperators. (Again, feasibility-selection need not be

perfect.)

Canonization. GP3 must be able to find the cancnieal
name of certain types of data structures. Canonization
arigses from GPS's strategy for comparing two data structures.
If they have canonical names, they are equivalent only if
they have the same name. On the other hand, if two data
structures do not have canonical names, they are equivalent
only if all of their structure is equivalent,

C. INTERNAL REPRESENTATION OF GPS-2-5

The current version of GPS wag developed through the
modification of an existing version, called GPS-2-5.
GP3-2-5, together with its predecessors, solved only three
different kinds of problems, This was due mainly to in-
adequate facilities for representing tasks. The internal
representation of GPS-2-5 will be described to clarify how
the generalizations of the representation incorporated in
GPS (described later) alleviated inadequacies in its repre-

sentation.
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The internal representation of a task for GPS (any

version) consists of several different kinds of data struc-

tures:
a. objects
b. operators
c. differences
d. GOALs

e, TABLE-OF-CONNECTIONS
DIFF-CRDERING
g. details for matching objects

=

h. miscellaneous information.

Chapter IV gives a complete description of the above types of
data structures and alsc points out which are given in the
specification of a problem. Here, we will only describe the
representation of objects and operators, which provide the
main representational issues. Other than objects and opera-
tors, differences are the only other type of data structure
whoge representation in GPS is not the same as 1ts representa-
tion in GPS-2-5. Their representation depends to a large
extent on the representation of objects and operators. This
will be discussed in more detail later.

Objects. In GP5-2-5 objects are represented by tree
structures encoded in IPL deseription lists. Each node of
the tree structure can have an arbitrary number of branches
leading from it to other nodes. TIn addition to branches, each
node can have a local description given by an arbitrary number

of attribute-value pairs. The tree structure in Fig. 86
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for example, repregents the initial aitustion in the mission-
aries and carmibals task. In Fig. 26 the node to which the
LEFT branch leads represents the left bank of the river and

the node to which the RIGHT branch leads represents the right
bank of the river. The local description at the node which the
LEFT branch leads to indicates that there are three mission-
arles, three cannibals, and the boat at that bank of the river.

The use of varisbles in the tree structures described
above allows a class of objects to be represented as a single
data structure. For example, Fig. 87 is the tree structure
representation of'reudu. If w ig a variable, this tree struct-
ure represents a large class of objects. A1l members of the
clazs have the same form but different values for u. GF3
assumes that all tree structures may contain variables and it
is prepared to process them as classes of objects.

Cperators. In GPS-2-5 all operators were represented by
representing the form of both the input and resultant objects.
Assuming that u is a variable, Fig. 87 is the tree atructure
representation of the input of the operator, feudu = eu, and
Fig. 88 is the tree structure of the awtput. Such an operator
can only be applied to a member of the class of objects

represented by the input form.
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FIGURE 86, The tree atructure representation of the

initial situation in the miseionaries and cannibal task.
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D. REPRESENTATICNAL ISSUES

The representational issues that were investigated
arose from various properties of tasks that could not
adequately be dealt with by the existing program. FEach
of these issues will be discussed below. For some the
representation was generalized, and the difficulty was
removed. Other issues could not be dealt with within
the framework of the existing program. However, attempting
to alleviate thege difficulties did clarify important aspects
of the issues.

Desired Situation.

In many tasks the desired situation is a class of
objects that could not be represented in GPS-2-5. In
integration, for example, the desired situation is any
expression that does not contain "r'. A tree structure
cannot represent this class of objects because all of the
members do not have the same form. For this reason the
representation of the desired situation had to be generalized.

In introducing a new representation for the desired
situation, GPS must be given several new processes for
abstracting information from the new representation: a

new object-comparison process so that GPS can compare an

object to the desired situation; and a new object-difference

process sco that GPS can detect differences between an

object and the desired situation. Object-comparigon and
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objeet-difference are the only demands (listed on pages 320-1)

of GPS's problem solving method that arc affected by the
introduction of a new representation for dezired aituation.

The generalization of the desired situstion allowed it
to be represented as a set of constraints called a DESCRIEED-
OBJ. A set of constraints representa a claas of objects,
each of which satiafies all of the constraints. The desired
object in the integration task can be represented by the asingle

constraint:

No symbol in the expresszsion is an 'I ',

Each constraint in a DESCRIBED-QBJ] is a data structure,
called u TEST, that consists of a RELATION, and several argu-
ments (in most cases, two). In the previous example,

the RELATION is NOT-EQUAL;

the first argument is a symbol;

the second argument is 'f r.
This conatraint is quantified "for all"™ symbola. GPS can
recognize NOT-EQUAL s a RELATION which it understands,
(Currently GPS understands fifteen RELATIONs.) On the other
hand, GPS only understands the gensrie form of the arguments,
which are task dependent.

Using constraints to represent objects is convendent
because esach constraint is & simple data structure. Both the

object-comparison process and the pbject-difference process

analyze the structure of the constraints. The structure
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of many representations is too complex to permit such an
analysis. For example, an alternate representation for

the desired situation is a program whose input is an object
and whose output is a signal indicating whether the object
is a member of the class of oﬁjects that the program

represents. The object-difference process for this repre-

sentation would be extremely complex because it would require
an analysis of the program.
Operators

The operators of many tasks, particularly mathematical
ealculi could be represented conveniently in GPS5-2-5. How-
ever, the operators of other tasks could not, e.g., the
operator of missionaries and cannibals, To alleviate this
difficulty in GPS, an operator can be represented as a data
structure, called a MOVE-OPERATOR, that consists of a group
of TESTs and a group of TRANSFORMATIONs. The TESTs, which
are the same as the TESTs in a DESCRIBED-OBJ, must be
satisfied in order for the operator to be applicable and
the TRANSFORMATIONs indicate how the resultant object differs
from the input object.

A TRANSFORMATION is a data structure that consists of
an OPERATION and several arguments. GPS knows the semantics
of the OPERATIONs, but as in TESTs, only knows the generic
form of the arguments, which are task dependent. Currently,

GPS understands six OPERATIONs. A typical TRANSFORMATION
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{from the missionaries and cannibals operator that moves X
missionaries, Y cammibals and the BOAT from LEFT to RIGHT) isa:
DECREASE the number of missionaries at the
LEFT by X and increase the number of mission-
arieg at the RIGHT by X.
In this TRANSFORMATION the DFERATION iz DECREASE and the
arguments are X, the number of misslonaries at the LEFT and
the number of missionaries at the RIGHT.

Fig, 89 illustrates how the opperator which meves X
missionarieg and ¥ cannibalg from LEFT to RIGHT can be re-
presented as a MOVE-QFERATOR, The first two TESTs indicate
that X and Y must be greater than 0. The third TEST insures
that at least one person is in the BOAT to operate it and
that the capaclity of the BOAT iz not exceeded. The remaining
TESTs prevent miasionaries from heing eaten.

The three TRANSFORMATION: indicate how the application
of the operator affécts the number of missionaries, the num-
ber of cannibals and the BOAT, respectively. The BOAT must
be at the LEFI in order for the third TRANSFORMATION to be
applicable.

The introduction of MOVE-QPERATORz in GPS required +the
eddition of new processes so that the problem solving methods
could be applied to this new representation. New processes

were needed operator-application, operator-difference,

desirability-selection and feasibility-selection. FHenece, the
MOVE-QFPERATOR representation was designed so ag to make these
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mumber of missionaries at the LEFT 2> the

number of cannibals at the LEFT,

nmmber cof missionaries at the LEFT = (.

number of misgionaries at the RIGHT > the

mmber of cannibals at the RIGHT,

4. Either
a. the
or
b. the
5., FEither
a. the
or
b. the
TRANSFORMATION=:

1. DECREASE the
and increase

by X.

2. DECEEASE the
and increase
Y.

number of missiconaries at the RIGHT = 0,

number of missionaries at the LEFT by X

the number of missionaries at the RIGHT

mumber of cannibads at the LEFT by ¥
the number of cannibals at the RIGHT by

3. MOVE the BOAT from the LEFT to the RIGHT.

FIGURE 89. The MOVE-QPERATOR representation of the operator

that moves X missionaries, ¥ cannibals and the BOAT frowm the

LEFT to the RIGHT.
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processes simple., For many representations one or more of these
processes would be tooc complex to implement.

A key feature of the MOVE-OPERATOR representation is its
wransparent structurs. Each of the new processes does an
analysies of this structure in order to abstract the necessary
irformaticn. Another good property of MOVE-OPERATORs is its
structural similarity tc DESCRIBED-OBJ. This similarity causes
the MOVE-OFERATOR preocesses to be similar to the DESCRIBED-CEJT
processes, and thus all of tnese processes use the same basic
subroutines. For example, the gperator-difference process for

MOVE-OPERATCRs and the cbhject-difference process for DESCRIBED-

OBJ are nearly identical,

Unordered Sets

The representation of scme tasks requires representation
of an unordered set., Multiplication, for example, can be
represented as an nrary function of a set of arguments whose
arder is unimportant. Such an unordered set can be represented
in GPS-2-% as an cobject, representing an ordered set, and an
operator for permuting the elements of the set. This repre-
sentation has the drawback that discovering the identity of
two sets requires several applications of the permutation
cperators., The permutation cperator would be unnecessary if
the identity test could implicitly take inte consideraticn the

unordered property of the two sets,




- 331 -

The objects of GPS-2-5 can be used to implicitly
represent unordered sets, provided that the nodes can be
tagged either ordered or unordered. These tags designate
the branches of a node to be either ordered or unordered.
Although a seemingly simple generalization, it consider-

ably complicates the object-comparison, cbject—difference,

the operator-application, the operator-difference, and the

canonization process. These processes were generalized
for the integration task so that the nodes of objects and
operators could bhe unordered., Although the generalized
processes were more complex and did more processing, there
was a savings due to an overall reduction in the problem
space.

The main feature of unordered sets that complicates
the processes is the fact that in matching two unordered
sets corresponding elements must be paired. A variable
can be made identical to any element via substitution
and thus can be paired with any element. However, to see
the identity of two unordered sets may require that a
particular variable be paired with a particular element.
Chapter V discusses this issue in more detail and describes

how the generalized processes (gbject-comparison, etec.)

deal with this issue.

Large Objects

GPS can only solve simple problems before its memory is
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exhausted. However, for some tasks the objects are so large
that not even simple problems can be solved before its memory
is exhausted. For example, the representation of a chess board
in GPS requires 1,000 memory locations and thus only several
objects ecan be stored in memery.

There are two distinet difficulties with GPS's use of
memory: 1) GPS saves in memory all cobjects generated during
problem sclving and 2) each object is a total situwation, i.e.,
there ig no provision for dealing with fragments of situations.
These difficulties could not be dealt with in this research
because they are toc closely connected with the problem solving
methods of GPS, which were held fixed.

Differences

In generalizing GPS, the representation of differences
was degenerated. Each difference in GPS can only pertain to
the value of an atiribute of a node of an object. More
global differences, such as the number of occurances of a
symbol which could be represented in GPS-2-5, cannot be
represented because they would introduce considerable com-

plexity in the operator-difference, the object-difference,

and the desirability-selection processes. Thus, the

generalization of these processes for MOVE-OFERATORs and
DESCRIBED-OBJs was based on this simplified representation of

differences.
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Differences, although not part of the general heuristic
search paradigm, are central to means-ends analysils, which
is the main technique of GPS.

Many tasks were not given to GPS, because the simple
differences would not adequately guide GPS's search for a
golution. For example, many of the logic tasks solved by GPS5-2-5
cannot be sclved by GPS due to the lack of direction provided by
the degenerate differences. However, the representation of
differences is adequate for the eleven tasks that were given
to GPS.

E. TASKS

One of the instructive aspects of this research is
the light shed upon the structure of the problems given
to GPS. It is for this reason that GPS was given rather
elaborate input-output facilities. It is hoped that the
reader, if he desires, can decipher the input and cutput
for any of the eleven tasks discussed in Chapter VI after
reading a description of the input and output. If this is
the case, the reader can determine precisely what information
is given to GPS in the task specification and see how GPS uses
this information in solving the task.

Bach task is discussed in detail in Chapter VI. Here
we will only summarize the important aspects of each.

Missicnaries and Cannibals

GPS and one of its predecessors, called GPS-2-2, both
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solved the missionaries and cannibals task., The represent-
ation of the task in GPS wasg guite different from that used by
GP5-2-2. The latter contains information about the nature
of operaters which the current GPS discovers for itself.
GPS-2-2 was given ten operators: Move one missionary from
left to right; move two missionaries from left to right:
move one missiconary and one cannibal from left to right, ete.
The desirability of these operators for reducing the various
types of differences was given to GPS5-2-2,exogenously. GPS is
only given a single operator which moves X missionaries and Y
cannibals across the river. In applying this operator GPS
specifies the variables (X, Y, and the direction of the boat)
sc that the operator performs a desirable function.

GPS-2-2 was given a desirability filter for operators.
This filter prevented GPS-2-2 from attempting to move more
misgicharies and cannibals across the river than there were
on the side from which they were being moved. Such a sep-
arate filter is unnecessary in GPS because GPS never con-
aiders applying such an operator. Each operator in the
GPS-2-2 formulation consisted of an IPL routine with its
parameters (described on pages 30-3). The operator filter
wag also encoded in IPL., DNot only is it tedious to construct
IPL routines but the construction of these routines reguired
some knowledge of the internal structure of GPS-2-2., The

congtruction of the sinple coperators given teo GPS is much less
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tedious and requires no knowledge of the internal structure of GFPS.
Integration

In the integration, multiplication and addition are
represented as n-ary functions whose arguments are repre-
sented as an unordered zet. Thus the commutativity and
associativity of multiplication and addition are expressed
implicitly instead of representing them explicitly as opera-—
tors. If they were explicitly given to GPS as operators,
there would be an overall increase in the problem space which
would prevent GPS from solving some trivial integrals.

SAINT [59], a program that is quite proficient at
gymbolic integration, also represents the commutativity and
assoclativity of multiplication and addition iImpliecitly.
Other similarities and some dissimilarities between SAINT
and GPS are discussed in Chapter VI.

Tower of Hanoi

The Tower of Hanoi iz an example of a task for which
means—end analysis is very effective. GPS never makes a
mistake on this task, mainly because the differences and the
DIFF-ORDERING are in some sense optimal. For many tasks, it
is difficult teo find good differences and a good DIFF-
ORDERING.

Proving Theorem in the Predicate Calculus

GPS proved a2 simple theorem in the first order predicate

calculus. The formulation of this problem is basically the
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same a3 the one in Robinson [51]. Perhaps the most instructive
paft of this example is the light it cast upon the evolution
of problem solving programs, In LT (Newell, et al [391), =a
theorem proving program for the propositional calculus, which
is the predecessor of GPS, it was noted that the match routine
was the source of most of the power of the program over a
brute force search. GPS may be considered as an attempt to
generalize the match routine, based on that experience, The
first predicate calculus theorem prover did in fact use brute
force search, Gilmore [17]. From an efficiency point of

view tha main effect of the resolution principle was to
reintroduce the possibility of matching (gaining, thereby, a
vast inecrease in power). And it is this feature that allows
GPS to use the resolution principle in a natural way.

Father and Sons

This task is very similar to the missionaries and cannibals
task. Both tasks involve moving two different kinds of people
across a river in g small boat, But thelr formulationms for
GPS are quite different, in that none of the operators, cbjects,
or differemces are the same. Many of the earlier publications
on GPS (e.g., Newell, et al, [42] and Newell, et al [45]) make
the distinction between a task and a task environment -- the
common part of a group of similar tasks. The father and sons

task and the missionaries and cannibals task muddles this
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distinction., On the one hand, they should both have the same
task environmeat because of thelr similarity. In fact they
have different task environments because none of their objects,
operators and differences are the same.
Monkey Task

The monkey task was created by McCarthy [27] as a typical
problem for the Advice Taker [26]. It is interesting to
compare GPS's formulation of this task to the formulation for
a typical Advice Taker program {(Black [4]). In GPS the
objects are models of room configurations whereas the objects
in Black [4] are linguistic expressions that describe certazin
aspects of the room configuraticns. Both representations
have advantages. For example, linguistic expressions are
useful for representing imperfect information such as the
monkey is in one of two places. However, models can represent
implicit information that has to be represented explicitly
when linguistic expressions are used, e,g., the monkey can
only be in one place at a time.
Three Coins

The peculiarity of the three coins task is in the solution
being constrained to a fixed number of operator applications.
This constraint was handled in GPS5 by expanding the represen-
tation of objects to include a counter that indicates the
number of operator applications involved in producing the

objects. In the desired situation the counter must have a
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particulsr velue,

Paraing Sentences

A great deal of effort has been deveoted to the construet-
ion of efficieht parsing algorithms for simple phase structure
grammars. The point of this example ig not GPS's proficlency
as a parser, but to illustrate the kinship between heurigtic
search and gyntactic analysis.

Bridges of Kénipsberg

This is the only impossible task that was given to GPS,
Although GPS's behavior is not aimless (it crosses six
bridges in two different ways), GPS cannot see the impossibility
because it liea in the topological properties of the bridges.
GP3 only attempts to ecreoss bridges and has no way of viewing
the problem as a whole.

Water Jug

For the water 'jug task, means-ends analysis seems to be
a rather ineffective heurigtic as demonstrated by the fact
that GP3 atumbled onto the solution., There are some better
differences although complex (invclving modular arithmetic,
naturally).

Letter Serigs Completion

The letter series completion task is the only task whese
solution requires inductive reasoning. The formulation is
quite clumsy, but this example demonstrates how the problem
can be approached by searching for a suitable description

in a space of descriptions. The binary choice task, another
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task requiring inductive reasoning, was formulated in a similar
way by Feldman, et al [12].

With these eleven tasks in hand one can examine the extent
to which GPS uses common mechanisms to solve its problems, rather
than (in essence) consisting of a big switch to separate sub-
routines that are specialized to each task. A tabulation of
methods versus tasks (Table I, page 312) indicate that GPS is an
integrated system, each method being used in an average of half
the tasks. The comparison is not perfect, however, since on the
one hand the methods have common subparts, and on the other the

use of a method does not indicate use of all its subparts.
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APPENDIX A: THE VOCABULARY OF GPS

1. Meta-words

The following words are instructions to the process that translates
the external representation into the internal representatiom on how to

interpret the text:

DECLARE -- sets the mode of the translator to DECLARE so that it will
designate words to be a particular type of aymbol or data structure,

END -- signifies the end of a task degeription.
LIST =-- sets the mode of translation to LIST sgo that the words following
it are translated as data structures congisting of strings of symbols

to be converted into the internal representation after translation.

RENAME ~- sets the mode of the translator to RENAME s¢ that it can assign
new names to the words in the basgic vocabulary of GPS,

SKIP-WORDS -- sets the mode of the translator to SKIP-WORDS a0 that it
will designate the words following it to be ignored.

TASK-STRUCTURES -- sets the mode of translator so that it will interpret
the words following it as data atructures.

in the LIST mode of translation is a text.word., In the other modes,
it marks the end of a group of words.

+ == marks the end of a group of words,
( -= marks the beginning of a group of words.

) -- marks the end of a group of words.

2. Text words

The following words comprise that part of the basic vocabulary of
GPS used in the representation of tasks. GPS understands each of these
words, i,e., each corresponds to an IPL symbol which appears in some of the
procesgses of GPS,

AMOUNT ~- indicates that following it is the third argument, required by
some OPERATIONs, of a TRANSFORMATION.

APPLY -- is the type of the GOAL of applying an operator to an object.
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ATTRIBUTE -~ is the type assigned to words which are attxibutes of nodes
of OBJECT-SCHEMASs,
COMMON-DIFFERENCE -- stande for all types of differences,

COMPARE-QBJECTS ~- is a parameter to the process that matches twe objects.

CONSTRAINED-MEMBER ~- is a RELATION on three arguments. It requires that
its third argument, which must be a TEST, 1s true and that its first
argument is in the aset designated by its second argument,

CONSTRAINT -- precedes the thirdargument of a TEST whose RELATION is
CONSTRAINED-MEMBER.

COPY -- is the OPERATION that places a copy of its first argument at the
FEATURE which is its second argument,

CREATION=OPERATOR -- is the kind of MOVE-QOPERATOR that creates new resultant
objects,

DECREASE -- is the OPERATION that decrements its first argument by its third
argument and increments its second argument by its third argument, The
first and second arguments mugt be FEATUREs, and the third argument follows
AMOUNT.

DEFINED -- is the RELATION that requires its first argument to have 2 value
other than UNDEFINED., It only has one argument.

DESCRIBED-OBJ -- is the type of object which is represented by a group of
TESTs.

DIFF-ORDERING =~- orders the type of difference according to their relative
difficulty.

EQUALS -- is the RELATION that requires its two arguments to designate the
same value,

EXCLUSIVE-MEMBER -~ is the RELATION that requires its first argument to be a
unique member of the SET designated by its second argument,

EXPRES -- is the type of data structure that is amn arithmetic expression.

FEATURE -- is the type of data structure that designates a feature of an
object.

FIRST -- 1is the LOC-PROG that designates the Eirst submode of the implied node
of an OBJECT-SCHEMA.

FIRST-FIRST -~ 15 the LOC-PROG that designates the FIRST node of the FIRST
node of the implied node of an OBJECT-SCHEMA.

FIRST-FIRST-FIRST -- is the LOC-PROC that designates the FIRST node of the
FIRST node of the FPIRST node of the implied node of an OBJECT-SCHEMA.
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FIRST-SECOND -~ is the LOC-PROG that designates the SECOND node of the
FIRST node of the implied node of an QBJECT-SCHEMA.

FOR-ALL -- signifies that the TEST in which it occurs contains a universally
quantified variable., The quantified variable follows FOR-ALL and the SET
of values of the variables follows the variable.

FORM-OPERATOR -- is the type of operator that consists of an input form,
which is an OBJECT-SCHEMA, and an output form, which is an OBJECT-SCHEMA.

FUNCTION -- indicates that following it is the name of a function.

GOAL -- is the type of data structure that represents a desired state of
affairs and a history of previous attempts to achieve the GOAL,

GREATER-THAN -~ is the RELATION that requires its first argument to be greater
than its second argument,

INCREASE -- is the OPERATION that increases the value of its second argument
by the amount of its first argument,

IN-THE-SET .- is the RELATION that requires its first argument to be in the
SET designated by its second argument.

LESS-THAN - is the RELATION that requires its first argument to be less than
its second argument,

LIST-OF-0FR -- is a list of the FORM-OPERATORs in the task specification,
LIST-OF-VAR -- is a list. of the variables in the task specification.

LOC-PROG -- is the type of the symbols that are the relative names of the
nodes of OBJECT-SCHEMAs.

MOVE -- is the OPERATION that removes the value of its first argument and
makes it the value of its second argument. Both arguments must be FEATUREs.

MOVE-FUNCTION -- is the OPERATION that removes the value of its first argument
and makes the value of its second argument equal to a function of its first
argument, The function follows FUNCTION.

MOVE-QOPERATOR -- is the type of operator which consists of several groups of
RELATIONs and a group of TRANSFORMATIONs.

MOVES -- signifies that a group of TRANSFORMATIONs will follow.

N-ARY-CONNECTIVE -- is a type of symbol, Any node (of an OBJECT-SCHEMA) that
has this type of symbol as the value of an ATTRIBUTE has more than one sub-
node. This information is used by the routines that convert objects and
operators into their internal representation.

NOT-A-CONSTRAINED-MEMBER ~- is the RELATION that is the negation of CONSTRAINED-
MEMBER .
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HOT-AN-EXCLUSTVE-MEMBER -- is the RELATION that is the negation of EXCLUSIVE-
MEMBER ,

NOT-EQUAL -- is the RELATION that is the negation of EQUALS.
NOT-GREATER-THAN -- is the RELATION that is the negation of GREATER-THAN.
NOT-IN-THE-SET =-- is the RELATION that is the negation of IN~-THE-SET.
NOT-1ESS-THAN -« is the RELATION that is the negation of LESS-THAN.
OBJ-ATTRIBUTE -- is a list of all the words that are ATTRIBUTEs.
OBJECT-SCHEMA -- is the type of an object that is represented as a tree
structure, OBJECT~-SCHEMAs can contain wariables im which case they repre-

sent a class of objects.

OPERATION -- is the type of symbol that designates the function of a TRANS-
FORMATION.

PARTICULAR -- precedes the name of the node of which the FEATURE (in which
it ocecurs) is a function. PARTICULAR zlways occcurs within the scope of a
FEATURE which is not a function of the implied node.

POST-TESTS -- signifies that the group of TESTs that follow must be satisfied
by the resultant cobject., This word only occurs in a MOVE-OPERATOR.

PRETESTS -- signifies that following it is the group of TESTs that represents
the class of cbjects to which the operator can be applied. This word culy
occurs in a MOVE-OPERATOR.

UOTE -- indicates that the word following it stands for itself.

REDUCE -- is the type of the GOAL of reducing a difference on an object.

REMOVE -- is the OPERATION that deletes the walue of its first argument, It
cnly has one argument.

RELATION -- is the type of symbol that designates the function of a TEST.
SELECT -- is the type of the GOAL of selecting an element of a 3ET.
SET -- is the type of data structure that is a set of items.

SET-SIZE -- is a type of difference that is produced by the commutive match
used in the integration task. SET-SIZE is not a FEATURE.

SECOND -- is the LOC-PROG that designates the second subnode of the implied
node of an OBJECT-SCHEMA.

SECOND-FIRST -- is the LOC-PROG that designates the FIRST node of the SECOND
node of the implied node of an OBJECT-SCHEMA,

SECOND-SECOND -- is the LOC-PROG that designates the SECOND node of the SECOND

node of the implied node of an QBJECT-SCHEMA.

——

L.}




- 349 -

SIGH == is an ATTRIBUTE of the integration task and the predicate calculus
task. 'The routine that couverts objects and cperators into their internal
representation knows the meaning of SIGH.

SUBEXPRESSIONS -- desipgnates that the match should detect differences at all
nodes of QOBJECT-SCHEMA. It only occcurs in a COMPARE-OBJ.

SUBEXPRESSIONTESTS =« signifies that the set of TESTs that follows it must
be true of every node of an OBJECT-SCHEMA. It only occurs ir a DESCRIBED-ORJ.

SYMBOL. -- is an ATTRIBUTE of the integration task and the predicate calculus
task, The routine that converts objects and operators into their internal
representation knows the meaning of SYMBOL.

TABLEOF =CORNECTIONS -- associates with each type of difference the desirable
operators.

TEST -=- is a data structure consisting of a RELATION and its arguments.

THIED -- iz the LOC-PROG that designates the third subnode of the implied node
of an OBJECT-SCHEMA.

TOP-GOAL -- is a statement of the problem.
TQF-NODE -- the LOC-FROG that designates the topmost nede of an OBJECT-SCHEMA,
TRANSFORM -- the type of the opal, of transforming one cbject inte ancther.

TRANSFORMATION -- is a data structure consisting of an OPERATION and its argu-
ments,

TRUE -- is a REIATION on a single argument. A TEST whose RELATION is TRUE is
gatisfied if one or more of the TESTs in the argument, which must be a set
of TESTs, is satisfied,

UNARY~CONNECTIVE -~ i3 a type of symbol. Any node {of an OBJECT=-SCHEMA) that
has this type of symbol as the walue of an ATTRIBUTE has one subnode. This
information is used by the routines that convert objeets and operatorsg into
their internal representation,

UNDEFINED -- is the RETATIOW that requires that its first argument has the
value, UNDEFINED. It only has one argument. UNDEFINED can alsc be the
value of a FEATURE, an ATTRIBUTE, or a LOG-PROG.

VAR-DOMAIN -- indicates that following it is a group of TESTs that must be
satisfied Iin order for the variables to have legitimate values. It only
occurs in MOVE-OFERATORE,

V-TESTS -- is the type of a group of TESTs that follows TEUE.

YIELDS -- separates the input form and the output form of a FORM-OPERATOR.

+ -~ is an arithmetic operacion that appears in EXPRESs.
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, == In the LIST meode of translation is the text-word that separates the
OBJECT-SCHEMAz in a SET of OBJECT-SCHEMAs and separates the input forms
in a FORM-OPERATOR that has two objects as an input. In the other modes
of translation, it is processed az a meta-word.

- -= ia the value of the ATTRIBUTE, SIGN. The routine that converts the

operators and objects of certain tasks into their internal representation
knowsg this.

3. 8kip-words

The following words are ignored by the translator unless otherwise
specified:
A,ALL, AN, ANY, AT,AND, ADD, ARE, BE, DO, DOES, FOR, FROM, IS, IT, IN, INTO,
NOT, ONE, ONES, ON, OR, OF, SHOULD, THAN, THE, -----, 1. , 2. , 3. , 4. ,

5. ,6.,, 7., 8, , 9 , 10., BY, THAT.
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APPENDIX B: THE OPERATORS OF THE LOGIC TASK

This appendix contains the specification of the one-input operators
in the formulation of logic in Fig. 8 : They are expressed as FORM-OCPERATORs
in the first section and as MOVE-OPERATORs in the second section., The two
input operators of the logic task are not included in this appendix because
there is no provision for expressing two input operators as MOVE-OPERATORs.
The names used for the operators in Fig. 8 are also used in this appendix,
Some of the operators in Fig. 8 can only be expressed as several FORM-OPERATORs,
each of which is assigned a local name, e.g., 4, b,... In section 2, the
MOVE-OPERATORs are assigned the same names. For example, the MOVE-QOPERATOR
Rl: a,b is equivalent to the two FORM--OPERATORs, Rl: a and Rl: b,

1. FORM-OPERATORSs

The logical connectives, conjunction, disjunction, implication, and
negation, are symbolized as ., V, I, and -, respectively. A, B, C and X are
free variables that stand for propositions.

Rl: a. (AVB) YIELDS (BVA)
b. (A.B) YIEIDS (B .A)

R2: (AIB) YIELDS (-B1I-A)

R3: a. (AVA) YIELDS A
b. (A .A) YIELDS A

Ré: a, (AV (BVC)) YIELDS ((AVB)VC)
b. (A.(B.C)) YIEIDS ((A.B).C)
c. ((AVB)YVC) YIELDS (AV (BVC))

d. ((A.B).C) YIELDS (A. (B.C))

R5: a. (AVB) YIELDS - ( ~A . -B)
b. - (-A.-B) YIELDS (AVB)

R6: a. (AIB) YIELDS ( - AV 3B)
b. (-AVB) YIELDS (AIB)
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R7: a. (AV(B.C)) YIELDS ( (AVB). (AVC))
b. (A, (BVC)) YIELDS ((A.B)V(A.C))
c. ((AVB). (AVC)) YIELDS (AV (B.C))
d. ((A.B)V(A.C)) YIELDS (A . {(BVC))

R8: a. (A . B) YIELDS A
b. (A .B) YIELDS B

R9: A YIELDS (AV X)

2. MOVE-OPERATORs

The notation used in the MOVE-OPERATORs is the same as above with
the exception that PERIOD is used for conjunction because "." is used as
punctuation in the specification of MOVE-OPERATORs. Additional information

must be given for specifying the logic operators as MOVE-OPERATORs:

a. LEFT and RIGHT are used as the names of the LOC-
PROG, FIRST, and SECOND.

b. SYMBOL and SIGN are the ATTRIBUTEs of a node of
an OBJECT-SCHEMA.

¢. <V,.> is the set of two elements, V and ..
<¥,I> is the set of two elements, V and I.

e, [-+,+-] is the FUNCTION whose value is + if the
input is - and - if the input is +.

f. [VI,IV] is the FUNCTION whose value is I if the
input is V and V if the input is L.

g. [V.,.V] is the FUNCTION whose value is . if the
input is V and V if the input is ..

The MOVE-OPERATOR representation of R1-R9 follows:
Rl: a,b. ( PRETESTS

THE SYMBOL IS IN-THE-SET <V,.>.

MOVES

1. MOVE THE LEFT TO THE RIGHT .

2. MOVE THE RIGHT TO THE LEFT . )
R2: ( PRETESTS

THE SYMBOL EQUALS I .

MOVES

1. MOVE THE LEFT TO THE RIGHT .

2. MOVE THE RIGHT TO THE LEFT .

3. MOVE-FUNCTION OF THE LEFT SIGN TO THE LEFT SIGN, THE FUNCTION 1S
[—+,+-]

4. MDV%-FUNCTION OF THE RIGHT SIGN TO THE RIGHT SIGN, THE FUNCTION IS
[(—+,+] . )

.J



R3:

Rés

RH:

a,b.

a,b

c,d.

a,b.

a,b.
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{ PRETESTS
THE SYMBOL IS IN-THE-SET <¥,.>.
MOVES
MDVE THE LEFT TC THE TOP-KQDE . )

{ PRETESTS

1, THE SYMBOL IS IN~THE-SET <V¥,.> .
2. THE SYMBOL EQUALS THE BRIGHT SYMBOL .

MOVES

1. MOVE THE LEFT TO THE LEFT-LEFT .
2. MOWE THE RIGHT-LEFT TO THE LEFT-RIGHT .
3. MOVE THE RIGHT-RIGHT TO THE RIGHT . )

( PRETESTS

1. THE S5¥YMBOL IS IN THE SET <V¥,.> .
2. THE SYMBOL EQUALS THE LEFT SYMBOL .

MOVES

1. MOVE THE LEFT-LEFT TO THE LEFT .
2, MOVE THE LEFT-RIGHT TO THE RIGHT-LEFT .
3. MOVE THE RIGHT TO THE RIGHT-RIGHT . )

{ PRETESTS
1. THE SYMBOL IS IN-THE-S5ET <V,.> .
MOVES

1. WOVE-FUNCTION OF THE SYMBOL TC THE SYMBOL ,
THE FUNCTION IS [V.,.V] .

2. MOVE-FUNCTION OF THE SIGN TC THE SIGN , THE
FUNCTION IS [-+,+-] .

3. MOVE-FUNCTION OF THE LEFT SIGN TO THE LEFT
SIGN , THE FUNCTION IS [—+,+-] .

4. MOVE-FUNCTION OF THE RIGHT SIGN TO THE RIGHT
SIGN , THE FUNCTION IS [-+,+-] . )

{ PRETESTS
1. TEE SYMBOL IS IN-THE-SET <¥,I> .

MOVES

1. MOVE-FUNCTION OF THE SYMBOL TO THE SYMBOL ,
THE FUNCTION IS [VI,IV] .

2. MOVE-FUNCTION OF THE LEFT SIGN TO THE LEFT
SIGN , THE FUNCTION IS [-+,+-] . )

{ PRETESTS

1. THE SYMBOL IS AN EXCLUSIVE-MEMBER OF <¥,.> .
2, THE RIGHT SYMBOL IS AR EXCLUSIVE-MEMBER OF
Wy .

MOVES
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1. MOVE THE SYMEOL TO THE LEFT SYMBOL .

2. MOVE THE RIGHT SYMBOL TO THE SYMBOL .

3. COPY THE S5YMBOL AT THE RIGHT SYMBOL .

4, MOVE THE LEFT TO LEFT-LEFT .

5. COPY THE LEFT AT THE RIGHT=-LEFT .

6, MOVE THE RIGHT-LEFT TO THE LEFT-RIGHT . )

{ PRETESTS

1, THE SYMBOL IS AN EXCLUSIVE-MEMBER OF <V,.> .

2. THE LEFT S5YMBOL IS5 AN EXCLUSIVE-MEMBER OF
<V, .

3., THE RIGHT SYMBOL EQUALS THE LEFT SYMBOL .

%bvﬁEHE LEFT-LEFT EQUALS THE LEFT-RIGHT .

1. MOVE THE LEFT SYMBOL TO THE SYMEBOL .

2, MOVE THE SYMBOL TO THE RIGHT SYMBOL .

3. MOVE THE LEFT-LEFT TO THE LEFT .

4; MOVE THE LEFT-RIGHT TO THE RIGHT-LEFT . )
( PRETESTS

THE SYMEOL EQUALS PERIOD .

MOVES

MOVE THE LEFT TO THE TOP-NODE . )

( PRETESTS
THE SYMBOL EQUALS PERIOD .
MOVES

MOVE THE RIGHT TO THE TOP-NODE , }

( MOVES

1, MOVE THE TOP-NODE TO THE LEFT . )
2, COPY V AT THE SYMBOL .
3. COPY X AT THE RIGHT SYMBOL . )

L.
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