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Relialyility Models for Multiprocessor Systems

With and Without Periodic Maintenance

Abstract

Multiprocessor systems, although designed for speed and processing power, iend
inherently to redundancy. Appropriately designed distributed intelligence §ystems that
utilize system reconfiguration and gracetul degradation can be substantially more
reliable than uniprocessor systems. Reliability models for two multiprocessor systems,
C.mmp and Cms#, are presented and compared to a single LSI-11 processor.

With the exceplion of spacebourne systems, most systems may be subjected to
tests to ensure proper functioning. When performed regularly, these integrity checks
enhance confidence in the system, and its expected mean time to failure. Effect of
such periodic maintenance is modeled. The expected life is seen to depend strongly on
the efficiency of the tests. The improvement in expected life, however, is observed to
be limited by non-redundant parts of a system. LJnder periodic maintenance, Cm»

system offers greater life than C.mmp for tasks aliowing considerable redundancy.
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1. Reljability Considerations

1.1. Introduction

Interest in highly refiable systems has indreased dramatically in the last five
years, This can be attributed o at Iract three trends :

- Digital systerms have hec - creasingly applied in areas where a

failuire can lead to catastrop.  consequences,

- System complaxity  has increased  as system performance and
capability have incipased, Increased complexity in nonredundant
system means a less reliable system,

- Decreased hardware cost hag expanded the application areas of
dighal systems.  These new application areas require increased
unatiended system reliability since the users are less sophisticated
and the cost of Fepair personnel easily dominates the system cost,

In order to evaluate and compare systems an accurate reliability model is

essential,

It is a common practice in reliability modeling to divide a system under
investigation into a number of subsystems or modules. A judicious partitioning leads to
a set of modules that are statistically mutually indenpedent. The reliability of a
nonredundant system is then merely the product of reiiabilities of various modules.

The problem that stil remains is that of finding the reliability of individual
modules. Historically it was an  accepted practice to assume the statistical

independence at the gate level, and raise the gate reliability to the number of gates in
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the module. The pre<ent day technology of large scale integration renders this
technique obsolete. Although reliability is still a function of the complexity, the
complexity may no longer be trealed as a simple function of the number of gates. The
following subsection outlines the currently acceptable approach. Section 2 presents a
comparison of two mulliprocessor systems : Cmmp and Cm#  Finally, section 3

discusses the relaibility of syslen employing periodic maintenance.

t.2. Parts Count Model

Before presenting the parts count model, el us revierw its basic assumptions, Tt
wt_H be q_ss.umed the system is constructed of printed circuit boards'.. The PC boar‘dg
lho'l-_d IC c.hip.s that are assumed o be statistically 'independent.l Itris..furfher éssuhea
that the reliabilily of a single module is exponentially distributed or that the failures of
a single chip follow the Poisson distribution. In other words,

Probability of k failures in time interval (Q,t) = e-*t (A / (k1) ' (1.1)

Reliability = probability of no failures in (o)
= e--)ﬂ. ‘ - (1'2)

With these assumplions, il a system does not contair-'u any .redur.ldancy (i.e. eQery
subsysiem must function properly for the system to work), the system reliability is
also exponential in nature. Furthermore, the failure rate of the system is the sum of
failure rates of indivicual modu.: . \

To estimale ihe failures rates of chips we will use the data published in the
Military Standardizatlion Handbook 217-8 {Mil74]. The handbook suggests the following
mode! for the failure rate of a single chip. |

A =1ty 1, mgdy G+ ngd, G (1.3)

where d,, d,, £, £ and n’s are various constants,
G is the number of gates in the chip.
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The constants, Ty Mgy Ny, andd ny, depend on, respectively, learning {experience in
using the parlicular chip), environment (whelher the system is ground based, fixed,
spaceborne, elc.), expected junction temperature, and quality control (how rigorously
has the chip been subjected to tests and burn-in). Table 1.1 shows the failure rates
tor chips wilh various number of gates. The system is assumed to be fixed, ground
based; the quality control faclor is assumed to be 10 (which is in between the MIL-STD
factpr of 1.0 and the faclor to be used for minimal industrial quality control, 150), and
the junction temperature is assumed to be 500C. The other constants, d,, d,, oz and £,

are tixed and equal 1o 0.00t29, (.00389, .67 and 0.35 respectively,

Tairle 1]
Gales Failures Gates Failures
in 106 hours in 106 hours

)| 0.01342 9 0.10559
2 0.05711 10 C.11037
3 0.06721 il 0.11490
4 0.075563 12 0.11920
5] 008275 13 0.12332
6 0.0£920 14 0.12728
7 0.09508 15 0.13108
2 0.10052 16 0.13475

The estimation of faiture rate for a module is best descrilzed by an example in the next
section,

An interesting phenomenon ¢aa be observed if we piot the failure rate per gate
Versus the number of gates per ship, As semiconductor components get larger they
also become more reliable per funclion, up to a point of diminishing returns. Figure
1.1 depicts the failure rate per million hours per gate as a function of the number of
gates on a chip. The curves marked 65a, 65b were derived from data in [Mil65] circa

1965 while the curve marked 74 was derived from [Mit74] circa 1974. Two frends can



Reliability models for mulliproce.scr syst. . September 1, 1976

be noted. In the 1974 data, gale funclions exhibit as much as an order of magnitude
decrease in failure rate up to a densily of approximately 100 gates. Prior to the 100
gate minimum, packaging and lead failures dominate. Beyond that, gatel failure r_‘ate
increases due to immaturity of the fabrication process.

The 1965 data was incomplete due to the newness of integrated circuits, One
study (curve 65Ha) showed that a failure rate of 0.4 per 106 hours was a good
approximation for state of the art ICs at that time (one to four gates per IC). Another
study examined small functional unils composed of discrete components and ICs.
Various ten element units showed failure rates of 0.83 to 1.8 per 108 hours (curve
65b). While the data is incomplete it is reasonable to assume that gate functions
become more reliable with time. In a like manner, the point of minimum failure rate per
gate can be assumed to be moving to the right as technology matures. Thus
constructing systems from larger components can lead to significantly more reliable

systems.

1.3. Example

As an example let us consider the Processor inlerface modute in C.mmp. Figure
1.2 shows the chip lay-out and list of parts for the Processor Interface. From this data
we form Table 1.2

Table 1.2 Calculation of A for Processor Interface

No. Id Gates A

1 745140 4 0.07553
1 7440 4 0.07563
1 7401 6 0.08920
2 745138 16 0.13475%
6 7438 f 0.075563
13 748574 10 0.11037

From individual As in the table, we estimate A for the Processor Interface to be
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A = 0.07553 + 0.07553 + 0.08920 + 2(0.134?5) + 6(0.07553) + 13(0.11037)
= 2.39775 failurms/lO6 hours.

Thus we arrive at the failure rate for the Processor Interface board. Similar

calculations have been carricd out for all subsystems of Cmmp to yield the overall

system failure rate,
The following section will tompare reliabilities of both C.mmp and Cms (Computer

Modules) in both non-redundant and redundant configurations.
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2. Relial.ility Cou sarison ot Caemp and Cms

Parls count reliability models were developed for both of the in-house systems
at CMU, the mulliminiprocessor C.mmp and the computer modules system Cm#*. As the
conceptual diagrams of Figure 2.1 depict, both are general purpose multiprocessor
systerms, C.mmp is a general purpose system with a fixed architecture. Up to 16 PDP-
11 processors (P¢) can communicate with up to 16 shared memory ports (Mp) thorugh
a crosspoint swilch (Smp) (Figure 2.la). Cm#*, on the other hand, has a flexible
architecture that may be so modified as to afford optimal performance for a given
application. Cm# is a modular, muHi-micro-processor system based on the LSI-11
processors as depicted in Figure 2.1b. Each Computer Madule (Cm) is connected via an
interface (S.local) to an intelligent cluster controller, Kmap. The clusters can be
interconnected via Linc’s. Each Cm can share memory with any other Cm in the
network through routing tables in the K.map.

As multiprocessor systems, both C.mmp and Cm* offer potential processing
power well beyond that of a single processor. C.mmp has an upper fimit of 16
processors {(since the existing switch has only 16 ports for processors). In concept,
the Cm#* archilecture is arbilrarily extendible; the only limiting factors are the cost and
fundamental limits of the programmed algorithms. When all of the processing power is
not required or graceful degradation of processing is tolerab!é, it is possible to
conceive of either C.mmp or Cms as a potentially redundant architecture. If a task
requires lhe minimal processing capability of, for example, only four processors, then
we may view the other processor: as sta. .~by spares or expendables. Assuming that

we can detect and locate a faully component (processor, memory, switch), and the
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malfunction was not an irrecoverable one, we can then logically replace a faulty
component with a stand-by spare or simply exclude it from the system. The structures
are thus fault-lolerant and have grealer reliability.

To arrive at the reliabilitics of multiprocessor fault-tolerant systems, we need to
use two levels of modeling. We apply the parts count reliability model to estimate the
faiture rates of individual modules, Then using the reliabilities of these non-redundant

modules, we model the fault-tolerant system {o arrive at a system rediability,

2.1, Parls Count Reliabitity Model

The failure rates for standard IC chips are found in the Military Standardization
Handbook (MIL-STH- HBK-21713). Assuming exponential distribution for reliability and
rrulual statistical independence, the failure rate of each module is estimated as the sum
of the falure rates of is various components, Since the handhook also predicts the
fallure rates for such components as resistors or printed boards, completeness of the
model is assured. The following are the faiture rates for various modules of C.mmp and
Cm# systems using the parts count reliabitity modet.

Component Failure rate
(failures per 108 hrs.)

C.mmp PDP-)1/40 57.496
Processor associated circuitry 11414
(RELOC, processor inferface)
Memory box (16K words; core) 54.225
Menory associaled circuitry 7.14
(Priorily decode, etc.) per port
Switch 202,403
Cm#* LSI-11 processor 109.0
Memory (12K words; semiconductor) 203.343
K.map 178414



Reliability models for mulliprocessor systems September 1, 1976

2.72. Redundancy Model for C.mmp

In the absence of data on fault deteclion/propagation and module replacement
capabilities in multiprocessor syslems, we use the following simplistic model (giving us
the upper bound on potentiat reliability). If there are N identical components with the
reliability of each component Ry, (R, = e where A = failure rate), and if a task
requires k components, lhe subsysiem can tolerate uplo N~k failures, and the reliability

of such a subsystem is

N-K N
s (i)re:,*-i (1 - Ro) @.1)

Thus the reliability of C.mmp with 16 processors and 16 64K-memories, with at

least four processors and four memory ports required for the task, is

Ry (5 (‘.f) RE-1 (L~ R (5 (‘f‘) Ri-1 (1 - R)i ) (2.2)

iso

where R, = switch reliability = e-202t
R = (processor + associated circuitry) reliability = e-¢83t
Ry = {memory + associated circuilry) reliability = e-itin
Figure 2.2 shows the reliabilities ot a 16-processor C.mmp system as a function
of time for tasks requiring various number of processors. The plot for task

processors = 16 is the reliability of a totally non-redundant C.mmp. The dramatic

increase in reliability as the number of task processors decreases is evident.

2.3. Redundancy model for Cnwt

For the Cm# system, we will present a series of system reliability models, each
one more accurate than the preceding ones. By following the stepwise refinement, the
reader will understand the origin of each lerm in the final equation. Modeling will be
performed at the PMS (processor, memory, switch) fevel. The components and their

failure effects are listed below.
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Component Effect of component failure

LSI-11 Loss of processor, not its associated memory
processor

4K memory Loss of memory

S.ipcal Loss of processor and ils associated memory
K.map Loss of cluster
L.inc Loss of L.inc, possible reduction jn processing power

and memory capacity

Generally, the above faiture effects are pessimistic. However, there are a small
number of potential failures thal are more severe than indicated. For example, a
processor failure might short a bus control line thus disabting the bus and making the
local memory inaccessible. The numbor of such failures is small and their effects will
be ignored for the current development.

Consider a single cluster with N 1.51-11%. If K are required for a task then the
reliability is

Ky . .
Rews = Ryw { 52 (,) (PP, RN (L - 1P, Py ] (2.3)

(Y -]
where R, , = refiability of the K.map
Ry = reliability of the processor
R = reliability of S.local
Rp = reliability of the 12K memory.

Figure 2.3 represents the reliabitity for N = 8 and K = 4, 6 and & The equation
above represents a best case model in {hal perfect recovery is assumed. To model
imperfect recovery a factor called coverage [BourW71] is introduced. Coverage, C, is
the conditional probability that the system recovers successfully given that there was
a failure. Assuming the system fails the tirst time recovery or component exhaustion
occurs, the system reliability becomes ;
ik (N

Rsus = Ry {i?; i)(RpRsrRm)N"i {1 - RuRe R} Ci } (2.4}

10
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The eflect of nonperfect coverage is shown in Figure 2.84. The actual value of
the parameler C will be derived from a study of the error detectionfrecovery features
of the Cm#* hardgware, and is beyond the scope of this paper.

By wvarying the network topology and requirements, we can vary the resultant
sysiem reliability. Consider the two duster network in Figure 2.1b. Each cluster has
eight Cm’s and each Cm has 12K of memory in addilion to the 4K on board the
processor. Assume thal at least K processors and | 4K memory modules must function
for the network to be performing ils task. To assess the reliability we list the
following states and the corresponding probabilities.

(i) Both Kimaps and L.inc good, R, R‘?‘,‘,R,k

{i1) One K.map fails, L.inc good, 2R, Ryn{l -Rn!Ri:Crn

(iii) One K.map fails, Linc fails, 201 -R, ). u{ L R aR 1 CraC:

(iv) Linc fails, both Kmaps good, (1-R, JRE(2R,. -R%IC,

where R, = L.inc reliability

Ry.n = K.map reliability

R, = reliability of two clusters such that the
number of processors is greater than k and
number of memories is greater than [

Ry = same as R, for one cluster

Cyw = coverapge factor for Kmap

C, = coverage factor for Linc.

Thus the system reliability is given by summing the above states :

Reus = R iR + 2R, Rin(1 -Rin)RixCin +

201 R Ryl L-RdRCrnCy + (1-RORG(2R-REIC, (25)

We will now derive the one cluster, Ry, and the two cluster, Ry, terms.
For Ry, the system fails if there are fewer than K processors or fewer 1

memories. A processor can be denied to the system through a processor or S.local

11
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failure.  Similarly, an Slocal failure can deny the associated memories to the system,

Therefore,
& (8 ‘ .
Ry ”_g (l) Cer Rser"' (1-Rg, )i Roroct Remami (2.6)
2
where
Rs; = S.local reliability
Cs: = Covarage factor for S.local
Ryyuei = apgrenate reliability of processors with
working S.locals '
Rmemi = aggregate reliability of memories with
working S.locals
B-i-k 8- - ‘
RDI‘UCi = ZD Cf' (J ) R“‘-l-.) (I"Rp)" (27)
;:

where C, = coverage factor for processor,

The equation above indicales thal the system only works if at least K
processors, whose associated S.local are functioning correctly, are nonfailed. If we -
assume that the reliability of the 4K memory on the processor board is the same as
the other 4k memory and thal processor and on-board memory failures are
independent, then

Rncai :?:gc; (32[;'”‘) R33-41-n (1.0 (2.8)
where Cp = coverage factor for one 2K memory.

By analogy,

11 ] 6 . T . 16‘| o .
Ry = ._-Z; (') Ce Rsl.?"i “—Rst)' . {(‘.,’\-': Ci’ ( i )RD““'_J (1-Rp) ).
PTEY A "
Pallon (Mn “') RA%-4i-n (1R ) (2.9)

The Rgys as calculated from these equations is plotled in Figure 25 with various
values of K, { and all toverage factors assumed to be one. The model can be extended
in an obvious manner for a larger number of clusters andfor Cm’s. Based an the
-procedure outlined above, a program is being developed thal takes any genera! PMS
structure and minimal component requirements .as inpﬁt, and provides the system
reliability as output.

12



Relialility models for muitiprocessor systems . September 1, 1976

Frequently redundant systems are compared via mission time improvement, MTI
[KnoxJ64]. If t,; is the time for which the Rgys of system i is above a certain minimum
mission reliability, then t,; is called the mission time, and Yy, fty, is the MTI of system
one over system two. To compare the single cluster Cm# network against a non-
redundant LSI-11 processor, we solve the equation :

Reus(ty) = Rygp-nlts) (2.10)

Since the MT is not constant over all values of R, gy we plot it as a function
of Ryge-n in Figure 2.6.

In Figure 2.7 we plot the MTI of Cmmp over LSI-11. In order to compare the
MTI with that of Cm#, the memory size of each port of Cmmp was normalized to 16K
words. The Cms system of Figure 2.6 is seen to offer greater mission times than
C.mmp. As work progresses, the reliability model will be refined and compared against
actual operational data.

So far we have considered the computer systems as stand-alone systems that
fail upon component exhaustion. In the following section, we will investigate the effect

of periodic maintenance on mission time.

13
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3. Effect of Periodic Maintenance on Reliability

3.1. Introduction

In an attempt to increase the life of a non-perfect system, various redundancy
techniques have been applied. H has been shown that TMR (triple modular redundancy)
with stand-by sparing can be used (o achieve improvement in reliability and expected
life. While the general analysis holds perfectly well for systems performing vital
functions in a space mission, it is exiremely pessimistic in a more commonly used
syslem where a lechnician may he able to perform repairs. Even more common is a
siluation in which certain tests are applicd to the system at regular intervals to insure
its integrity, followed by any required repair. 1L is to be expected in most cases that
the life span of a system subjected to such maintenance would be greater than that of
an identicat system feft unatlended. In the following analysis we estimate the expected

life of a non-perfect system under periodic maintenance.

3.2. Life of An Unmaintained Sysiem

As has been the common practice, we will assume the failures in a non-
redundant system to have an exponential distribution. We will denote the failure rate
by X The reliability of the system (ie. the probabrlity that there is no failure during
the lime interval (O,1)) is fhen R{t) = e-*. The life of the system is estimated as
follows,

Let T be the time at which a failure occurs, Then the distribbution function
Fis

F (1) = Prob (the failure occuring in (O1))
= Prob{0<7<t)

14
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1 - Prob(T>t)

=1 - R(t) {3.1)
The life of the system is the expected value of T, E(T).
o0
And, BTy = [ 41 - Py dt
" .
=[ R(t) dt ‘ (3.2)

Note that the above equation is a general one, and may be applied to any
function R(t). Also note that according to the equation above, E(T), or the life of the
system, is the same as the area under the curve for any function R(t). For the
exponential distribution,

E(T) = 1/a. (3.3)

3.3. Life_ of A Maintained System

Let us now consider a system being operated under periodic maintenance. We
assume that certain tests are performed at a regular time interval, 4. Every occasion
oh which these tests are performed with success (or the failures of the tests are
followed by subsequent necessary repairs), there is a lesser probability of failure in
immediate future. This leads to an increase in re}iabilify after every maintenance
- period. Note that this model differs from a repair model. In the former, maintenance
and repair are conducted periodically, and the system is considered failed if there is
any system failure between maintenance periods. The system is considered unavailable
during maintenance and the duration of maintenance is considered unimportant. The
tatter model only schedules repair after a failure. This déstinction is particularly .
significant in redundant systems where the repair model has a large number of states
and is critically sensitive to the repair rate [ShooM68]. We shall consider two models

for the improvement obtained by periodic maintenance.

15
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Model T : Improvement through maintenance = d (1 - Rgyg(/)), where d is a constant,
Ozdsl, and corresponds to the percentage of falures detected by the diagnostic
procedure. This model assumes thal a constant fraction of the lost reliability is
recovered. Figure 3.1 shows a hypothetical refiability function using this assumption,

Let Rj(t} = system reliability function during the ith interval.

Then,

Ry(1) = Reyu() (3.4)

Ro(1) = { Roys{/R) + d {1 - Reygl/3) } Reus(t)

Ra(t) = { ngg(ﬂ} +d (1 - ngg{ﬂ)) Rggg(ﬂ) +d {1 - Rsus(ﬂ)) } RSUB(t)

= { R&L(A) + d (1 - RALA) ] RygglD)

And,

Rina(D) = { Reus(R) + d (1 = Riyg(/2) ] Rous(!) (35)
The area under the (i+1)st segment is

Ao )
Ay = /{ Reua() +d (1 - Rewsl/3) 1 Raus(t) dt : {3.6)
a

= { R.it.ls{ﬂ> +d (] - Réus{ﬂ) }[Ssgg(” dt
For a nonredundant system, Ry (1) = e Y and
Aigy = (/X)L -e2) [ e-id 4 g (] - g-irn) } (3.7)
The attempt to evaluate life, which is also the sum of all Aj’s, yields infinity for
an answer. This is due to the fact that under the assumptions, the reliability function
reaches a steady state as shown in Figure 3.2, The area under this reliability function
is not finite.
Since the tests will not, in general, test all possible system components, there
will remain components that are never replaced or repaired during the periodic
maintenance. These components will eventually fail. Thus an expected infinite life

span is unrealistic.

16
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- Madel 1T : In the first model, we assumed the improvement due to maintenance to be a
constant. In a more pessimistic model, we may assume that the improvement in
reliability due to maintenance at the end of the ith period is a fraction of the reliability
lost in the ith period. In other words,
Risa(t) = { Ri{A) + d Ri{0) {1 - Reyg( AN } Reyslt) (3.8)
Writing R;"s explicitly, we have
Ry(1) = Rguy(t) (3.9)
Rt = { Rgus(/8) + d {1 - Reyugl/8)) ] Reyy(h)
Rylt) = { ReuslR) + d Reuu(/8) (1-Rayy{/2)) + d Reugl B) + d2 (1 -Ryyul )
= d Reus{A) - d2 Reusl{A) (1 - Ry (A } Reys(t)
= { Rous(/2) + d (1 ~ Rgyu(/2)) 12 Reyslt)
And, in general,
Ria(1) = { Reus(/8) + dd (1 - Reyel /) } Ryt (3.10)
The area under the (i+1)st segment,
Al = ﬂe,ﬂm dt
J
= { Reysl/) + d (1 - Roys(R) }‘[ngs(t) dt (3.11)
Then the life span for the system is
Life = 3= Aj.,
= (Rt 46 5 { Rypal 0+ (1 - Regnl/)
= (I.FRSUSH) dt ) {1 - Reyg{R) ~ d (1 - Rgye(R) }-1
- (/fresgsm dh (L - Rogsl A1 (1 - d)-) (3.12)
Again, for a nonredundant system, Rgyg(t) = e-*t, and
fife  =1/{x{-4d)} (3.13)

The life span is thus improved by a factor of (1 - d)-1, If d = 1, the maintenance

17
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is perfect and the life span tends to he intinite. If d = 0, we revert back to an
unmaintained system with life span (1/A). For a detection probability of d = 0.9, a fairly

modest goal, the expected life increases by a factor of 10.

3.4 Redundant Systems Wilth Maintenance

Until now we have considered a non-redundant system with R{t) = e-At, Where
refiabilities of high order (belter than one failure in a million hours) are required,
improvements through technological advances alone falt short of the objective. System
desighers have resorled lo redundancy to attain higher reliabilities. Triple modular
redundancy (TMR) with majorily voling is one of the redundancy technigues used.
Since such a fechnique allows the system to tolerate a single failure in any of the
three modules, the reliability of a TMR system is

Reue(t) = R¥4) + 3 R2(1) (1 - R(1)
= 3 R2(t) - 2 R¥Y) (3.14)
where R(t) = refiability of non-redundant system.,

Since we intend 10 keep the development applicable in general, we will use
Rsus(t) during the discussion and substitute the expression for a TMR system only to

exemplify the resulls.

3.5 Life of An Unmaintained, Redundant {TMR) System

v

Recalling that the life span of a system, E(T), is the same as that of the area
under the reliability function we can write
ol
Life = f Reys(t) dl

For a TMR system,

Life (TMR) = f{ 3 RN - 2 (1) } dt

-}
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=(1/A)(3/2-2/3)
=5 /{6 A} (3.15)

Again, we now focus our allention to a system under periodic maintenance.

3.6. Life of A Maintained, Redundant (TMR) System

We will again consider the {wo models. Under the first simple model, we assume
that the improvement through maintenance is a constant fraction of the probability of
tailure, ie. d (1 - Reyu(/3)) where 2 is the period of the maintenance cycle.

We have established that the area under the (i+]1)st segment is

. . P
A = REl® +d (= RE(A ] [Rugtt) dt
For a TMR system,
Reuu{t) = 3 e-22t - 2 oWt
and

[ sty

P
[{ 3 =22t - 2 a3 ] gy

i

i

B/20)( -e ) -(2/30(1 - e"\*f‘)
We again note thal when we try to sum all A;’s, the results approaches infinity.
Considering the second model that we suggested earlier, where the improvement
in reliability is a fraction of the reliability lost in the ith period, we may write
Again we have established thal area under the {i+1)st segment,
P
Aiss = { Resal) 4 0 (1~ Rauul 1 f Rttt
And the life span for the system is
£
Life = (f Reus(t a1 (1 = Ryyul A1 (1 - d)-1
For a TMR system,

s
S Reuelhy db = (3 7 20 (1 - e-230) = (2 / 30) (1 - e

19
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and Ry () =3 -2\ . 2 o-Mp.
Substiluting these two expressions in the equation for Life we can estimate the
life span of a TMR system. As the expression is very complex, the improvement is not
obvious tn this form. Let us, therefore, consider numerical examples. The following
table (Tabte 3.1) allows the comparison in the life spans of unmaintained and

maintained TMR systems.

Table 3.1 Expected life with periodic maintenance; Lamda = 0.0001

Life of an unmaintained TMR system :

8333.33 hours

d /2 thours)

10 100 1000 10000 1000000
0.20 42361913 48692.87 11958.43 16416.67 10416.67
0.40 56482550 6492383 15944.64 13888.89 13888.89
0.60 81723826  97385.74 23916.96 20833.33 20833.33
0.80 1694476.49 19477).48 47833.92 41666.67 41666.67
.90 3388952.97 38954296  95667.84 83333.33 83333.33
0.92 4236191.38 43692872 11958420 10416667 10416667
0.94 56A482HAE2 64923825 15944639 13888888 138888.88
0.96 BA72382.7% 973857.43 23916960 20833334 208333.34
0.98 1694476234 194771450 47833911 41666660 416666.60

The data conform to the expectations. As the period between maintenance
becomes larger, the expected life becomes shorter. We note that after £ = 10000
howrs, the life is shorter than the period of maintenance. Thus the maintenance has no
effect on the performance for any period farger than 10000. The life depends more
strongly on d, as seen by the sharp increase of life as d approaches unity. The
constant d is a function of how efficient maintenance routines are. Since the expected
life is extremely sensitive to the effectiveness of maintenance around d = 0.9, slight
improvement in maintenance routines may be rewarded with substantially greater life
for the system, This fact is emphasized when we piot the expected life of a TMR

system as a function in Figure 3.3,
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3.7. Life_ of C.mmp_and Cm# Systems

Now let us examine the effect of periodic maintenance on the two systems under

investigation. We will use the general expression for the system life with periodic

maintenance {(equation (3.12)}, namely,

A
life =([ngsm A {3 - Reu (A1 (L - d)-1

For C.mmp with 16 processors and 16 64-K memories, and with at least four

processors and four memnry ports required for a task, the Rgys is given by equation

(2.2):

12 )
Re (2 (ﬂ“) R - Ry (5 (20 R - R

Substitution in equation (3.12) and numerical evaluation of life yielded the
following results,

Table 3.2 Expected life of a maintained C.mmp system :

d /A thours)
100 1000 10000 100000
0.20 6175.80 617580 615850 5992.46
0.10 8234.40 8234.40 8211.33 7989.95
0.60 12351.60 12351.60 12316.99 11984.93
0.80 24703.19 24703.19 - 24633.98 23969.85
0.90 49406.38 49406.38 49267.97 47939.71
0.92 61757.98 6175798 61584.96 5992463
0.94 82343.97 823A43.97 82113.28 7989951
0.96 123515.97 12351596 123169.92 119849.27
0.98 247031.88 247031.87 24633979 239698.49

A significant fact comes to light in this exercise. There is a small improvement in
the system life as the period of maintenance is reduced from 100000 to 10000 to

1000. But when it is further reduced ta 100 hours, there is no improvement for
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values of d up to 0.96, and even at higher values of d, improvement is negligible. This
is due to the fact that with redundancy, the reliability factors represented by the
summations in equalion (2.2} are very close to unity. The smaller the period &, the
closer these summations get to unity. Consequently, _at sufficiently small values of 3.
(in 1000’ of hours), the R, is dominated by and approximates to R, the swiich
reliabitity. The observation ts further strengthened by the fact that for 2 = 1000
hours, as d tends fo zero, the system life approximates to 4940.63822 hours. This
number is very cose to the swilch hfe ( 1/ag = 106/202.403 =) 4340.63824 hours.
The expected life of Cm# system under maintenance may be similarly established
using equations {(2.5) and (3.12). We note, however, that the terms R, and R.. both
represent the redundancies in the system. Using the fact that these terms approach
unity for all except extremely large periods of mainterance, we approximate the

expression to

g
Me=([R“40mH1—m%mn4u-dH
where
Reus = Ry RenRo + 2R, Ry n(1-RymIRyuCn +

2(1-R Wyl 1Ry m)Ry,CinCy + (1-RORM(2R,-REIC,

or approxiamtely,
Reus Ry Rn + 2R, Ren(1-Ryht 2(1-R, )Ry o -Rym) + (1-R,IRE,

&2 Ryp ~ RY (3.16)

If we let A, be the failure rate for the Kmap, the life of a maintained Cms

system is approxiamted by
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fife = (\(1-d)}-) { (L-e-> P)-1 4+ 1/2} (3.17)

Note that (3.17) represents lthe life of a duplicate system under periodic

maintenance. The life of a duplicate system without periodic maintenance is

3
life{duplicate system) = -----
22y

(3.18)

To re-emphasize the eftect of periodic maintenance, consider the two equations
(3.17) and (3.18). For the estimated value for A, (from page 8), and d = 0.9, the ratio of
the fwo expressions is as much as 44 for 2 = 1000 hours, and more than 350 for
/3 = 100 hours.

Numerical evaluation of life as predicted by equation (3.17) leads to results
presented in Table 3.3,

Table 3.3 Expected life(approximate) of a maintained Cm# system :

d 2 (hours)
100 1000 10000 100000
0.20 39970866 4637950 11923.38 10509.27
.40 532944.88 6183933 15897.84 14012.35
0.60 799417.33  92759.00 23846.76 2101853
0.80 159883462 185518.00 4769352 42037.06
0.90 3197669.24 37103600 95387.056 8407412
0.92 3997086.70 46379501 11923381 105092.65
0.94 5329448.6) 61839331 15897841 14012353
- 0.96 7994173.41 927590.03 23846763 21018531
0.98 15988343.84 1855179.71 476935.16 42037054

It is readily noticed that these numbers are c.onsideral;!y higher than those for
the C.mmp. While both systems are constrained by the components lacking potential
redundancy, namely the swilch for Cmmp and the Linc and Kmap for Cm#, the
flexibility for structure in the Cm* system allows for some failures of these
components. In a failure tolerant environment, the Cm* system would exhibit between
2 to 9 times longer life than the C.mmp system.
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4. Conclusions

We set out 1o establish a reatistic reliability model for hardware failures in two
multiprocessor systems, Cmmp and Cms. A parts count reliability model was used to
arrive at failure rates of various components of the two systems. To model accurately
the potential fault tolerance offered by the multiprocessor systems, various
redundancy models were proposed.

Digital systems, apart from those used in space missions, may be subjected to
maintenance checks to ensure their integrity. Such checks, although short of complete
repair, should increase the confidence in integrity, and hence reliability, of a system,
The effect of periodic maintenance was modeled using a parameter d, which signifies
the efficiency of the maintenance checks. The system life was shown to have a strong
dependence on d,

Finally, the application of the composite models, modeling redundancy as well as
periodic maintenance, the two multiprocessor systems were compared. The non-
redundant components tigured prominently as the bottlenecks. The Hlexibility of
structure in the Crma» system was reflected in its life being considerably longer than

that of the C.mmp system.
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