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ABSTRACT 

Let A be a positive definite matrix with a simple eigenvalue that 

lies outside an interval [#,6] containing the remaining eigenvalues. Let the 

method of conjugate gradients be applied to the solution of the linear system 

Az = b producing a sequence of iterates z^,z^,... and an associated sequence 

of error vectors e. - z - z.. In this paper bounds are obtained for the com-
1 1 

ponent of the error vector lying along the eigenvector associated with X-j. 

The bounds imply that, provided X-| is well separated from [a,|3], this compo­

nent will decrease rapidly, even when the matrix A is moderately ill conditioned. 
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1. Introduction 

In this paper we shall be concerned with the method of conjugate gradi­

ents [2] for solving the system of linear equations 

(1.1) Az = b, 

where A is a positive definite matrix of order n. The method generates a 

sequence of independent A-conjugate directions ^ , . . . ,d^ satisfying 

(1.2) d̂ Vj = 0 (1 / j), 

from which the solution Z r of (1.1) may be obtained by means of the following 

algorithm: 

1) Choose a starting vector z^ 

2) For k « l,2,...,n 

1 } rk-l = b " A zk-1 
(1.3) k 1 J 1 

3 ) 2 k = Zk-1 + *k\ 

The algorithm (1.3) will work for any set of conjugate directions satis­

fying (1.2) (see [7] for a proof and generalizations). What distinguishes the 

method of conjugate gradients from other conjugate direction algorithms is that 

the direction d. is taken to be a linear combination of the first k members of k 
the Krylov sequence 

(1.4) d ^ Ad 1, A 2d 1 ,... ,A n" 1d 1. 

This permits d f c + 1 to be written as a linear combination of Ad^, d^, and d^ ^ 9 

with a resulting savings in work and storage that strongly recommends the 



-2-

method to large sparse problems. The further specialization of choosing 

d.| = -r^ (cf. (1.3)) results in even simpler formulas and circumvents any 

difficulties associated with linear dependencies among the members of the 

Krylov sequence (1.4). 

While the conjugate gradient method can be regarded as a direct method 

for solving the system (1.1), producing an exact answer after a finite number 

of steps, it can also be a good iterative method in the sense that the sequence 

ZyZ^,..* early approximates the solution of (1.1). For example if A is well 

conditioned, the z^ must approach the solution at a fast rate that increases 

with the well conditioning of A [1]. Even for the moderately ill conditioned 

systems associated with the numerical solution of partial differential equa­

tions, the method may produce acceptably accurate solutions surprisingly 

quickly [1,6], a phenomenon which is not covered by the existing theory and is 

not well understood. The behavior of the method in these applications appar­

ently depends rather delicately on the spectrum of the matrix A and its rela­

tion to the solution. 

The purpose of this paper is to make a start toward a more refined theory 

by examining the special case where A has a largest or smallest eigenvalue that 

is isolated from the rest of the spectrum. For the case of a largest isolated 

eigenvalue we shall show that the component of the error along the corresponding 

eigenvector must diminish rapidly at a rate that is independent of the condi­

tion number of A. Unfortunately the order constant depends on a number that 

is bounded by the square root of the condition number of A; however the deriva­

tion suggests that this bound will in many cases be an overestimate. For a 

smallest eigenvalue the results are not as nice, but they still imply reason­

ably fast reduction of the component of the error along the corresponding eigen­

vector. 
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Since the details of the analysis are quite fussy, we shall sketch the 

underlying ideas here. For definiteness suppose that A has an eigenvalue \^ 

of unity corresponding to the eigenvector and that the rest of the spectrum 

of A is confined to the interval [0,l/2]. Then if x^d^ is not too small, the 
k-1 

vectors A d^, suitably scaled, will approach x^ (linearly with ratio at least 

l/2), and of course a linear combination of the first k members of the Krylov 

sequence can be contrived to give an even better approximation to x^. Other­

wise put, the columns space of the matrix = (d^,d^,•••,d^) (denoted by 

7^(D^)) will contain a good approximation to x^. 
Let e. = z - z. denote the error in the k-th iterate z, . In [ 7 ] the k n k k 

author has shown that 

E K =

 ( I - V V 

where 

(1.5) P K - V D J A V " 1 D U A 

is the projector onto ) along the orthogonal complement of 

Since nearly belongs to . ) , it might be expected that the complementary 

projector I - P^ would nearly annnihilate the component of the error along x^. 

If P^ were an orthogonal projector, this expectation could be easily verified. 

However P^ is an oblique projector, potentially quite oblique since A may be 

ill conditioned, and the proper treatment of this obliqueness accounts for 

most of the detail in the sequel. 

In the next section we shall use standard techniques to estimate how ac­

curate an approximation to x^ we can expect to find in ^ D
k ) • In Section 3 

we shall examine the structure of the projector P^. These results will be 

applied in Section 4 to prove a general theorem bounding the component of the 
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error along . We shall follow Householder's notational conventions [3,8], 

and we shall use the Euclidean vector norm defined by 

as well as the subordinate spectral matrix norm defined by 

I M I - f - P , I N I -

Part of this work was done while I was visiting the IBM Thomas J. Watson 

Research Center, where I was particularly encouraged by a series of stimulating 

discussions with Dr. Philip Wolfe. 

2. Obtaining an Accurate Eigenvector 

Let the matrix A have eigenvalues X-|,X2,...,Xn corresponding to the ortho-

normal system of eigenvectors x^,x 2, • • • , X r. Since we shall be concerned with 

the behavior of the method of conjugate gradients at either the largest or the 

smallest eigenvalue, we shall denote that eigenvalue by \^ and let be 

the smallest interval containing the remaining eigenvalues. Set 

A = diag(X1,X2,.•.,X ) , A 2 = diag(X2>X3>.••,XQ) 

and 

X = (x^,x2,.••>x
n)> ^ 2

 = ( x
2> x3*•••> x

n)• 

It follows that 

AX = XA, AX 2 = X 2A 2, 

and hence for any polynomial TT 
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TT(A)X = XTT(A), TT(A)X 2 = T T ( A 2 ) X 2 . 

In this section we shall attempt to determine how accurate an approxima­

tion to x^ can be found in , where was defined in the last section. 

This is equivalent to finding a linear combination 

k-1 
Y - Y 0

di + V 1 A D 1 + . . . + Y K - 1 A D ] 

of the members of the Krylov sequence (1.4) that is a good approximation to x. 

If we introduce the polynomial 

k-1 

TT(X) - Y 0 + Y ] X + - o . + Y K - 1 X 

then we must determine TT so that 

y - TT(A)D 1 

is a good approximation. 

Assume that x-|d-| is nonzero. Then the vector 

TT(\Jx«d 

has its component along x^ equal to unity. The remaining components are given by 

(2.1) v = — = — ' 
TT(X-|)X d.j n ( X 1)x 1d 1 

and minimizing the norm of this vector should give an accurate eigenvector. Of 

course we must have TT(X-|)^ 0 and since TT occurs in both the numerator and the 

denominator of (2.1) we may assume that T T ( X ^ - I . We then have the following 

theorem. 
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Theorem 2.1. With the above definitions, 

min 
| | ^ T T ( A ) D 1 || 

TT(X,)=1 x1TT(A)d1 

DEGN^C-L lk-l 
j 2_ 

L 2 J 

X L d 1 

where -j is the Chebychev polynomial defined by 

, v _ (x + - 1 ) + (x - Vx - 1 ) 
Tk-1 W 2 

Proof. We have 

min 
TT(XJ=1 
DEG(TT)^K-L 

| | ^ T T ( A ) D 1 1 

H 
|X1TT(A)d1 

| F N ( A 2 ) X ^ D 1 | | 

mm 

DEGTT^C-1 

S M L N H N ( A , ) | | | $ L , | | 

H ( ' L " , T V " 
DEGTT^K-L L X L D L 

MIN MAX{|TR(X) | : X S S X 9 , . • . ,X } 

T K X ^ I 

DEGTT^K-1 

LLFFL, II 

I I . ? * , II 

min max 
TT(X1)=1 X€[a,0] 

[DEGTT^-1 

TT(X) I ^ J I 
l ^ 2 II 

The quantity in braces is well known to be 

1 
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Theorera 2.1 has been given implicitly in [5] and explicitly in [4]. It 

implies that there is a vector in /?(\) whose 2-norm (as opposed to its indi­

vidual components) along X 2 decreases to zero in proportion to the k-th power of 

(2.2) 
FX - ^ 
*1 2 X*-a-P+af3 

I 
CM

 < 

a CM
 

1/2 

a decrease which will be quite rapid when X-j is reasonably well separated from 

the interval [Q?,B]- It should be observed that the bound results from treating 

all the -components of d̂  as being equally significant, which may make it a 

considerable overestimate in some cases. For example if OF is near zero then, 

other things being equal, the vector d̂  = ~ ^ R O w i H have a small component 

along the eigenvector corresponding to 

3. The Projector P 

In this section we shall be concerned with the structure of the projector 

P^ defined by (1.5). For convenience we shall drop the subscript k. 

Let S be nonsingular and let U = DS. It follows from (1.5) that 

(3.1) P = U(U HAU)" ]U HA; 

in other words the projector P may be defined by any matrix of full rank whose 

column space is the same as that of D, We shall find it convenient to take the 

columns of U to form an orthonormal basis for ^ ( D ) . From the results of the 

last section, we know that some vector can be expected to be a good approxima­

tion to x.j, and without loss of generality we may assume that this vector is u^ , 

the first column of U. 
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Partition U in the form (u1.l^) a n d l e t 

X 2 U 1 QlJ V ' 2 1 " W 

Because u.. is a good approximation to x^, the number 

• H R 2 1 

must be small. Because P has orthonormal columns. 

L|R12LL * « 

(this may be proved by using the singular value decomposition theorem [8, p. 328] 

to reduce R 2 2 to diagonal form). We also have 

| P N L = /L - E 2 ^ 1 

and 

11*22 H * 1 

Now let 

V U 2 A U 1 U 2 A V V ^ L V 

We have 

whence 

2 H 
P N " P I I * I + R 2 1 A 2 R 2 1 ' 

(3 .2) E N 2= X 1 - 2E 2 |LA|| . 

Also 

(3.3) b 2 1 = Qu^*u +
 R 2 2 V 2 1 
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whence 

(3.4) ||b21|| ^2*||A||. 

Note that since we have assumed nothing about the dimension of ^ ^ U ^ ) , this 

last inequality implies that for any vector v that is orthogonal to u^ we have 

(3.5) |u?Av| £ 2 . |H | IMI • 

It is of course the inverse of B that is required in the definition (3.1) 

of P. This inverse is given explicitly by 

(3.6) B -' - / v Y B 2 1 B 2 2 

V B 2 2 B 2 1 ( B 2 2 - E I L B 2 1 B 2 R 1 

where 
-1 

The inverses in the above expressions must exist, since B is positive definite. 

If we define 

H - INI I M . 

then from (3.2) and (3.4) we have the following bound on y: 

(3.7) y"1 * X ] - 2̂ ||A|| (1 + 2K). 

Finally we shall need a realistic bound on the norm of P. This may be 

obtained by observing that 

V - A ^ U B - I A 

has orthonormal columns and hence norm unity. But 
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P-UB-^vV/ 2: 
hence 

(3.8) | | P | | * M\ ||B-1/2|| ||VH|| |^ 1 / 2||= H 1 / 2 , 

4. The Main Result 

In this section we shall derive bounds on the component of the error associ 

ated with the isolated eigenvalue . The general result is contained in the 

following theorem, in which we recapitulate a bit. 

Theorem 4.1. Let the columns of X = (x^9X^) form an orthonormal set of 

eigenvectors for the positive definite matrix A. Let the eigenvalues corre­

sponding to the columns of lie in the interval [#,0] while the eigenvalue 

X 1 corresponding to lies outside Let U = ( u ^ U P have orthonormal 

columns and set 

P = U(UHAU)""]UHA. 

Set 

and 

H - IKWi I K U 2 A U 2 ) _ 1 H 
For any vector e^ set 

A - I Vol' T =
 I ^ O 1 1 ' 

Then if 

(4.1) X, - 2e2||A||(1+2H) > 0 

we have 
l/2 

(4.2) |x^(I - P)e Q| £ 2e(eo+T)(L4K ' ) 
1 + 

Xr2e2||A||(1+2K) 



Proof. By multiplying by a suitable constant of absolute value uni 

we may express e^ in the form 

e 0 " a X l + T X 2 ' 

where x~ G fa ) and ||x2|| = 1 . We may also write in the form 

e 0 = a' Ul + T l u 2 , 

where u^u^ = 0 and ||u2|| = 1. Moreover 

IT 1 ! - L A U ^ + TU^JXJ 

£ €<J + T . 

Since Pu^ = , we have 

( I - P)e Q = T ' ( I - P)u 2. 

Set 

T F ( I - P)u 2 = a
, , u 1 + T

n u ^ , 

where again U ^ U 2 8 3 0 A N ( * LL^LL ~ ^ • W e shall now obtain bounds for | A " | and 
| T » | . 

A bound for |T I ! | is easily obtained from (3.8); for 

| T » | ^ IT'IUI-PII ^ I R ' L D + H 1 / 2 ) . 

The bound for |CRFL| depends on the fine structure of P. Specifically 

(4.3) A " = T ' U * ( I - P)u 2 = T fu^Pu 2 

Now from the definition of P and from (3.6) 
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(4.4) u^Pu 2 = E ^ B ' V A U 2 

= Yu^Au 2 + V B 2 1 B 2 2 U 2 A U 2 * 

H H "1 H 

We shall treat each of terms i^At^ and b
2 i B 2 2 U 2 A u 2 s e P a r a t e l y * F r o t n < 3- 5)> 

(4.5) |u^Au2| £ 2e||A|| . 
From the definition of B 

b21 B22 U2 A u2 = U 2 A U 2 ( U 2 A V " 1 u 2 A u 2 » 

T Al/2 n.l/2 - UjA QA ' u 2 , 

where Q = A^ 2U 2(u* 2AU 2) ^U^A^ 2 is the orthogonal projector onto 

It follows that 
. H „-1ItHA H.l/2 
b 2 1 B 2 2 U 2 A u 2 = U 1 A V> 

where v 6 ^ ( A 1 ^ ) and ||v|| <: | | A||^ 2- But since B 2 2 = {A^\)\k^2\J2), the 

vector v can be written in the form 

v = A ' w, 

where w G ) and 

I M I * I I B ; ; I I 1 / 2 I I V | I -22i 

Thus 

(4.6) l b21 B2>2 A UJ * 'U?AW| *2fiiNIHl/2' 
Combining (3.7), (4.3), (4.4), (4.5) and (4.6) we get 
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K ' | * L T ' | 2 6 | | A L | + 2 E H 1 / 2 

X . - 2 C ||A|| ( 1 + 2 H ) 

If we now write T * ( I - P)u 2 in the form 

T ' ( I - P ) U 0 = A ' ' ' X , + T ' 

where x 2 € ^(X 2) and||x2|| = 1 , we have 

|X=<l - P ) E J = I C R ' " ! ^ | C R ' " | + « | T " | 

^ 2 « ( E C 3 + T ) ( 1 + H 1 / 2 ) 1 + 

X 1-2E z||A||(l+2H) 

which is the desired inequality. 

When X 7 > B , that is when A has an isolated largest eigenvalue, the numbers 

X, and ||A|| are equal. The condition ( 4 . 1 ) assumes the simpler form 

1 - 2 « ( 1 + 2 * ) > 0 , 

and the final bound takes the form 

( 4 . 7 ) jx"(I - P)e 0| <; 2 E ( « O + T ) ( 1 + H 1 / 2 ) 1 + 
1 

l - 2 E (1+2X.) 

It follows from the results of Section 2 that the method of conjugate gradients 

must ultimately reduce the component of the error along x^ at a rate at least as 

great as the approach of the k-th power of ( 2 . 2 ) to zero. Unfortunately, the 
1 / 2 

factor (1+K ) appears in the bound. The number K is bounded by the condition 

number X(A) - ||A|| ||A"'||, which would suggest that rapid convergence cannot be 

expected when A is ill conditioned. Two circumstances mitigate this hard con­

clusion. First, it is the square root of H, not K itself, that appears in the 

bound. Second, the number H is the product of ||A|| and the reciprocal of the 
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smallest eigenvalue of = U 2 A U 2 * eigenvalue is always greater than 

or equal to the smallest eigenvalue of A , and, especially in the earlier 

stages of the iteration, it may be quire a bit greater. It follows that H 

may often be significantly smaller than H ( A ) . 

In the case where X-j < |3. the factor 1-bt becomes one of order unity. 

However when e is small, the term in braces in (4.2) becomes approximately 

equal to H ( A ) . Of course the quantity e continues to decrease at a rate that 

is independent of H ( A ) . 
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