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ABSTRACT 

We introduce the maximal order iteration I , for solv-
-1 ,s 

ing of the nonlinear equation F(x) = 0 in the N dimensional 

Banach space, 1 ^ N < + «, which uses the "integral informa­

tion". Integral information consists of the "standard infor-

mation" F U ; ( x d ) , j=0,l,... ,s and the value of J F(x d + ty d)dt 

where s ^ 1, is close to the solution and y^ only depends 
on the standard information. We show I , is of order 

-1 ,s 
s + 3 - 6, where 6 = 0 for N = 1 or s ^ 2 and 8 = 1 other­
wise. Since the maximal order for the standard information 
is equal to s+1, the additional value of the integral which 
is represented by a vector of size N increases the order by 
2 - 6. 
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1 . INTRODUCTION 

We consider the problem of solving the nonlinear equa­
tion 

(1.1) F(x) = 0, 

where F: D -* , D is an open convex subset of and , B^ 
are Banach spaces, d i m ^ ) = dim(B 2) = N, 1 < N < + ». We 
usually solve (1.1) by iteration and it is often assumed we 
know the standard information for F, i.e., 

\ = tts(xd;F) = ( F ( x d ) , F l ( x d ) , . . . , F ( s ) ( x d ) } , 

where s ^ 1 and x^ is an approximation to the solution cy. In 
a previous paper (Kacewicz [75]) we raised the question how 
other types of information can be used in iteration and what 
is the maximal order of convergence for such information. We 
answered this question in the case of "integral information" 
for scalar equations, N = 1. This paper deals with integral 
information in the multivariate and abstract case. 

By integral information we mean 

( K 2 ) 31-l.s = 5 t - l , s ( X d ; F ) = {.F(x d),F'(x d) )...,F ( s )(x d), 

I0' F ( x d + t y d
) d t ) ' 

(s) 
where y d depends on x d , F ( x d ) , . .. ,F ( x

d) a n d s ^ 1. 

Note that <ft differs from 9t by the additional value of an - I, s s 
integral which is represented-for N < + » by a vector of size 
N. 

In Section 2 we define the iteration I , which uses 
-1 ,s information Ut . and is of order s + 3 - 6, where 

- 1 . s 

0 if s ^ 2 or N = 1 

1 if s = 1 and N 2: 2 



A theorem on the convergence of I 1 is proved. The main 
- I , s 

result of this paper is that for optimally chosen the max­

imal order of iteration is equal to s + 3 - 5 , i.e., that 
I - has order as high as possible. Since the maximal order 

- 1 , s 
of the standard information 9t is equal to s + 1 the addi-

s 
tional use of the integral (i.e. N new inputs) increases the 
maximal order by 2 - 6. Note that we can attain the order 

s + 3 - 6 by using the standard information iJl 9 ~ which is 
, s+3 - 6 x s + z - 6 

expressed by 0(N ) scalar function evaluations whereas 
s+1 the same order is achievable by Dl using 0(N ) scalar 

- I , s 
function evaluations. For example, for 2 < N < + «> using 

2 
integral information 9t ^ ^, i.e., 0(N ) scalar function eval­

uations we have order 3 whereas the same order is achievable 
3 

by 9t> by 0(N ) scalar function evaluations. Informa­
tions $ ^ ~ and %, have the same maximal order equal to 5 and 

-1,2 4 
use O(N^) and O(N^) scalar function evaluations, respectively. 

In Section 4 we show that the iteration I ^ ^ has a 

smaller cost index than any iteration I ^ , s ^ 2 and any 
- I , s 

interpolatory iteration which uses the standard information 

2ftk> k = 1,2,3,... . 
2. AN INTERPOLATORY-INTEGRAL ITERATION I -

-1 ,s 

Let <ft - be the integral information defined by (1.2). 
- 1 , s 

We want to find an iteration which uses Sft - and has order 
-1 ,s 

of convergence as high as possible. Such iterations are 

called maximal. 

Wozniakowski [75] has proved that the maximal order is 

equal to the order of information. So we wish to find y^ 

such that the order of information is maximized. Let us 

briefly recall the ideas of the order of information and the 

order of iteration. Let be a class of functions F, 



F: D p - B 2 , D p C B 1 , dimCB-j) = dim(B 2) = N 

which have a simple zero a = a(F) and are analytic in its 

neighborhood. Let be a sequence converging to a, 

lim x d = a. We shall say that is equal to F € 3 with 
respect to 91 , iff -1 ,s 

(2a) ( F d } c % Fd(ad) = 0, lim ad = or, 
d 

(2b) lim F ^ k ) ( a ) = G ( k ) ( a ) , k = 0,1,..., 
d 

where G 6 % G(a) = 0, 
(2c) !Jl (x ;F) =31.. (x,;F) Vd, i.e., -1 ,s d -1,s d 

F ( k ) ( x d ) = F < k ) ( X d ) , k = 0,1,....s, 

f0 F ( x d + = Ij F d ( x d + tyd ) d t 

The order of information p = p<«Jt . ) is a real number such 
•' » s 

that 

l - l , . > " { ' 
"sup A if A y£ $ 

0 otherwise 
where 

A = (p ^ 1: v(x d), ljm x ^ a . V P q , F(o) - 0, 
equal to F it is true that 

lim ti rrn=n5r = 0, Ve > 0 >. 
d llxd"^ 

Let cp - be an iteration which uses the information SR . 
-l>s -1,s 

We shall use the notation h, = cp . (x,;F) which means that 

a -1 , s a 

h^ is the approximation of a obtained by one step of cp ^ 
based on x, and the information 9t -

d - I, s 
The order of iteration cp 1 , p = p(cp , ) is a real 

™ I , S ™ I j s 
number such that 



sup B if B / 0 
P ( c p - 1 s } = 

' 1 n otherwise 
where 

B « (p £ 1: v(x d}, lim x d = a, VF € ^, F(or) = 0, v{F d} equal 
F it is true that d 

_ llhd-a
dll 

l i m ^ ^P-e = 0, Ve > 0 

where h, = cp . (x, ;F)/ d -1 , s d J 

In this section the maximal iteration I - which uses 
-l,s 

the information 9t for the solution of (1.1) is defined 
-l,s 

and the character of convergence is given. 
Let x^ be an approximation to a zero a of F. The next 

approximation in I ^ ^ is defined as a zero of the poly­

nomial u, = u,(y:F) 
a a 

ud<x
d+i ; F ) = ° 

(with the criterion of its choice, e.g., the nearest zero to 

x , ) • where u, is defined as follows, a a 
For N = l, u^ is the unique interpolatory polynomial 

which agrees with F with respect to the information 51 -
f o r ?d = M ( z d - X d } > Z d = X d " F 7 ^ " ) • 1 1 1 1 8 c a s e 1 8 C ° n " 
sidered in detail by Kacewicz [75], e.g., it is shown there 

that I - is of order s + 3. -1 ,s 

For N ^ 2 is given by the formula 

(2.2) u d(y;F) = F(x d) + F f ( x d ) ( y - x d> +•. .+ jf(s) ( x d ) • 

where 

) © 8 + 1 U ' ( ! + ty d)dt - F(x d) -

- f F'(xd)yd (SlTT F<'\xd)ydJ, 
(y " x

d > S + < s + 2 ' V s 

a \s i ^ ; Q 



s+3 
( 2 * 3 ) y d = s+7(zd " V> Z d = V s ^ d ^ ' 
I is the maximal interpolatory iteration which uses the 

sH" 1 
standard information $ , thus ||ẑ -a|| = 0(||a?-x̂ || ) (see 
Wozniakowski [74 ] ) # 

From (2.2) we have 
(2.4) F(y) - u d(y;F) = R(y) 

where 2 
x x\ 1 ^(s+1+k), w v 

k=0 

s+1+k 
d ' w d' 

2 

+ 

+ 0(|b - x j f 4 ) - (s + 2 ) f ê | s+1 

(̂s+l+k) . S+1+k M F (x d)y d +0(||y d| 

From (2.5) and (2.3) we get 

s+4 

1 
Li (s+2+k) : 

k=0 

( 2 d " x d } I + ( 8 + 2 ) 

_ (s+3) 

+ (s+2); 1 

- '-2|u 

(s+2) s+2 
(x,)(y - X . ) 

(s+2) . s + 2 w 1 F ( s + 3 ) . .s+3 
( x d } ( z d " x d } + "̂ +T)T F ( x d } ( y - x^ 

(s+4)I (s+2) 
s+4 + 0(|z d-x d 

F v 

) . 

s+3 s+4. 
( xd ) ( zd " V + o(|y-xd|r-) + 

From (2.1), (2.4), (2.6) and the Schauder fixed point theorem 
(see Ortega and Rheinboldt [70]) there follows immediately 
Theorem 1 which gives the character of convergence of the 
iteration I - for N ^ 2. -1 ,s 

As part of this theorem we also state the result for 
N = 1 (Kacewicz [75]). 



Theorem 1 

d d 1 (s+3) 2
 , . LLRF'(Qf)! V S + ^ ( f t ) 

where 

(s+2)(s+4)' (s+3)! 
otherwise 

if i = j 
6 i i S

 1 

' J 1 0 otherwise . 
For N = 1 

x " „ ( x d - a ) s + 3 W (a))2(s+2): (^> : - ( ^ ) f ( ^ 

Note that in the above theorem is an arbitrary sequence 

converging to a, hence we can replace x^, h^ by the contin­

uous variables x, h, respectively. 

3. ORDER OF THE INTEGRAL INFORMATION 

In this section we prove that the iteration I 1 has 
- I , s 

the order s + 3 - 6 which is as high as possible, i.e., I 1 

- i, s 
is maximal and that y^ given by (2.3) is chosen optimally. 

This results follow from the theorem concerning the 
order of the integral information p(SR ) • 

-1 , s 

Let the iteration I 1 be defined by (2.1). If the 
-1 , s 

function F is sufficiently smooth in the neighborhood of its 
simple zero a then the sequence h^ = I ^ s ^ x d ' F ^ 1 S c* e~ 
fined for x d sufficiently close to a and for 2 ^ N ^ + 0 0 

jllCF1^)]"1 F"(a)||2 if s = 1 
"2 

(s+1) + 



Theorem 2 

Then / 0 if N=1 or s^2 
pOft ) £ s + 3 - 6 where 6 = 

, s V. 1 otherwise. 

Furthermore, if 

"'d " s+2 v"d " A d ' LyJL "d ~ "0,s V A d 
then 

p(tf , ) = s + 3 - 6 . 
- I , s 

Proof 
The proof in the case N == 1 is omitted since it is given 

by Kacewicz [75 ]. 
Let N ^ 2. 
We shall prove the first part of Theorem 2. Since the 

inequality p(9t 1 ) ^ s+3 holds for N = 1 it also holds for 
- I , s 

any 2 <. N ^ + a>. Hence we have to prove that p(9t ̂  ^) ̂  3 
and it suffices to consider N < + «>. 

Let us define 
ZA = *d + fyd> Vd. 

zd-a 

d ilx
d-a 

Case I. lim ^ j | > 0 for certain F £ % F(a) = 0, 

( xd) » 1 i m x d = <*• d 

0-z d 

Without Loss of generality we can assume that lim-i i > 0 
— Ha-x dfl d l a2" Z2d! and lim -, - — r > o . 

d l<Vxidl 

Let 1 £ N < + », s £ 1 and 

* 1 s =
 s ( x d ; F ) = ( F ( x d ) ' F , ( x d ) - - - F ( S ) ( x d ) ' I l F ( x d + t y d ) d t : } 

' ' 0 
(s) 

where y 8 8 y (x d,F(x d> ,. .. ,F ( x
d > ) • 



Define 

F (x) = F(x) + [(x-x, J 2 ( x 0 - 2 o J , 0 , . . . , 0 ] T , 

N-l 
Vd 

where, in general, nu and denote the i-th components of 
the vectors m, m^, respectively. 

One can verify that (j^ is equal to F with respect to 

* - L , S A N D 

( 3 , 1 ) lT " n ^ F 3 > °* 
where F d(c* d) = 0. 

Case II. lim -n rr = 0 for any F and < x, >. 

d l|xd-of|| V dJ 
For any F € 3 , F(a) = 0 let 
(i) lim x d = «, x l d + a, , x 2 d { a 2 , l i m = 1 , x. d = a ± 

a a 2 2d 

for i = 3,4,...,N. 

From here it follows that y^^ can be equal 0 only for finite 
number of d. 

Hence without loss of generality we can assume that 

y 2 d t 0, Vd. 
We set 

2 T 
(3.2) F d ( x ) = F(x)+ ( x r x l d ) 2 - - 1 ^ j ( x 2 - x 2 d f , 0 , . . . , 0 , 

y2d ~ ^ T f 

Vx e D p , Vd. 

One can verify that {F ^ } is equal F . 
""X 

Let a. = — — — (lim a,= 1 ) . 
d V x 2 d d d 



From (3.2) it follows that 

(3.3) H A - O J U = C d | | F D < C R ) | | = C D | A D ( Z 2 D - A 2 ) - < « „ , - < * , ) | . 

where lim c, = c > 0, F,(cr.) = 0. 
d d d d 

One can verify that there exists a function F and sat­
isfying the (i) condition such that 

(3.4) lim ~ > 0. 

Indeed, otherwise the iteration CP for the solution of scalar 
equations f(x) = 0 defined as follows 

P D + 1 - C P ( ^ J f ) = ^ ( x J , F ( x , ) , F I ( x , ) ) - Z l , ( x „ F ( x ( , ) , F , ( x , ) ) 2d v d L D V " D ; 

where F(x) = [x 1,f(x),x 3,...,x^] 
and 

X d = 

F ( P . ) 

N-2 

has order of convergence greater than the order of used in­
formation, which is a contradiction. 

Hence we proved that for arbitrary ŷ ŷ̂ Ĉ ^̂ Cx̂ ) >F§ (x̂ ) ) 
there exist F 6 3 , F (a) = 0, {xd} , lim x d = a, ̂ d } equal to 
F such that d 

a-ot. 
lim 

D I |x - O R 

> 0 , 

which means that p (^_ 1 j) ^ 3. This proves the first part of 
Theorem 2. We shall prove the second part of Theorem 2. 



s+3 
L e t y d S s+ I^d-V' Z d • \a<*d;F)> 

where lim x = a, F(a) = 0, F 6 ^. 
d a 

For any equal to F we have 

F(y) - F d(y) = F(y).u d(y;F)+u d(y;F d).F d(y), 

where u d is given by (2.2). 
From the above, (2.4) and (2 #6) for y == a we get 

| | a - a d l | = 0 ( | | a - x d | | s + 3 - 6 ) , 

which completes the proof of Theorem 2. 
• 

Let h d = I 1 g ( x d ; F ) , where F £ % F(a) = 0. From 

Theorems 1 and 2 it follows that 

l h d - « d l l • 0 ( l h H l s + 3 ~ 5 > 

for any ( x j , lim x d = a and {jF^} equal to F, F
d ( a d ) ~ °« 

Hence the following corollary holds 

Corollary 
The iteration I - is of order s+3-6. 

-1 ,s 
Let i|r - be a class of iterations which use information -1, s 

9t - • The iteration I n has the maximal order in the 
- I,s -1 ,s 

class to - • i.e., Y - l , s 9 

p(I - ) = sup p(cp . ) , s ^ 1. 
T-l,s -l,s 



4. COMPLEXITY INDEX 

The complexity index of an iteration CP of the order p is 

a measure of the total cost of estimation of the solution a of 

(1.1). It is defined (see Traub and Wozniakowski [75]) by 

2 ( C D . F ) = C P Ï Ï Î * 1 ) + C W 
Z ^ > * ; L O G p >g P 

where 91 is the used information, 

c(!Jt;F) is the information cost, 

c(cp) is the combinatory cost. 

For the integral information 

c(Sfl -I C;F) = c(I) + c(3t ;F) 
where c ( I ) and c(!Jl. ;F) are the costs of the computed integral 
1 S 

P F(x^ + ty^)dt and the standard information !Jt , respectively. 

we want to compare the cost of I 1 with the cost of the 
- I , s 

interpolatory iteration I Q ̂  which uses the standard informa­
tion Dt, and has order k + 1 . I - is better than I N . , iff 

k -l,s 0,k 7 

z ( I _ ] j S ; F ) < « ( I 0 > K ; F ) , i.e., 

i) c u ) s l t g ( t f ] )

 cl~\'l> cvs'' log(k+1) C U 0 , K 

" C ( 1 - l , s ) -

Let c ( F U ; ) denote the cost of computing F (x). This cost 
can be measured by the total number of arithmetical opera-

( i ) 
tions needed to compute F (x) as well as by the cost of 
data access. Note that in most recent computers the cost of 
data access of indexed variables exceeds the cost of a single 



arithmetical operation. Let 2 <• N < + ». Let c(F) = N. 

Then it is reasonable to assume that c(I) = 0(N). Since 
( 1.) J 1 1 

F (x) can be represented byv 0(N ) scalar function evalu-
C i) 

ations it seems natural to assume that c(F ) is comparable 
i~i~ 1 

with the cost of 0(N ) scalar function evaluations. Thus, 
let c(F ) = OCN 1 ) , Vi ̂  1. It is easy to see that the 
combinatory costs c ( I 0 , ) and c(I .. ) are increasing func-
tions of k and s, respectively. 

Then we have 

min z(I ; F ) = min 
k£l U , k k^l 

c(% ;F)+c(I ) 
log(k+1) Z U 0 , 1 ' * ; ' 

and 
rr ^ - •„ c m ;F)+c ( l)+c(I ) min z(I . ;F) = m m s -1 ,s = Z / T . F N 

s^l "'» s ssl log(s+3-6) -1,1' 

Th is implies that the Newton iteration I . and the iteration 
u, I 

I are optimal for the problem F ( X ) = 0 in the classes 

(VkX-l^,... a n d ( I-1,s)s=1,2,... ««Pectively. Since 
(log 3 - 1 ) c ( ^ , F ) + log 3 C ( I 0 P - C ( I - 1 }) - 0(N ) , (4.1) 

holds for large N which means that I ̂  ̂  is better than the 
Newton iteration, and hence better than any iteration 1^ ̂ , 
k Z 1. 

5. INTEGRAL INFORMATION WITH KERNELS 

Finally we shall discuss a more general type of integral 
information, i.e., integral information with kernels 

D l . _ 1 > s
g = ( F ( x d ) , F ' ( x d ) , . . . , F ( s ) ( x d ) , g(t)F(x d+ty d)dt) 

where 

g = g(t) is a complex function of a complex variable such 



that f1 |g(t)|dt < + CD, y = y (x,F(x ) , . . . , F ( s ) ( x ) ) , s £ 1. 
* 0 

Let I. = f1 g(t)t S +^dt and let m = m(g) be the integer 
0 

defined as follows. 

0 if I ] = 0 

m = < 1 if I 1 ^ 0, I 2 = 0 1 i-1 

k if I, / 0, I 2 + 0, ^ = f r j for i = 2,3,...,k 

and 

g g 
There exists an iteration I , & which uses information 2FT. -

-1 ,s -1, s 
for the suitable chosen y^, 

— ( z , -x ,) if m ^ 2 
I 2 d d 

y d = 

z,-x, otherwise, z, = I r t (x,;F) a d d U, s a 

such that 

1. y d is optimal 
rmin(s+l+m,2s+2) if N = 1 

2. p d ^ g ) -
• lmin(s+l+m,2s+l) if 2 £ N <• + » 
g 

3. I , is maximal 
-1 ,s 

4. There exists g = g(t) such that 
f2s+2 if N = 1 

P ( 1 - l , s > = 
' U s + l if 2 £ N £ + 00 

The proof is based on techniques similar to those used here. 
These results will be reported in a future paper. 
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