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Abstract

As the first AAAL presidential address, this paper focuses on a basic substantive problem: the nature of
knowledge and representation. There are ample indications that artificial intelligence is in need of substantial
work in this area, eg, a recent SIGART special issue on Knowledge Representation edited by Ron Brachrnan
and Brian Smith. The paper proposes a theory of the nature of knowledge, namely, that there is another
computer system level immediately above the symbol (or program) level. The nature of computer system levels
is reviewed, the new level proposed, andhits definition is treated in detail. Knowledge itself is the processing
medium at this level and the principle of rationality plays a central role. Some consequences of the existence of

the knowledge level and some relations to other fields are discussed.
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THE KNOWLEDGE LEVEL*

1. INTRODUCTION

Thisis the firg presdential address of AAAI, the American Association for Artificial Intelligence. In the
grand scheme of higtory, even the history of artificial intdligence (Al), thisis surdy a minor event. The fidd
this scientific society represents has been thriving for quite s;)me time. No doubt the society itself will make
" solid contributions to the health of our fied- But it is too much to expect a presidential address to have a
major impact. )

So what is the role of the presidentiél address and what isthé significance of thefirst one? | believe itsrole
isto set atone, to provide an emphasis. | think the role of the first addressis to take a stand about what that
tone and emphasis should be - to set expectations for flture addresses and to communicate to my fellow
presidents. '

Only two foci are reélly possible for a presidential address. the sate of the éociety or the gtate of the
science. | believe the latter to be the correct focus. AAAI itsdf, its nature and its relationship to die larger
society that surroundsit, aresdfely important? However, our main businessis to help Al become a science -
albeit a science with a strong enéineéring flavor. Thus, though a presidents address cannot be narrow or
highly technical, it can certajnI¥ addressa substantiveissue. That iswhat | proposeto do.

| wish to address die question of knowledge and repreﬁngation. That is a little like a physicist wishing to
address the question of radiation and matter. Such broad terms designate a whole arena of phenomenaand a -
whole armada of questions. But comprehensive treatment is neither pbsaible nor intended. Rather, such broad
phrasing indicates an intent to deal with the subject in some basic way. Thus, the fird task isto make clear the
agpect of knowledge and representation of concern, namey, what is die nature of knowledge. The second
task will be to outline an answer to this question. As the title indicates, | will propose the existence of
sométhing called the knowledge level The third task will be to describe the knowledge level in as much detail
as time and my own understanding permits. . The final task will be to indicate some consequences of the
existence of a knowledge level for various aspects of AL

1I am grateful for extensive comments on a earlier draft provided by Jon Rentlcy. Danny Bobrow. H. T. Kung, John McCarthy, John
" McDcennoct, Greg Harris Zenon Pytyshyn, Mike Rychener and Herbert Simon. They all tried in their ssveral (not neca&\rlly
compatible) waysto keep me from eror.

2Illlivealready provided some comments, as president, on such matters(NewciL 1980a).
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2. THE PROBLEM OF REPRESENTATION AND KNOWLEDGE

2.1+ The Standard View )

Two orthogonal and compatible basc views of the enterprise of Al serve our field, beyond all theoretical
quibbles. The firg is a geography of tak areas There is puzzle solving, theorem proving, game-playing,
induction, natural language, medical diagnosis, and on and on, with subdivisions of each mgjor territory. Al,
in this view, is an exploration, in breadth and in depth, of new territories of tasks with their new patterns of
intellectual demands- The second view is the functional components chat comprise an intelligent system.
There is a perceptual system, a memory system, a processng system, a motor sysem, and so on. It is this
second view that we need to consider to address the role of representation and knowledge. |

Figure 2-1 shows one version of the functional view, taken from Newell & Simon (1972), neither better nor
wor se than many others. An inteligent agent isembedded in a task environment, a task statement entersviaa
perceptual component and is encoded in an initial representation. Whence scans a cycle of activity in which a
recognition occurs (as indicated by the eyes) of a method to use to attempt _the problem. The method draws
upon a memory of general world knowledge. In the course of such cycles, new methods and new
representations may oceur, as the agent attemptsto solve the problem. The goal structure, acomponent we all
believe to be important, does not receive its duein this figure, but no matter. Such a piCtdre represents a
convenient and stable decomposition of the Junctions to be performed by an intelligent agent, quite
independent of particular implementations and anatomical_ arrangements. It also provides a convenient and
stable decomposition of the entire’ scientific field into subfieids. ' Scientists specialize in perception, or
problem solving methods, or representation, etc. -

It isdear to usall what representation is in this picture. It is the data sructures that hold the problem and
will be processed into a form that makes the solution available. Additionally, it is the data sructures that hold
Che world knowledge and will be processed to acquire parts of the solution or to obtain guidance in
congructingiL Thefirg datastructuresreprgnt the problem, the second represent world knowledge.

A data gructure by itself is impotent, of course. We have learned to take the representation to include the
basic operations of reading and writing - of access and conétfuction. Indeed, aswe know, it is possible to take
apure proces view of the representation and work entirely in terms of the inputs and outputs to the read and
write processes, letting the data structure itsdlf fade into a mythical story we tell ourselves'to make the
memory-dependent behavior of the read and write processes coher ent

~ We also understand, though not so transparendy, why the representation represents. It is because of the
totality of procedures that process the data sructure They trandform it in ways consisent with an
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interpretation of the data sructure as representing something. We often express this by saying |hat a data
dructure requires an interpreter, including in that term much more than just the basic read/write processes,
namely, the whole of the active system that uses the data structure.

The term representation is used clearly (almost technically) in Al and computer science. In contragt, the
term knowledge is used informally, despite its prevalence in such phrases as kn'owledge engineering and
knowledge sources. It seems mostly a way of referring to whatever it is that a representation has If a system
has (and can use) a data sructure which can be said to represent something (an object, a procedure, ...
whatever), then the system itself can also be said to have knowledge, namey the knowledge embodied in that
representation about that thing. ' '

2.2. Why isthere a Problem?
This seems to be a reasonable picture, which is serving us well. Why then is there a problem? Let me

assemble some contrary indicators from, our current scene. : -

A first indicator comes from our continually giving to representation a somewhat magical role® Itisa
cliche of Al that representation is the real issue we face. Though we have programsthat search, it is said, we
‘do not have programs that determine their own representations.-or invent new repreéentations There is of
course some substance to such statements. What is indicative of underlying difficulties is our inclination to
treat representation like a homunculus, asthe locusof real intelligence. ‘

A good example isour fascination with problems such as the mutilated checkboard problem (Newell, 1965).
Thetask isto cover acheckboard with two-square dominoes. Thisis easy enough to do with the regular board
and clearly impossible to do if asingle square is removed, say from the upper right corner. The problem is to
do it on a (mutilated) board which has two squares removed, one from each of two opposite corners. ‘This
task also turns out to be impossble. The actual tak, then, is to show the impossibility. This goes from
apparently intractable combinatorially, if the task is represented as all ways of laying down dominoes, to
trangparently easy, if the tak is represented asjust the numbers of black and white squares that remain to be
covered. Now, thecrux for Al is'that no one has been able to formulate in a reasonable way the problem of
finding the good representation, so it can be tackled by an Al sysem. By implication - so goes this view -
the capability to invent such appropriate representationsrequires intelligence of some new and different kind.

A second indicator is the great theorem-proving controversy of the late sixties and early seventies.

~Representation is not the only aspect of intelligent systems that hasamagical quality: learning isanother. Rut that isa different ory
for adifferent time. i .
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Everyone in Al has some knowledge of it, no doubt, for its residue is till very much with us. It needs only

brief recounting.

Early work in theorem proving programs for quantified fogies culminated in 1965 with Alan Robinson's
development of a machine-oriented formulation of first-order logic called Resolution (Robinson, 1965). There
followed an immensdy productive period of exploration of resolution-based theorem-proving. This was
fueled, not only by technical advances, which occurred rapidly and on a broad front (Loveland, 1978), but
also by the view that we had a general purpose reasoning engine in hand and that doing logic (and doing it
Well) was a foundation stone of all intelligent action. Within about five years, however, it becamé clear that
this basic engine was not going to be powerful enough to prove theoremsthat are hard on ahuman scale, or to

move beyond logic to mathematics, or to serve other sorts of problem solving, such asrobot planning.

A reaction set in, whose dogan was "uniform procedures will not work". This reaction itsdf had an
immensely positive outcome in driving forward the development of the second generation of Al languages:.
Planner, Mkroplanner, QA4, Conniver, POP2, etc. (Bobrow & Raph.ael 1974). These unified some of the
basic mechanisms in problem solving — goals, search! pattern mnofphing. "and global 4flfa. bases — into a

programming language framework, with its attendant gains of involution.

However, this reaction 'also had a negative resdue,” which ill exists today, well 'after these new Al
languages have come and mostly gone, leaving their own lessons. 'I;he resdue in its most stereotyped form is
that logic isa bad thing for AL The stereotype is not usually met with in pure form, of cour se. But the mat of
opinion is woven from a series of grands that amount to as much: Uniform proof techniques have been
proven grosdy inadequate; - the failure of resolution theorem proving implicates logic generally; logic is
penneated with a stadc view; and logic does not pennit control. Any doubts about the reality of this resdual
reac_'tion can be dilled by reading Pat Hayes's attempt to counteract it in his In Defence of Logic (Hayes,
1577).

A third indicator is the recent SIGART Special Issue of Knowledge Representation (Brachman & Smith,
1980). This consisted of the answers (plus analysis) to an eIaborafe questionnaire developed by Ron
Brachman of BBN and Brian Smith of MIT, which was sent to the Al research community working on
knowledge representation. In practice, this meant work in natural language, semantic nets, logical formalisms
for representing knowledge, and the third generation of programming and representation systems, such as
AIMDS, KRL, and KL-ONE. The questionnaire not only covered the basc demography of the projects and
systems, but also the position of the respondent (and his system) on many critical issues of representation -
guantification, quotation, sélf-d&cription, evaluation vsreference-finding, and so on.
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The responses were massive, thoughtful and thorough, which was impressive given that che questionnaire
took well over an hour just to read, and that answers were of the order of ten single-spaced pages. A
substantial fraction of the field received coverage in the SO odd returns, since many of them represented entire
projects. Although the questionnaire left much to be desred in terms of the precision of its questions, the
Special Issue Hill provides an extremdy interesting glimpse of how Al sees the issues of knowledge

r epresentation.

The main result was overwheming divérsity - a veritable jungle of opinions. There is no consensus on any
question of substance. Brachman and Smith themselves highlight this throughout che issue, for it came as a
major surprise to them. Many (but of course not all!) respondents themselves felt the same way. As one said,
" Sandard practice in the representation of knowledge is die scandal of AT.

What is so overwhelming about the diversity is that it defies characterization. The role of logic and
theorem proving, just described above, arein evidence, but thereismuch else besides. Thereis notidy space
of undcriying issues in which r&spondents hence the field, can be plotted to reveal a pattern of concerns or_
issues. Not that Brachman and Smith could see. Not that thlsreader could See.

2.3. A Formulation of the Problem _

These three items - mydtification of the role of 'fepr&eentation, the residue of the. theorem—provi'ng
controversy, and the conflicting webwork of opinions on knowledge representation - are sufficient to indicate _
that our viewson repréentation and knowledge are not in satisfactory shape. However, they hardly indicate a
criss, much less a scandall At least not to me. Science easly inhabits periods of diverdty; it tolerates bad
lessons from the past in concert with gooﬁ ones. The chief sgnal these three send is that we must redouble our
effortsto bring some darity to the area. Work on knowledge and representation should be a priority item on

die agenda of our science.

No one should have any illusions that clarity and progress will be easy to achieve. The diversity Fhat is
represented in the Sl GART Special Issueis highly articulate and often highly principled. Viewed from afar,
any attempt to darifyy the issuesis smply one more entry into the cacophony - possibly treble, possibly bass,
but in any case a note whosefir st effect will be to increase dissonance, not diminish it.

Actually, these indicators send an ambiguous signal. An alternativé view of such stuationsin science is that
effort is premature. Only muddling can happen for the next while — until more evidence accumulates or
conceptionsripen esawherein Al to make evident patterns that now seem only one possbility among many.
Work should be left to those aready committed to the area; the rest of us should make progress where
progresscan clearly be made. * '
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Still, though not compelled, | wish to have ago at this problem.

I Wish to focus attention on the question: Wliat is knowledge? In fact, knowledge gets very little play in the
three indicatorsjust presented. Representation occupies center stage, with logic in the main supporting role. |
could claim that this is aready the key - that the conception of knowledge is logically prior to that of
representation, and until aclear conception of the former exists, the latter will remain confused In fact, thisis
not sa Knowledge is smply one particular entry point to the whole tangled knot. Ultimately, clarity will be
attained on all these notions together. The-path chrough which this is achieved will be grigt for those
interested-in the history of science, l_)ut isunlikely to affect our final under standing.

Tordterate: What isthe nature of knowledge? How isit related to representation? What is it that a system
has, when it has knowledge? Are we smply dealing with redundant terminology, not unusual in natural
language, which is bétter replaced by building on Che notions of data structures, interpreters, models (in the
ist_ri& sense used in logicX and thelike?_l think not | think knowledgeis a distinct notion, with its own part to
play in the nature of intelligence. '

2.4. The Solution follows from Practice

Before starting on matters of substance, |- wish to make amethodological point The solution | win propose
follows from the practice of AL Although die f.ormulation I'pr®nt may have some novelty, it should be
basically familiar to you, for it arisesfrom how we in Al treat knowledge in our work with intelligent systems.
Thus, your reaction may (perhaps even should) be "But that isjust.the way | have been thinking about
knowledge all along. What is this man giving me?' On the firs part, you arc right Thisisindeed the way Al
has come to uée the concept of knowledge. However, this is not the way the rest of the world uses the
concept On the second part, what | am giving you is a directive that your practice represents an important
sour ce of knowledge about the nature of intelligent systems. It isto be taken serioudly.

This point can use expansion. Every science develops its own ways of finding out about its subject matter.
These get tidied up in meta-models about scientific activity, eg, the so éalled scientific method in the
experimental sciences. But these are only models; in redlity, there is immense diversity in how scientific
progressismade.

For ingance, in computer science many fundamental conceptual advances occur by (scientifically)
uncontrolled experiments in our own style of computing.* Three excellent examples are the develdpments of

‘Computer science is not unique in having modes of progress that don't fit easly into the sandard frames In the heyday of
paleontology, major conceptual advances occurred by stumbling across the bones of immense beasies. Neither controlled
- experimentatioi nor theoretical prediction played appreciableroles. ;

t




PAGES8

time-sharing, packet switched networks, and locally-networked personal computing. These are major
conceptual advances that have broadened our view of the nature of computing. Their primary validation is
entirey informal. Scientific activity ofa_moretrad{tional kind certainly takes place - theoretical development
with careful controlled testing and evaluation of results. But it happens on the details, not on the main
conceptions. Not ever'yone under sands the necessary scientific role of such experiments in computational
living, nor that sandard experimental techniqué canhot provide the same information. How else to explain,
for example, the calls for controlled experimental validation that speech understanding will be useful to
computer science? When that experiment of style is finally performed there will be no doubt at dlL No
gandard experiment will be necessary. Indeed, none could have sufficed. .

As an example related to the present paper, | have spent some effort recently in describing what Herb
Simon and | have called the Physical symbol system hypothesis (Newell & Simon, 1976, Newell, 1980b). This
hypothesis identifies a class of sysems as embodying die essential nature of symbols and as being the
necessary and sufficient condition for a generally intelligent agent Symbol systems turn out to be universal
computational systems, viewed from a different angle. For my point here, the important feature of this
hypothesis is that it grew out of the practice in Al - out of the devélopmen:c of list processing languages and
Lisp, and out of the gructure adopted in one Al program after another. We in Al were led to an adequate
notibn of alsy'mbdl by our practice. In the standard catechism of science, thisis not how great ideas develop.
Major ideas occur because great s‘cientists discover (or invent) them, introducing them to the scientific
community for testing and-eaboration. But here, working sciehtists have evolved a new major scientific
concept, under partial and alter native guises. Only gradually hasit acquired its proper name.

The notions of knowledge and representation about to be presented also grow out of our practice. At least,
so | assert That does not give them immunity ftom criticism, for in listening for these lessons | may have a tin
ear. But in so far asthey are wanting, the solution liesin more practice and more attention to what emerges
there as pragmatically successful Of course, the message will be distorted by many things, eg, peculiar twists
in the evolution of computer science hardware and software, our own limitations of view, etc. But our practice
remains a source of knowledge that cannot be obtained ffom anywhere else. Indeed, Al as a fidd is
committed to it Ifit is fundamentally flawed, that will just be too bad for us. Then, other paths will have to
be found from esewher e to discover the nature of intelligénce.
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3. THE KNOWLEDGE LEVEL
| am about to propose the existence of something caled die knowledge level, within which knowledge is to
bedefined. To state thisdearly* requi res firg reviewing the notion of computer systemslevels.

3.1. Computer Systems Levels

Ftgure 3-1 shows the standard hierarchy, familiar to everyone in computer science.  Conventionadly, it
starts at the bottom with the devicelevel then up to the circuit level then the logiclevel with itstwo sublevels,
combinatorial andsequential circuits, andtheregister* transfer |evel thentheprogramlevel (referredtodsoas
the symboliclevel) andfinally, at the top, the configuration level (aso cdled the PMSor Processor-Memory
Switch level). We have drawn the configuration level to one side, since it lies directly above both the symbol
levd and the register-transfer level. ) o

Configuration (PMS) Uvei

Pioerem (Symbol) UvcL

}u-cunl
Jjogie Circuit Sublevel ;

«Cfccuft Level

Device Level

Figure>1: Computer sysem levels.

The notion of levels occurs repeatedly throughout science and philosophy, with varying degrees of utility
.and precision. In. computer science the'notion is quite precise and highly operational Figure 3-2 summarizes
-te essentid attributes. A level consistsof amediumthat is to be processed, componentsthat provide primitive
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processing, laws of composition that permit components to be assembled into systems, and laws of beluivior |
that determine how system behavior depends on the component behavior and the structure of the system.
There are many variant instantiations of a given level eg, many programming systems and machine bnguages
and many register-transfer systems.”

Aspects Register-Transfer Level Synbol  Level

Syst ens _ Di.gital Syst ens Conput ers
Medi um Bit vectors _ Synbbl S, expressions
Conponent s Regi sters Menor i es

Functional. units Oper ations
Conposition Laws  Transfer path Desi gnation, association
Behavior Laws' .- Logical operations | éequential interpretafion

Figure 3-2: Defining aspects of acomputer systém level

Each level is defined in two ways. Fi-rst, it can be defined autonomously, Witho-ut reference to any other
levelL To an amazing degree, programmers need not know logic circuits, logic designers need not know
electrical circuits, managers can operate at the configuration level with no knowledge of programming, -and so
forth. Second, each level can be reduced to the level below. Each aspect of a level - medium, components,
laws of composition and behavior - can be def_i'ned in terms of systems at_the level next below. The
architecture is the name we give to the register-transfer level system that defines a symbol (programming)
level creating a machine Ianguége and making it run as described in the programmers manua for the -
machine. Neither of these two definitions of alevel is the more fundamental. It is essentia that they both exist
and agree.

Some intricate relations exist between and within levels. Any instantiation of a level can be .used to create

any instantiation of the next higher level. Within each level, systems hierarchies are possible, as in the

though currently dominated by dectrical circuits, variant circuit level ingantiations also exist eg, fluidfc circuits.
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subroutine hicrarchy at the programming level. Normally, these do not add anything special in terms of the
computer system hicrarchy itsclf. However, as we all know, at the program level it is possible to construct any
instantiation within any other instantiation (mo&ulo some rigidity in cncoding one data structure into
another), as in creating new programming languages. .

There is no need to spin oui the details of each level. We live with them every day and they are the swfF of
architecturc textbooks (Bell & Newell, 1971), machine manuals and digital component catalogues, not
research papers. However, it is noteworthy how radically the levels differ. The medium changes from
electrons and magnetic domains at the device level, to current and voltage at the circuit level, to bits at the
logic level (cither single bits at the logic circuit level or bit vectors at the register-transfer level), to symbolic
expressions at the symbol level, to amounts of data (measured in data bits) at the configuration level. System
characteristics change from continuous to discrete processing, from parallel to scrial operation, and so on.

Despite this variety, all levels share some common features. Four of these, though transparently obvious,
are important to us:

1. Specification of a system at a level always determines com{:letely a definite bchavior for the
system at that level (given initial and boundary conditions).

2. The behnv:or of the total system results from the loml effects of each componcnt of the system
processing the medium at its inputs to produce its output.

3. The immense variety of behavior is obtained by system structure, ie, by the variety of ways of
assembling a small number of component types (though perhaps a large number of instances of
each type).

4. The medium is r&hzed by state-like propcma of matter, which remain passive until changed by
the components.

Computer systems levels are not simply levels of abstraction. That a system has a description at a given
level does not necessarily imply it has a description at higher levels. There is no way to abstract from an
arbitrary electronic circuit to obtain a logic-level system. There is no way to abstract from an arbitrary register-
transfer system to obtain a symbol-level system. This contrasts with many types of abstraction which can be
uniformly applied, and thus.have a certain: optional character (as in abstracting away from the visual
appearance of objects to their masses). Each computer system level is a specialization of the class of sysiems
capable of being described at the next lower. level. Thus, it is a priori open whether a given level has any
physical realizations.

In fact, computer systems at all levels are realizable, reflecting indirectly the structure of the physical world.
But more holds than this. Computer systems levcels are realized by technologies. The notion of a technology
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~ hasnot received the conceptual attention it deserves. But roughly, given a specification of a particular system
at alevd, if is possible to congtruct by routine means a physical sysem that rcali/cs that speciftcation. Thus,
systems can be obtained to specification within limits of time and cost. It is not possible to invent arbitrarily
additional computer system levels that nestle between existing levels. Potenti.al Ievells do not become
technologies, just by being thought up. Nature hasa say in whether a technology can exist

Computer syssem levels are approximations. All of the above notions are realized in the real world only to
various degrees. Errors at lower levels propagate to higher ones, producing behavior that is not explicable
within the higher level itself. Technologies are imperfect, with constraints that limit the size and complexity
of systems that can actually be fabricated. These condraints are often captured in design rules (eg, fan-out
limits, stack-depth limits, etc), which transform system design from routine to problem solving. If the

“complexities become too great, the means of system creation no longer congtitute a technology, but an arena

of creative invention. .

We live quite comfortably with impgrf'ectlsystem levels, especially at the extremes of the hierarchy. At the
bottom, the de;/ice level is not complete, being used only to devise components at the circuit level. likewise,
at the top, the configuration level is incomplete, not proviaing a full set of behavioral laws. In fact, it is more
nearly a pure Ieve_l of abgtraction than a true system level. This accounts for_both symbol level and register-
trandfer level systems having configuration (PMS) level abstractions® o

These levels provide ways of describing computer systems; they do not provide ways of describing their
environments. This may seem somewhat unsatisfactory, because a Iével does not then provide a general
dosed description of an entire universe, which is what we generally expect (and get) from a level of scientific
description in physics or chemisgtry. However, the dtuation is understandable enoygh. System design and
analysis requires only that the interface between the environment and the system (ie, the inner side of the
transducers) be adequately described in terms of each level, eg, as electrical signals, bits, symbols or whatever.
Almost never does the universe of syssem plus environment have to be modeled in toto, with the structure
and dynamics of the enviro_nment described in the same terms as the system itsdf. Indeed, in general no such
description of the environment in the tonns of a given computer level exists. For instance, no register-transfer
level description exists of the airplane in which an airborne computer resdes. Computer sysem levels
describe the internal sructure of a particular class of systems, not the structure of a total world.

To-sum up, computer system levels are a reflection of the nature of the physical world. They are not just a
point of Yiew that exists solely in the eye of the beholder. This reality comes from computer sysem levels

*See BeO. Grason & Newcii (1972) for aPMSapp'road"l totheregider-transfer tevel
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being genuine specializations, rather than beingjust abstractions chat can be applied uniformly.

3.2."A New Level

| now propose that there does exist yet another system level, which | will call the knowledgelevel It isatrue
systemslevel, in che sense we havejust reviewed. The chrusc of this paper is chat distinguishing chis level leads
to a smple and satisfactory view of knowledge and repr.eeentaiion. It dissolves some of che difBcuities and
confusions we have about chis aspect of artificial intelligence.

A quick overview of Che knowledge level, with an indication of some of its immediate consequences, is

useful before entering into details.
«

Thésystem at che knowledge level is the agent. The componentsat che knowledge level are goals, actions,
and bodies. Thus, an agent is composed of a set of actions, a set of goals and a body. The medium at che
knowledge level is knowledge (as might be suspected). Thus, che agent processes its knowledge to determine
the actions to take. Finally, che.behavior law is the principle of rationality: Actions are selected Co attain the '
agent;sgoals

To treat a 5ystem' at the knowledge level is to treat it as héving sdme_knowledge and some goals, and
believing it will do whatever is within its power to attain its goals, in so far as its knowledge indicates. For
example: -

« " She knows where chis restaurant is and said she'd meet me hefe. | don't know why she hasn't
" arrived.”

* "Sure, hell fix it. He knows about cars**

 "Ifyou know that 2 + 2 = 4, why did you write 57"

Theknowledge level sits in* the hierarchy of systemslevelsimmediately above che symbol level, as Figure 3*
3 shows. Its components (actions, goals, body) and its medium (knowledge) can be defined in terms of
systemsat the symbol level, just asany level can be defined by systemsat the level one below. The knowledge -
level has been placed side by side with the configuration level The gross anatomical description of a
knowledge-level system is smply (and only) chat che agent has as parts bodies of knowledge, goals and
actions. They are all connected together in chat they enter into che determinadon of what actionsto cake This.
dructure carries essentially no inforrﬁation; the specification at che knovvlédge level is provided entirely by
the content of che knowledge and che goals, not by any structural way they are connected together. In effect,
the knowledge level can betaken Co haveadegeherateconfiguration level.
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As is tnie of any lovel athough the knowledge levd can be constructed -from the level bdow (ie, the
symbol level), it dso has an autonomous fonnulation as an independent lovel Thus, knowledge can be
defined independent of the symbal level, but can aso be reduced to symbol systems.

Knowledge Level Configuration (PMS) Level

Program (Symbol) Level

ReQteier-Trmnsfer Subleved.

)

VLogicLevel
Logic Circuit SuWeve* J -
CfccuttUvel

OcvicelLevel

Figure>3: New verson of computer system levels.

Asthefigure makes evident, the knowledge leve is a separate level from die symbol icya. Rdative to the
costing view of the computer systems hierarchy, the symbol level has been split in two, one aspearemaning
asthe symbol level proper and another aspect becoming the knowledge level  The description of a system as
exhibiting intelligent behavior sail requires both levels, as we shdl- see, Intelligenf sysems are not to be
described exdusively in terms of the knowledge level

To repeat the find remark of the prior section: Computer system levels redly exist, as much as anything
exists. They are not just a point of view. Thus, to claim that the knowledge level exigts is to make a scientific
claim, which can range from dead wrong to dightly askew, in the manner of all scientific clams. Thus, the
matter needs to be put asahypothesis:

TheKnowledgeLevel Hypothesis: Thereexistisadistinct computer sysems|icycl lyingimmediately
above the symbal- level which is characterized by knowledge as the medium and the principle of
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rationality asthe law of behavior. .
Some preliminary feding for the nature of knowledge accbrding to this hypothesis can be gained from the
following remarks: '
* Knowledge is intimately linked with rationality. Systems of which rationality can be posited can

be said to have knowledge. It is unclear in what sense other systems can be said to have
knowledge.

« Knowledge is a competence-like notion, being a potential for generating action.’

# The knowledge level isan approxi-mation. Nothing guarantees how much of a system's behavior
can be viewed as occurring at the knowledge level.” Although extremely useful the approximation
isquite imperfect, not just in degree but in scope.

« Representationsexist at the symbol level being systems (datastructuresand processes) that realize
abody of knowledge at the knowledge level. v

+ Knowledgeservsastﬁe gpecification of what a symbol structure should be ableto do.

 Logics ar'e simply one class of representations among‘ many, though uniquely fitted to the aiudyss
ofknowledge and representation.

THow almost interchangeabléthe two.notions might be can be seen ffom a quotation from Chomsky (1975. p315): "In diepast | have

téed to avoid, or perhaps evade the problem of explicating ihe notion knowledge of language’ by using an invented technical term,
- namey the term ‘CTxporr®2%* in place of 'knowledge” .

»
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4. THE DETAILS OF THE KNOWLEDGE LEVEL

We begin by defining the knowledge level autonomoudly, ic, independently of lower system levels. Figure
3-2 (page 10) ligts what is required, though we will take up the various aspectsin a different order firgt, the
gructure, consigting of the system, components and laws for composing systems; second, the laws of behavior
(the law of rationality): and third, the medium (knowledge). After this we will describe how the knowledge
level reducesto the symbol level _

Againg the background of the common features of the familiar computer system levels listed earlier (page
11), there will be four surprisesin how the knowiedgelevel is defined. These will stretch the notion of system
level somewhat, but will not break it.

4.1. The Structure of the Knowledge Level
An agent (the system at the knowledge level), hasan extremey simple sructure, so smple there is no need
even to pictureit

Firg, the agent has some physical body with which it can act in the environment (and be acted upon). We
talk about the body as if it conssts of a set of actions, but that is only for smplicity. It can be an arbitrary
physical system with arbitrary modes of interaction with its environment. Though this body can be arbitrarily
complex, its complekity lies external to the system described at the knoWIedge level, which simply has the
power to evoke the behavior of this physical system. .

Second, the agent has a body of knowledge. This body is like a memory. Whatever the agent knows at
some time, it continues to know. Actions can add knowledge to the exigting body of knowledge. Howéver, in
terms of structure, a body of knowledge is extremely smple compared to a memory, as defined at lower’
computer system-levels. There are no structural congraints to the knowledge in a body, either in capacity (ie,
the amount of knowledge) or in how the knowledgé is held in the body. Indeed, there is no notion of how
knowledge is held {encoding is a notion at the symbol level, not knowledge level). Also, there are no well-
defined structural properties associated with access and augmentation. Thus, it seems preferable to avoid
calling the body of knowledge a memory. In fact, referring to a "body of knowledge', rather than just to )
"knowledge', is hardly more than a manner of speaking, since this body has no function except to be the
physical component which has the knowlédge.

Third, and finally, the agent has a set of goals. A goal isa body of knowledge of a staie. of affairs in the
environment. Goals are gructurally distinguished from the main body of knowledge. This permits them to
enter into the behavior of the agent in a distinct way, namely, that which the organism drivesto realize. But,

"except for this distinction, goal components arc sructurally identical to bodies of knowledge. Relationships
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exist between goals, of course, but these are not realized in the structure of the system, but in knowledge.

There are no laws of composition for building a'knowle-dge level system out of these components. An agent
always hasjust these components. They all enter directly info the laws of behavior. There is no way to build

up complex agentsfrom them.

This complete absence of significant structure in the agent is the firg surprise, running counter to the
common feature at all levels that variety of behavior is realized by variety of sysem sructure (point 3, page
11). Thisis not fortuitous, but is an essential feature of the knowledge levcL The focus for determining the
behavior of the system redts with the knqwledge, ie, with the content of what is known. The internal sructure
of the system is defined exactly so that nothing need be known about it to predict the agent's behavior. The
-behavior is to depend only what the agent knows, what it wants and what means it has for interacting
physically with the environment.

4.2.The Principle of Rationality
The behavioral law that governs an agent, and permits prediction of its behavior, is the rational principle
that knowledge will be used in the service of goals® Thiscan be fhimulated more precisely as follows:

Principle of rationality: If an agent has knowledge that one of its actions will lead to one of its
goals, then the agent will select that action. : -

This principle asserts a connection between knowledge and goals, on the one hand, and die selection of
actions on the other, without specification of any mechanism through which this connection is made. It
coanets all the components of the agent together directly.

This direct determination of behavior by a global principle is the second surprise, running counter to the
common feature at all levels that behavior is detérmined bottom-up through the local processing of
components (point 2, page 11). Such global principles arc not incompatible with sysems whose behavior is
also describable by mechanigtic causal laws, as testified by various global priniciples in physics, eg, Fermat's
principle of least time in geometrical optics, or the priniciple of least effort in mechanics. The principles in
physicsare usually optimization (ie, extremum) principles. However, the principle of rationali'ty does not have
built into it any notion of optimal or ‘best, only the automatic connecﬁon of actions to goals according to
knowledge.

Under certain smple conditions, the principle as gated permits the calculation of a syssem's trajectory,

Tim principle is not intended to be directly responsive to all the extensive philosophical discussion on rationality, eg. the notion that
nriomiify implies theability for an agent to give reasons for what it docs.
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given the requisite initial and boundary conditions (ic, goals, actions, initial knowledge, and acquired
knowledge as determined by actions). However, the principle is not sufficient to determine the behavior in
many situations: Some of these situations can be covered by adding auxiliary principles. Thus, we can think

of an extended principle of rationality, building out from the centralor main principle, given above.

To formulate additional principles, the phrase selecting an action istaken to mean that the action becomesa
member of a candidate set of actions, the selected seu rather than being the action that actually occurs. When
all principlesarc taken into account, if only one action remainsin the selected set, that action actually taken is
determined; if several candidates remain, then the action actually taken is limited to these possibilitia An
action can actually be taken only if it is physically possible, given the stuatlon of the agent's body and the
resour ces available. Such I|m|ts to action will affect the actions sdlected only if the agent has knowledge of
them.

The main principle is silent about what happens if the principle applies for more than one action for a
given goal. Thiscan be covered by the following auxiliary principle:

Equipoténce of acceptable actions: For given knoWIedge, if action A, and action A, both lead to
goal G, then both actions are selected.’

This principle smply asserts that all ways of attaining the goal are equally acceptable from the standpoint of
" thegoal itsdf. Thereis no implicit optimality principle that selects among such candidates, '

The main principle is also silent about what happens if the principle applies to several goalsin a given
gtuation. A simple auxiliary principle is die following. '

Preference of joint goal satisfaction: For given knowledge, if goal G4 has the set of selected actions
{Aj J and goal G; has the set of selected actions {AQ} then the effective set of sdlected actions is
the Tnter section of { A"} and {Au}

It is better to achieve both of two goals than ether alone. This pr|nC|pIe determln&s behavior in many
otherwise ambiguous situations. If the agent has general goals of minimizing effort, minimizing cost, or doing
thing* in a smple way, these general goals select out a specific action from a set of otherwise equipotent task-

specific actlons

However, this principle ofjoint satisfaction still goes only alittle ways further towards obtaining a principle
that will determine behavior in all situations. What if the inter section of selected action sets is null? What if
there are several mutually exclusive actions leading to several goals? What if the attainment of two goals is
mutually exclusive, no matter through what actions attained? These types of situations too can be dealt with

or smplicity, in this principle and others, no explicit mention is made of the agent whose goals, knowledge and actions are under
discassion.
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by extending the concept of a goal to include goal preferences, that is, specific prefercnces for one state of the .
affairs over another that are not grounded in knowledge of how these states differeatiaily aid in reaching some
common supcrordinate goal.

Even this extended principle of rationality does not cover all situations. The central principle refers to an
action leading (o a goal. In the real world it is often not cicar whether an action will attain a specific goal. The
difficulty is not just one of the possibility of error. The actual outcome may be truly probabilistic, or the
action may be only the first step in a scquence that depends on other agents’ moves, etc. Again, extensions
exist to deal with uncertainty anc.? risk, such as adopting expected value calculations and principles of

minimizing maximum loss.

In proposing each of these solutions, I am not inventing anything. Rather, this growing extension of
rational behavior moves along a well-explored path, created mostly by modern day game theofy,
econometrics and decision theory (Von Newmnann & Morgenstern, 1947, Luce & Raiffa, 1957). It need not be
retraced here. The exhibition of the. first few elementary extensions can serve to indicate the total
development to be taken in search of a principle of rationality that always dctermines the action to be takca.

Complete retracing is not necasary because the the path does not lead, even ultimately, to the desired
principle. No such principle exists.l® Given an agent in the real world, there is no guarantee at all that his
knowledge will determine which actions realize which goals. Indeed, there is no.guarantee even that the
difficulty resides in the incompleteness of the agent’s knowledge. There need not exist any state of knowledge
that would determine the action. '

The point can be brought home by recalling Frank Stockton’s famous short story, The Lady or the Tiger?
The upshot has the lover of a beautiful princess caught by the king. He now faces the traditional ordeal of
judgment in this ancient and barbaric land: In the public arena he must choose t0 open one of two utterly
indistinguishable doors. Behind one is a ferocious tiger and death; behind the other a lovely lady, life and
marriage. Guilt or innocencce is determined by fate. The princess alone, spurred by her love, finds out the
secret of the doors on the night before the triak. To her consterhar.ion she finds that the lady behind the door
will be her chief rival in loveliness. On the judgment day, from her seat in the arena beside the king, she
indicates by a barely perceptible nod which door her lover should open. He, in unhesimtir‘xg faithfulness, goes
directly to that door. The story ends with a question. Did the princess send her lover to the lady or the tiger?

mAn adequate critical recounting- of this intellectual development is not possible here. Formal systems (utility fields) can be

constructed that appear to have the right property. But they work. not by connecting actions with goals via knowledge of the task
environment, but by positing of the agent a complete sct of zoals (acwaily. preferences) that direatly specify all action ;clecuoas over ail
combinations of task m(mmobabﬂmcmmermm) Such a move n:mauy abandons the enterprisc.
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Our knowledge-level mode* of the princess, even if it were to include her complete knowledge, would not
tell us which she chose. But the failure of determipancy is not the model's. Nothing sayé that multiplé goals
need be compatible, nor that the incompatibility be resolvable by any higher principles. The dilemma belongs
to the princess, not to the scientist attempting to formulate an adequate concept of the knowledge level. That
she resolved it is clear, but that her behavior in doing so was describablc at the knowledge level docs not

follow.

Thisfailure to determine behavior uniquely i's the third surprise, running counter to the common feature at
.all levelsthat a system is a determinate machine (point 1, page 11). A complete description of a system at the
program, logic or circuit level yields the trajectory of the sysem's behavior over time, given initial and
boundary conditions. Thisis taken to be one of its important properties, consstent with being the description
~ofa deterministic (macro) physical system. Yet, radical incompleteness characterizes the knowledge level.
Sometimes behavior can be predicted by the knowledge level description;.often it cannot. The incompleteness
is not just a failure in certain special stuations or in some small departures. The term radical is used to
indicate that entire ranges of behavior may not be describable at the knowledge level, but only in terms
systems at a lower level (namely, the symbolic level). However, the'ntf/ of accepting this incompleteness
isan essential aspect of this level '

4.3. The Nature of Knowledge _

Theground is now laid to provide the definition of knowledge. As formulated so far, knowledge is defined
to be die medium at die knowledge level, something to be processed according to the principle of rationality -
toyield behavior. Wewish to elevate thisinto acomplete definition: '

Knowledge: Whatever can be ascribed to an agent, such that its behavior can be computed
according™} the principle of rationality.

* Knowledge is to be characterized entiréy functionally, in terms of what it does, not structurally, in terms of
physical objects with particular properties and relations. This still leaves open the requirement for a physical
sructure for knowledge that can fill the functional role. In fact, that key role is never filled directly. Instead,
it is filled only indirectly and approximately by symbol systems at die_next lower level These are total
systems, not just symbol structures Thus, knowledge, though a medium, is embodied in no medium-like
passive physical structure.

This failure to have the medium at the knowledge level be a gatelike physcal gructure is the fourth
surprise, running counter to die common feature at ail levels ofapaséive medium (point 4, page 11). Again, it
is an essential feature of fhe knowledge level giving knowledge its special abstract and competence-like
character. One can sec on the blackboard a symbolic expression (say a list of theorem names). Though the
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actual seeing is atad harder, yet there is till no difficulty seeing this same expression residing in a definite set
of memory cells in a computer. The same is true at lower levels - the bit vectors at the register-transfer level
- marked on the blackboard or residing in a register as voltages. Moreover, the medium at one level plus
additional static structure defines the medium at the next level up. The bit plus its organization into registers
provides the bit-vector, collections of bit vectors plus functiona speciaization* to link fields, type fields, etc.,
definesthe symbolic expression. All thisfails at the knowledge level. The knowledge cannot so easily be seen,
only imagined as the result of interpretive processes operating on symbolic expressions. Moreover, knowledge
is not just a collection of symbolic expr ons plus some static organization; it requires both processes and
data structures.

-

The definition above may seem like a reverse, even perverse, way of defining knowledge. To understand it
- to see how it works, why it is necéssary, why it is useful, and why it is effective — we need to back off and
examine the situation in which knowledge is used. v-

How it works. Figure 4-1 shows the situat_i on, which involves an observer and an agent. The observer treats
the agent as as.ystem at the knowledge ievel, ie, ascribes knowl edge and goalsto it. Thus, the observer knows
the agent's knowledge (K) and goals (G), along with his possible actions and his environment (these latter by
direct observation,- say). In consequence, the observer can make predictions of the agent's actions using the
principle of rationality. ‘ ‘ |

Assume the observer ascribes correctly, ie, thé agent behaves as if he has knowledge K and goals G. What
the agent really has is a symbol system, S, that permits it to carry out the calculations of what actions it will
take, because it has K and G (with the given actionsin the given environment).

The observer is itself an agent, ie, is describable at the knowledge level There is no way in this theory of
knowledge to have a system that is not an agent have knowledge or ascribe knowledge to another system.
Hence, the observer has all this knowledge (ie, K\ consisting of knowledge K, knowl edge that K is the agent's
knowledge, knowledge G, knowledge that these are the agent's goals, knowledge of the agent's actions, etc.).
But what the observer realiy has, of course, isasymbol system, S\ that lets it calculate actions on the basis of
K, goals, etc” ie, calculate what the agent would do if it had K and G.

Thus, as the figure shows, each agent (the observer and the observed) has knowledge by virtue of a symbol
system that provides the'abilily to act as if it had the knowledge. The total system (ie, the dyad of the
observing and observed agents) runs without there being any physical structure that is the knowledge.

“Why it is necessary. EYCTI gr'anting the scheme of Figure 4-1 to be possible, why cannot there smply be
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Figure4*1: Thestuation in which knowledgeisused.
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some physical structure that corresponds to knowledge? Why are not S and S smply the knowledge? The
diagram seems similar to what could be drawn bqween any two adjacent system Ievels;, and in these other
cases corresponding dructures do exist at each level For example, the medium at the symbol leve (the
symbolic expressions) corresponds to the medium at the ref_:;ister-trana‘er level (the bit vectors). The higher
medium is smply a specialized use of the lower medium, but both arc physical sructures. The same holds
when we descend from the regiger-transfer Iével (bit vectors) to the logic circuit level (single bits); the
relationship is smply one of aggregation. Descending to the circuit level again involves specialization in
which some feature of the circuit level medium (eg, voltage) is taken to define the bit (eg, a high and a low
voltagelevel). | -

* Theanswer in a nutshell is that knowledge of the world cannot be captured in a finite structure. The world
istoo rich and agents have too great a capability for responding.”* Knowledge is about the world. Insofar as
an agent can select actions based on some truth about the world, any candidate structure for knowledge must
contain that truth. Thus knowledge as a sructure must contain at least as much variety as the set of all truths

(ie, propositions) that the agent can respond to.

A representation of any fragment of the world (whether abstract or concrete), reveals immediately that the
knowledge is not*finite. Consider our old friend, the chess position. . How many propositions can be stated
about the position? For a given agent,, only propositions need be considered that could materially éffect an
action of the agent relative to its goal But given a reasonably intelligent agent who desires to win, the ligt of
aspects of the position are unbounded. Can the Queen take the Pawn? Can it take the Pawn next move? Can
it if the Bishop moves? Can it if the Rook is overtaken? Isapin possible that win unblock the Rook attacker
beforea King side attack can be mounted? And so on.

A seemingly appropriate objection is: (1) the agent is finite so can't actually have an unbounded anything;
and (2) the chess position is alsojust a finite structure. However, the objection fails, because it is not possible
to statefrom afar (ie, from the observer's viewpoint) a bound on the set of propositions about the position that
win be available. Of course, if the observer had a model of the agent at the symbolic process level then a
(possibly accurate) prediction might be made. But the knowledge level is exactly the level that abgtracts away
from symbolic processes. Indeed, the way the observer determines what the agent might know is to consider
what he (the observer) can find out. And this he cannot determine in advance.

The dtuation here is not redly srange. The underlying phenomena is the generative ability of
computational systems, which involves an active process working on an initially- given data structure.

uAfcntswith finite knowledge are certainly possible, but would be extraordinarily limited.
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Knowledge is die posited extensive form of ail that can be obtained potentially from the process. This
potential is unbounded when the details of processing are unknown and the gap is closed by assuming (from
the principle of rationality) the processing to be whatever makes the correct selection. Of course, there are

limitsto this processing, namely, that it cannot go beyond the knowledge given.

What the computational system generates are selections of actions for goals, conditioned on states of the
world. Each such basic means-ends relation may be taken as an element of knowledge. To have the
knowledge available in extension would be to have al these possible knowledge elements for dl the goals,
actions and states of the world discriminable to the agent at the giveh momenL  The knowledge could then be
thought of as a giant table full of these knowledge elements, but it would have to be an infinite table.
Consequently, this knowledge (ie, these elements) can only be created dynamically in time. If generated by
some simple procedure, only relatively uninteresting knowledge can be found. Interesting knowledge

requiresgenerating only what is relevant to the task at hand, ic, generating intelligently.

Why it is useftii The knowledge Ie\{el permits predicting and understanding behavior without having an
operational mc;del of the proé ng that is actualy being done by the agent The utility of such alevel would
seem dear, given the widespread need in life's affairs for distal prediction, and also the paucity of knowledge
about the internal workings of humans.*? The utility isalso clear in designing Al systems, where the internal
mechanisms arc still to be specified. To die extent that Al systems successfully approximate ratibnal agents, it
isalso useful for predicting and understanding them. Indeed, the usefulness extends beyond Al systems to all

computer programs.

Prediction of behavior is not possible without knowing something about the agent. However, what is
known is not the processing structure, but the agent's knowledge of its external environment, which is also
accessible to the observer directly (to some extent). The agent's goas must also be known, of course, and
these certainly are internal to the agent But they are relatively stable characteristics that can be inferred from
behavior and (for humén adults) can sometimes be conveyed by language. One way of viewing the
knowledge level is as the attempt to build as good a model of an agent's behavior as possible based on
information external to the agent, hence permitting distal prediction. This standpoint makes understandable
why such alevel might exist even though it is radically incomplete. If such incompleteness is the best that can
- be done, it must be tolerated.

Why it is effective. The knowledge level being indirect and abstract might be thought to be excessively
complex, even abstruse. It could hardly have arisen naturally. On the contrary, given the situation of Figure

"?And also animals, some of which are usfully described at the knowledge level.
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4-1, it arises as day follows night. The knowledge attributed by the observer to the agent is knowledge about |
the éxternal world. If the observer takesto itself the role of the other (ic, the agent), assuming the agent's goals
and attending to die common external environment, then the actions it determines for itsdlf, win be those that
the agent should take. Its own computational mechanisms (ie, its symboalic syétem) will produce the

predictions that flow from attributing the appropriate knowlédge to the agent.

This scheme works for -the observer without requiring the development of any explicit theory of the agent
or the congtruction of any computational model. To be more accurate, al that is needed is a single general
purpose computational mechanism-, namely, creating an embedding context that posits the agent's goals and
symbolizes (rather than executes)‘ the resulting actions®® Thus, simulation turns out to be a central

mechanism that enablesthe knowledge level and makesit ussful*

4.4. Solutions to the Representation of Knowledge

*The principle of rationality provides® in effect, a general functional equation for knowledge. The problem
for agentsisto find systems at the symbol level that are solutions to this functional equation; and hence can
serveas representations of knowledge. That, of course, isalsoour own.problem, as scientists ofthéintelligent
If we wish to sudy the knowledge of agents we must use representations of that knowledge. Little progress
can be made given. onIy abstract characterizations. The solutlons that agents have found for ther own'
purposm are also potentially useful solutions for scientific purposes, quite independently of their interest
becausethey areused by agentswhose intelligent processing we wish to study.

Knowledge, in the principle of rationality, is defined entirely in terms of the environment of the agent, for it
isthe environnﬁent that is the abject of the agent's goals, and whose features ther efore bear on the way actions
can attain goals. This is true even if the agent's goals have to do with the agent itself as a physical system.
Therefore, die solutions are ways to say things about the environment, not waysto say things about reasoning,
internal information processing states, and the like**

Logics are obvious candidates. They are, exactly, a refined means for saying things about environments.
L ogics certainly provide solutions to the functional equation. One can find many stuations in which the
agent's knowledge can be characterized by an expression in a logic, and from which one can go through in
mechanical. detail all the steps implied in the principle, deriving ultimately the actions to take and linking

l:'Hovwever obtaining thisis till not acémpletely trivial cognitive accomplishment, asindicated by the emphasison egoccntrlsm.ln the
etrty work of Piaget (1927) and the significance of taking the role of the other in the work of the social philosopher, George IL Mead
(1934), who isgenerally credited with originating the phrase.

1-4prever, control over internal processing does require symbolsthat designate internal processing statesand structures.”
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them up via a direct semantics so the actions actually occur. Examples abound. They do not even have to be
limited to mathematics and logic, given the work in Al to use predicate logic (eg, r'esoIUtion) as the symbol
level structures for robot tasks of spatial manipulation and movement, as wel as for many other sorts of tasks
(WIsson, 1980). )

A logic isjust a representation of knowledge. It is not the knowledge itseif, but a structure at che symbol
level. Ifwe are given a set of logical expressions, say {1}, of which we are willing to say that the agent " knows
{L;}-, then theknowledge K that we ascribeto the agent is.

The agent knowsall that can be inferred from the conjunctidn of{Li}.
This statement ssimply expresses for logic what has been set out more generally above. There exists a symbol
system in the agent that is able to bring any inference from {Lr} to bear to select the actions of the agent as
appropriate (ie, in the services of the agent's goals). If this symbol system uses the clauses themsalves as a
representation, then presumably the active prdcesses would consist of a theorem prover on the logic, along
with sundry heurigtic devices to aid the agent in arriving at the implications in time to perform the requisite
actlon sdlections-

This statement should bring to prominence an important question, which, if not already at the forefront of
concern, should be. '

Given fhat ahuman cannot know all the implications of an (arbitrary) set of axioms, how can such
aformulation of knowledge be either correct or useful?

Philosophy has many times explicitly confronted the propostion that knowledge is the logical closure of a set
of axioms. It has seemed s0 obvious. Yet the proposal has always come to grief on the rocky question above.
Itistrivial to generate counterexamples that show a person cannot possibly know all that isimplied. In afield
wher e counterexamples are a primary method for making progress, this has proved fatal and the proposal has
little standing.”®  Yet, the theory of knowledge being presented here embraces that the knowledge to be
associated with a conjunction of logical expressionsis itslogical closure.. How can that be?

The answer isgtraightforward. The knowledge level is only an approximation* and a reatively poor one on
many occasions - we called it radically incomplete. It is poor for predi'cting whether a person remembers a
telephone number just looked up. It is poor for predicting what a person knows given a new set of
mathematical axioms with only a short time to sudy them. And so on, through whole meadows of
counterexamples. Equally, it is a good approximation in many other cases. It is good for predicting that a
person can find hisway to the bedroom of his own house, for predicting that a person who knows arithmetic

AFdr example, both ihc beautiful formal treatment of knowledge by Hintikka (1962) and thework in Al by Moore (1980) continually
insist thai knowing P and knowing that Pimplies Q need not lead to knowing Q.
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will be able to add a column of numbers. And so on, through much of what is called common sense

knowledge.

- This move to appeal to approximation (as the philosophers are wont to call such proposals) seems wesak,
because declaring something an approximation seems a general purpose dodge, applicable to dissolving every
difficulty, hence dearly digpelling none. However, an essential part of the current proposal is the existence of
the second level of approximation, namely, the symbol level. We now have models of the symbol level that
describe how information processing agents arrive at actions by means of search - search of problem spaces
and search of global data bases - and how they map structures that are representations of given knowledge to
gructures that are representations of tak-state knowledge in order to create representations of solutions. The
dfscovery, development and daboration of this second level of approximation to describing and predicting

.2+ diebehavior of an intelligent agent has been what Al has been all about in the quarter century of its existence.
‘In-sum, given a theory of the symbol level, we can finally see that the knowledge level isjust about what
seemed obviousall along.

pLiming tc-) the search for sol ution.s to t'he functional'equation expressed by the principle of rationality,
logics are only (me candidate. They are in no way privileged.’® There are many other systems (ie,
“combinations of symbal structures and processes) that can yield useful .solutions. To be useful an observer
seed only use it to make predictions according to die principle of rationality. Ifwe consider the problem from
the point of view of agents, rather than of Al scientists, then the fundamental principle of the observer must
be; ) , '

To ascribe to an agent the knowledge associated with structure S is to ascribe whatever the
observer can know from structures.

Theories, models, pictures, physical views, remembered scenes, linguistic texts and utterances, etc., etc - all
these are entirely appropriate sructures for ascribing knowledge. They are appropriate because for an
observer to have these structures is also for it to havé means (ie, the symbolic processes) for extracting

knowledge from them.

Not only are logics not_privileged, there are difficulties with them. One, already mentioned in connection
with the resolution controversy, is processing inefficiency. Another is the problem of contradiction. From an
inconsistent conjunction of propostions, any propostion follows. Further, in general, die contradiction
cannot be detected or extirpated by any finite amount of effort One response to this latter difficulty takes the
form of developing new I-ogics or logic-like repreaentati'ons such as nonmonotonic logics (Bobrow, 1980).

Ithough the contrary migﬁt seem the case. The principle of rationality might seem to presuppose logic or at least its formulation

might Untangling this knot requires more care than can be spent here. Note only that it is we. the observer, who formulates the
-pfindpteof rationality (in somefepresenmion). Agentsonly useit: indeed, only approximateit.
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Another is to treat the logic as only an approximation, with a limited scope, embedding its usc in a larger '
symbol processing system. In any event, the cxistence of difficultics does not distinguish logics from other

candidate representations. It just makes them one of the crowd.

When we turn from the agents themselves and consider representations from the viewpoint of the Al
scientist, many candidates beccome problems rather than solutions. If the data structures alone are known (the
pictures, language expressions, and so on), and not the procedures used to generate the knowledge from them,
they cannot be used in engincered Al systems or in theoretical analyses of knowledge. The difficulty follows

simply from the fact that we do ndt know the entire representational systcm.r’

As a result, representatons,
such as natural language, speech and vision, become arcnas for research, not tools to be used by the Al
scientist to characterize the knowledge of agents under study. Here, logics have the virtue that the entire

system of data structure and processes (ie, rules of inference) has been externalized and is well understood.

_The devclopment of Al is the story o_f constructing many other systems that are—not logics, but can be used
as representations of knowledge. Furthermore. the development of mathematics, science and technology is in
part the story of bringing representational structures to a degree of explicitness very close to what is needed by
AL Often only relatively modest effort has been needed to extend sﬁch representations to be useful for Al
systems. Good examples are algebraic mathematics and chemical notations.

4.5. Relation of the Knowledge Level to the Symbol Level
Making clear the natre of imowledgé has alrcady required discussing the central care of the reduction of
the knowledge level to the symbol level. Hence the matter can be summarized briefly.

Figure 4-2 lists the aspects of the knowledge level and shows to what each corresponds at the symbol level.
Starting at the top, the agent corresponds to the total system at the symbol level. Next, the actions correspond
to systems that include external transducers, both input and output. An arbitrary amount of programmed
system can surround and integrate the operations that are the actual primitive transducers at the symbolic
level

As we have secn, knowledge, the medium at the knowledge level. corresponds at the symbol level to data
structures plus the processes that extract from these structures the knowledge they contain. To "extract
knowledge” is to participate with other symbolic processes in executing actions, just to the extcnt that the
knowledge leads to the selection of these actions at the knowledge level. . The total body of knowledge

7hs|micvamthatead|ofus.asagmtsraﬂ\eﬂhan;\lsacnﬂsl:.lnppenswmbodymofmc rcquxsucpmccdurs.so Iongaswe.
as Al scientists, cannot get them cxtcrnahzed appropriatcly.

.




PAGE29

Koowl edge. Level Synhol . Level

Agent | | _ _ Total synbol system

Acti ons Synbol systems with transducers
Know edge Synbol structure plus its processes
Goal s - (Know edge of goals)

Principle of rat lonality 'Tot al problem solving process

- Tignre4-2: Reduction of the Knowledge Level to the Symbol Level

corresponds, then, to thesum total of the memory structure devoted to such dataand processes.

A gosd is amply more knowledge, hence corresponds‘at‘ the symbol level to data structures and processes,
just as does ahy body of knowledge. Three sorts of knowledge are involved: knowledge of the desired state of
affairs; knowledge that the state of afféirs is desired; and knowledge of associated concerns, such as useful
methods, prior attempts to attain the goals etc It is of little moment whether these latter items arc taken as
part of the goal or as part of die body of knowledge of the world.

The principle of rationality corresponds at the symbol level to the processes (and associated data structures)
that attempt to carry out problem solving to attain the agent's goals. There is more to the total system than
just die separate symbol systems that correspond to the various bodies of knowledge. As repeatedly
emphasized, the agent cannot generate at any instant al ‘the knowledge that it has encoded in its symbol
systems that correspond to ks bodies of knowledge. It must generate and bring to bear the khowledge that, in
fact, isrelevant to its goals in the current environment

At the knowledge level, the principle of rationality and knowledge present a seamless surface: a uniform
principle to be applied uniformly to the content of what is known (ie, to whatever is the case about the world).
There is no reason to expect this to carry down seamlesdy to the symbolic level, with (say) separate
subsystems for each aspect and a uniform encoding of knowl edge. Decomposition must occur, of course, but
the separation into processes and data structures is entirely acreation of the symbolic level, which is governed
by processing and encoding considerations that have no existence at the knowledge level. The interface
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between the problem solving processes and the knowledge @(trz;{ction processes is as diverse as the potential
ways of designing intelligent systems. A look at existing Al programs will give some idea of the diversity,
though no doubt we sdil arc only at the beginnings of exploration of potential mechanisms. In sum, the
seamless surface at the knowledge level is most likely a pastiche of interlocked intricate structures when seen
from below, much like the smooth skin of a baby when seen under a microscope.

The theory of the knowledge level provides a definition of representation, namely, a symbol system that
encodes a body of knowledge. It does not provide a theory of representation, which properly exists only at the
symbol level and which tells how to creéte representations with particular properties, how to aria!yse their
efficiency, etc. It does suggest that a useful way of thinking about representation is according to the dogan
equation:

Representation = KnoWIedge + Access _ Loe e

The representation consists of a system for providing access to a body of knowledge, ie, to the knowledge in a
form that can be used to make selections of actions in the service of goals. The access function is not a smple
generator, producing one knowledge element (ie, means—eﬁdsrelation) after another. Rather, it isa system for
delivering the knowledge encoded in adata structure that can be used by the the larger system that represents
the knowledge about goals, actionsetc. Accessisacomputational process, hence has associated costs. Thus, a
representation .imposes a profile of computatipnal costs on delivering different parts of the total knowledge:
encoded in the repr-e&entation. '

Mixed systems- The classc relationship between computer system levels is that, once a level is adopted,
useful analysis and synthesis can proceed exclusively in terms of that level with only side studies on how
lower level behavior might show up aserorsor lower level condraints might condition the types of Sructures
that are efficient The radical incompleteness of the knowledge level leads to a different relationship between
it and the symbol level. Mixed systems are often consider ed, even becoming the norm on occasions.

One way this happensis in the disal prediction of human behavior, in which it often pays to mix a few
processing notions along with- the pure knowledge considerations. This is what is often called man-in-the-
street psychology. We recognize that forgetting is possible, and so we do not assume that knowledge once
obtained is forever. We know that inferences are available only if the person thinks it through, so we don't
assume the knowing X means knowing all the remote consequences of X, though we have no good way of
determining exactly what inferences will be known. We know that beople can only do a little processing in a
short time, or do less processing when under stress. Having only crude models of the processing at the symbol
level, thae‘mixed models are neither very tidy nor uniformly effective. The major. tool is the use of self as _
smulator for the agent. But mixed models are often better than pure knowledge-level models. '
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Another important cose of mixed models - especially for Al and computer science - is the use of the-
knowledge level to characterize components in a symbol-level description of a syssem. Memories are
described as having a given body of knowledge and messages are described as trandferring knowledge from
one memory to another. This carries all the way to design philosophies that work in terms of a " society of
minds' (Minsky, 1977) and to executive systems that oversee and analyse the operation of other internal
processing/T he utility of working with such mixed-level Systems is evident for both design and analysis. For
design, it permits specifications of the behavior of components to be given prior to specifying ther internal
dructure. For analyss, 1L lets complex behavior be summarized in terms of the external environments of the

components (which comprises the other internal parts of the system).

Describing a component at the knowledge level treats it as an intelligent agent The danger in this is well
known; it is called the problem of the homuncuius. If an actual system is produced, all knowledge-level
descriptions must ultimately be replaced by symbol-level descriptions and there is no problem. As such
‘replacement proceeds, the internal strugcture of die components becomes simpler, thus moving further away
from a structure that could possibly realize an intelligent agent. Thus, the interesting question is how the -
knowledge-level description can be a good approximation even though the subsystem being so described is
quite smple. The answer turns on the limited nature of the goals and environments of such agents, whose
specification isalso under the contral of the system designer.
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5. CONSEQUENCES AND RELATIONSHIPS' )
We have set out the theory in sufficient outline to express its general nature. Here follows some discussion

of itsconsequences, its relations to other aspects of Al, and its relations to conceptionsin other fields,

5.1« The Practice of Al .

At the beginning | claimed that this theory of knowledge derived from our practice in Al. Some of its
formal aspects clearly do not, especially, positing a digtinct systems level, which splits apart the symbol and
the knowledge level. Thus, it isworth exploring the matter of our practice briefly.

When we say, as we often do in explaining an action of a program, that "the program knows K" (eg, "the
theorem prover knows the distributive law" ), we mean that there is some sructure in the program that we
view as holding K and also that this structure was involved in sdecting the aétici)n in exactly the manner
claimed by the principlé of rationality, namely, the encoding of that knowledge is related to the goal the
actionisto serve, etc

T

More revealing, when we talk, as we often do. during the design of a.program, about a proposed data
gructure having or holding knowledge K (eg, "this table holds the knowledge of co-articulation effects’), we
imply that some brocme_must exist that takes that data structure as input and make selections of which we
can say.The program did action A because it knew K." Those processes may not be known to the system's
designer yet, but the belief exists that they can be found. They may not be usable when found,, because they
take too much time or space. Such consider ations do not affect whether " knowledge K is there", only whether
it can be extracted usefully. Thus, our notion of knowledge has precisdly a competence-like character.
Indeed, one of its main usesisto let ustalk about what can be done, before we have found out how to do it.

Most revealingly of all, perhaps, when we say, as we often do, that a program " can't do action A, because it
doesn't have knowledge K", we mean that no amount of processing by the processes now in the program on
the data Sructures now in the program can yield the selec;tion of A. (Eg, [This chess program can't avoid the
tie, because it doesn't know about repetition of positions’.) Such a statement presupposes that the principle
of rationality would lead to A given K, and no way to get A selected other than He}ving K satifies the
principle of rationality. If in fact some rearrangemenf of the processing did lead to sdecting A, then -
additional knowledge can be expected to have been imported, eg, from the mind of the programmer who did
the rearranging (though accident can confound expectation on occasion, of cour se).

The Hearsay Il speech understanding system (Erman, Hayes-Roth, Lessr, Reddy, 1980) provides a
concrete example of how the concept of knowledge is used. Hearsay has helped to make widespread a notion
of a system composed of numerous sour ces of knowlédge, each of which is associated with a separate module
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of the program (called, naturally enough, a knowledge source), and ail of which act cooperatively and
concurrently to attain a solution. What makes t’his idegi 0 attractive - indeed, $dudive - is that such a
system seems a close approximation to a system that operates purely at the knowledge level ie, purey in
terms of smply having knowledge and bringing it to bear. It permits design by identifying first a source of
knowledge in the abdract - eg, syntax, phonology, co-articulation, etc. ~ and then designing representations
and processes chat encode that knowledge and.provide for its extraction against a common representation of
the tak in the blackboard (the working memory). : '

This theory of knowledge has not arisen sui generis from unarticulated practice. On the contrary, the
fundamental insights on which the theory draws have been well articulated and are part of existing theor etical
notions, not only in Al but well beyond, in psychology and the social sciences. That an adaptive organism, by
- the very act of adapting, conceals its internal sructure from view and makes its behavior'solely a function of -
" the tak envirgnment, has been a mgjor theme in the artificial sciences. In the work of my colleague. Herb
Simon, it stretches back to the forties (Simon, 1947), with a concern for the nature of administrative man
versus economic man. In our book on Human Problem Solving (Newell & Simon, 1972), we devoted an entire’
chapter to an analyss of die task environment, which turned on precisély this point. And Herb Simon
devoted hisrecent talk at the for mative meeting of the Cognitive Science Society to a review of this same topic
(Simon, 1980), to which | refer you for awider discussidn and references. In sum, die present theory fsto be

seen asarefinement of this existing view of adaptive systems, not as a new theory.

5.2. Contributionsto the Knowledge Level vsthe Symbol Level

By distinguishing sharply between the knowledge level and the symbal level the theory implies an equally
sharp distinction between the knowledge required to solve a problem and the processing required to bring
that knowledge to bear in real time and real gpace. Contributions to Al may be of either flavor, ie, either to
the knowledge level or to the symbol level Both aspects always occur in particular studies, because
experimentation always occurs in total Al systems. But looking at the major contribution to science, it is
usually toward one pole or the other; only rardy is a piece of research innovative enough to make both types
of contributions. For instanéa the major thrust of the work on MY CIN (Shortliffe, 1976), was fundamentally
to the knowledge level, in capturing the knowledge used by medical experts. The processng, an adaptation of
well understood hotions of backward chaining, played a much smaller role. Similarly, the SNAC procedure
used by Berliner (1980) to improve radically .his Backgammon program was primarily a contribution to our
under standing of the symboal level, since it discovered (and amdiorated) the effects of discontinuities in global
evaluation functions patched together from many local ones. It did not add to our formulation of our
knowledge about Backgammon.
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This proposed separation immediately recalls the well known digtinction of John McCarthy and Pat Hayes
(1969) between epistcmological adequacy and heuristic adequacy. Indeed, they would seem likely to be
seadfast supporters of the theory presented here, perhaps even claiming much of it to be at most a refinement
on their own position* | am not completely againgt such an interpretation, for | find considerable merit in
their pdsition. In fact, a recent essay by McCarthy on ascribing mental qualities to machines (McCarthy,
1979a) makes many pointé smilar to those of the present paper (though without embracing the notion of a
new computer sysemslevel).

However, all is not quite so smple. | once publicly put to John Mc:Carth)'/ (Bobrow, 1977) the proposition
that the role of logic was asatool for die analysis of knowledge, not for reasoning by intelligent agents, and he
denied it fiat out '

The matter isworth exploring briefly. 1t appearsto b‘e_aprime plank in McCarthy‘sresearch program that
die appropriate representation of knowledge is with a logic The use of other forms plays little role in his
analyses. Thus, the fundamental '(quqﬁion of epistemological adequacy, namely, whether there exists an.
adequate expli'cit representation of some knowledge, is conflated with how to represent the knowledge in a |
logic. As observed earlier, there are many other formsin which knowledge can be represented, even setting
‘entirely to one side forms whose semantics are not yet well enough under stood scientifically, such ‘as natural
language and visual images. '

Let us consider a smple example (McCarthy, 1977, p987), shown in Figure 5-1, one of several that
McCafthy has used to epitomize various problems in representation within logic. This one is built to show
difficulties in transparency of reférencé In obvious formulations, having identified Mary's and Mike's
telephone numbers, it is difficult to retain the distinction between what Pat knowsan_d what istruein fact

However, the difficulty simpl'y does not exigt if the situation is represented by an appropriate model Let
Pat and the program be modeled as agents who have knowledge, with die knowledge localized inside the
agent and associated with definite data structures, with appropriate input and output actions, etc. - ie, a
simple verson of an information processing sysem. Then, there is no difficulty in k%ping knowledges
graight, aswell as what can be and cannot be inferred.

The example exhibits a couple of wrinkles, but they do not cause conceptual problems. The program must
model itsalf, if it is to talk about what it doesn't know. That is, it must circumscribe the data structures that are
the sour ce of its knowledge about Pat. Once done, however, its problem of ascertaining its own knowledge is
no different from its problem of ascertaining Pat's knowledge. Also, one of its utter ances depends on whether
from its representation of the knowledge of Pat it can infer some other knowledée. But the difficulties of
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When program istold:
"Mary has the same tel ephone number as M ke."
"Pat knows M ke's tel ephone nunber.

"Pat- dialed Mke's telephone nunber.”

Program should assert:
"Pat dial ed Nﬁry's t el ephone nunber."

"l do not know if Pat khows Mary's tel ephone nunber."

Figure5-1: Examplefrom McCarthy (1977).

. * *

deciding whether a fact cannot be inferred from a given finite base, seem no different from deciding any issue
of&ilure to infer from given premises. _ . '

To be sure, my treatment here is a little cavalier, given existing analyses. It has been pointed out that
difficulti&semerge in the modd-based soI.L.Jtion, if it is known onI)'/ thaI‘eit_her Pat knows Mike s'telephone or
his address; and that even worse difficulties ensue from knowing that Pat does'n't know Mike's telephone
‘number (eg, see Moore 1980, chap 2). Without pretending tean adequate discussion, it does not seem to me
that the difficulties here are other than tbose in dealing with knowing bnly that a box is painted red or blue
inside, or knowing that your hen will not lay a golden egg. In both cases, the representation of this knowledge
by the observer must be in terms of descriptions of the model, not of an ingtance of the model But knowledge
does not pose special difficulties,™®

As one more example of differences between contributions to the knowledge level and the symbal levdl,
consider a well-known, albeit somewhat controversial case, namely, Schank's work on conceptual dependency
structures. | believe its main contribution to Al has been at the knowledge level. That such a view is not
completely obvious, can be seen by the contrary stance of Pat Hayes in his-already mentioned piece, "In
Defence of Logic*? (Hayes, 1977). Though not much at variance from the present paper in its basic theme, his
paper exhibits Figure 5-2, classifiesit aspretend-it's-English, and arguesthat there is no effective way to know

indeed, two additional recent attempts on this problem, (hough cast as logical systems, seem essentidly to adopt amodel view. One
Isby McCarthy himself (McCarthy, 1979b), who introduces die concept of a number as distinct from the number. Concepts seem just to
be a way to get data structures to talk about The other attempt (Konoiige. 1980) uses expressions in two languages, again with what
seems the same effect. N
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Figure 52: A conceptual dependency diagram from Pat Hayes (1977).
its meaning.

On the contrary, I claim that conceptual dependency structures made a real contribution to our
understanding at the knowledge level. The content of this contribution liesin the mode! indicated in Figure 5-
3, taken rather directly from Schank & Abeison (1979). The 'ma]:or claim of conceptual dependency is that the
simplest causal model is adequate to give first approximation semantics of a certain fragment of natural
language. This model. though really only sketched in the figure, is not in itself very problematical, though as
with all formalization it is an important act to reduce it to a finite apparatus. There is a world of states filled
with objects that have attributes and whose dynamics.occur through actions. Some objects, called actors, have.
a mentality, which is to say they have representations in a long term memory and are capable of mental acts.
The elementary dynamics of this world, in terms of what can produce or inhibit what, are indicated in the
figure. '

The claim in full is that if sentences are mapped into a2 model of this sort in the obvious way, an
interpretation of thac sentences is obtained that captures a good deal of its meaning. The program Margie
(Schank, 1975) provided the initial demonstration, using paraphmsc and inference as devices to provide
~ explicit evidence. The continued use of these mechanisms as part of the many programs that have followed
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World:  states, actions, objects, attributes

Actors objects with mentality (central processor plus long-term memory)

T Cause

Tr An act results in a state.

TE A state enables anjact.

Tl A state or act initiates a mental state.

IR A mental act is the reason for a physical act.

TdE A state diéables an act.

- Figure5-3: Conceptual Dependency model (after Schank & Abclson, 1977).

Margie hasadded to the evidence implicidy, asit gradume has become part of Che practicein AL

Providing a simple model such as this constitutes acontribution to the knowledge level - to how to encode
knowledge of the world in a repr&eentatioh. Itisaquite gene'ral'contribution, expressed in a way that makes it
adaptable to a wide variety of intelligent systems.®  On the other hand, this work made relatively little
contribution to the symbol Ievél, ig, to our notions of symbolic processing. The techniques that were used
were essentially state of die art Thiscan be seen in the reative lack of emphasis or discussion of the internal
toerhflnir$ of the program. For many of us, the meaning of conceptual dependency seemed undefined
without a process that created conceptual dependency structures from sentences. Yet, when this was finally
forthcoming (in Margie), there was nothing there except a large Al program containing the usual sorts of
things, eg, various ad hoc mechanisms within a familiar framework (a parser, etc.). What was missed was that
die program was smply the implementation of the model in the obvious* ie, draightforward, way. The
program was not supposed to-add significantly to the specification of the mapping. There would have been
trouble if additions had been required, just as a computer program for partial differential equations is not
supposed to add to the mathematics.

A hi sinterpretation of conceptu-al dependency in terms of a model ismy own; Schank and Abclson (1977) prefer to cagt it asa causal
sytfmx. Thislatter may mildly obscureitstruenature, for it seemsto beg for a causal semanticsaswell.
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. 5.3. Laying to Rest the Predicate Calculus Phobia

Let us review the theorem proving controversy of the sixties. From all that has been said earlier, it is clear
that the resdue can be swept aside. Logic is the appropriate tool for analyzing the knowledge level, though it
is often not the preferred representation to use for a given domain. Indeed, given a representation - eg, a
semantic net, a data gructure for a chess position, a symboalic sructure for some abstract problem space, a
program, or whatever - to determine exactly what knowledge is in the representation and to characterize it
requires the use of logic. Whatever the detailed differences represented in my discussion in the last section of
the Pat and Mike example, the types of analysis being performed by McCarthy, Moore and Konolige (to
mention only the names that arose there) are exactly appropriate. Just as talking of programmeriess

programming violates truth in packaging, so does talking of a non-logical analysisof knowledge.

Logic is of course a representation (actually, a family of them), and is therefore a candidate (along with its
theorem proving engine) for the representation to be used by an intéligent agent Its use in such a role
depends strongly on computational considerations, for the agent must gain access to very large amounts of
encod_ed knowlédge, swiftly and reliably. The lessons of the sixties taught us some things about the limitations
of using logics for this role. However, these lesisons do not touch the 'r.ole of logic as the essential language of

analysisat the knowledge level -

Let meapply this view to NUsson's new textbook in Al (NQssoh, 1980). Now, | am an admirer of Nilsson's

" book (Newell 1981).%° It is the first attempt to transform textbooks in Al int6 the mold of basic texts in

.science and engineering. Nilsson's book uses the first order predicate calculus as the lingua franca for
: prm\tiné and discing representation throughout the book. The theory developed here says that is just
right; | think it is an important postion for the book to have adopted. However, the book also introduces
logic in intimate connection with resolution theorem proving, thus asserting to the reader that logic is to be
seen asa representation for problem solving systems. That seems to mejust wrong. Logic as a representation
for prablem solving rates only a minor theme in our textbooks. One consequence of the present theory of
knowledgéwill be to help assgn logic its proper rolein Al.
5.4. The Relationship.with Philosophy '

The present thedry bears some dose and curious réationships with philosophy, though only a few
preliminary remarks are possible here. The nature of mind and the nature of knowledge have been classical
concerns in philosophy, forming major continents of its geography. There has been increasng contact
between philosophy and Al in the lagt decade, focussed primarily in the area of knowledge repr@\tation and

~Especially so. because Nilsand | both set out at the same time to write textbooks of Al. His is now in print and | am silent about
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natural language. Indeed, die respondents to the Brachman and Smith questionnaire, reflectihg exactly this
.egroup, opined that philosophy was more relevant to Al than psychology. '

Philosophy's concern with knowledge centers on the issué of certainty. When can knowledge be trused?
Does a person have privileged access to his subjective awareness, so his knowledge of it is infallible? This is
ensconced in the digtinction i.n philosophy between knowlédge and belief, as indicated in the sogan phrase,
knowledge isjustified true belief. At taking all knowledge to be errorftil, has seen fit to call all such systems
knowledge systems. It uses the term belief only informally when the lack of veridicality is paramount, asin
political belief sysems. From philosophy's standpoint, Al deals only in belief sysems. Thus, the present
theory of knowledge, sharing asit does ATs view of general indifference to the problems of absolute certainty,

issmply inattentive to some central philosophical concerns.

An important connection appears to be with the notion of intentional systems. Starting in the work of
Brentano (1874), the notion was of a class of systems capable of having desires, expectations, etc. - all things
that were about the external world. The major function of the f'c')rmulation was to provide a way of
digtinguishing the physidal from the mental, ie, of providing acharac-terizati'on of the mental. A key result of
this analysis was to open an unbridgeable gap between the physical and the mental Viewing a system as
phydcal precluded be ng ableto ascribe intentionality toit. Theenterprise scems at opposte poles from.work
in Al, which isdevoted precisdly to realizing mental functionsin physical systems.

In the hands of Daniel Dennett (1978) , a philosopher who has concerned himself rather deeply with Al,
die doctrine of intentional systems has taken a form chat corresponds closely to the notion of the knowledge
level, as developed here. He takes painsto lay out an intentional stance* and to reate it to what he calls the
subpersonal stance. Hisnotion of stanceis a system level, but ascribed entirdy to the observer, ie, to hewho |
takesthe stance. The subpersonal stance corresponds to the symbolic or programming level, being illustrated
repeatedly by Dennett with the gross flow diagrams Of Al programs. The intentional stance corresponds to’
the knowledge level. In particular, Dennett takes the i}hportant step of jettisoning the major result-cum-
assumption of the original doctrine, to wit, thai the intentional is unalterably separated from the physical (ie,
subpersonal). '

Dennett's formulation differsin many details from die present one. It does not mention knowledge at all,
but focuses on intentions. It does not provide (in 'ghe papers | have seen) a technical analysis of intentions -
“one under stands this class of systems more by intent than by characterization. It does not deal with the details
of the reduction. It does not, as noted, assign redlity to the different system levels, but keeps them in the eye
of the beholder. Withal, ‘ there is little doubt that both Dennett and myself are reaching for the
characterization of exactly the same class of systems. In particular, the role of rationality is central to both, and




PAGE 40

in the same way. A detailed examination of the relation of Dennett's theory with the present one is in order,
though it cannot be accomplished here.

HoweVer, it should at least be noted that the knowledge level does not itéelf explain the notion of
aboutnesr, rather, it assumes |t The explanation occurs partly at the symbol level, in terms of what it means
for symbols to designate external situations, and partly at lower levels, in terms of the mechanisms that permit
designation to actually occur (Newell, 1980b). '

5.5. A Generative Space of Rational Systems ) X

My talk on physical symbol systems to the La Jolla Cognitive Science Conference last year (Newell, 1980Db),
employed a frame story that decomposed the attempt to understand the nature of mind into alarge number of
constraints - universal flexibility of response, use of -symbols, use of language, development, real time
respohse, and so on. The importance of physical symboKsystcms was underscored by its being asingle class of
systems that embodied two distinct constraints, universality of functional response and symbolic behavior,
a;ld was intimately tied to a third, goal-directed behavior, asindicated by the experience in Al.

An additional indicator that Al is on the right track to understanding mind came from the notion of a
generativeclass of systéms, in analogy with the use of the term in generate and test Designing a system is a
problem precisely because there is in general no way simply to generate a system with specified properties.
Always die designer must back off to some class of encompassing systems that can be generated, and then test
(intelligently) whether generated candidate systems have desirable properties. The game, aswe all know, isto
embody as many constraints as possible ip the generator, leaving as few as possible to be-dealt with by testing.

Now, die remarkable property about universal, symbolic systems is that they are generative in this sense.
We have fashioned a technology that lets us take for granted that whatever system we construct will be
universal and will have full symbolic capability. Anyone who works in Lisp; or other similar systems, gets
these constraints satisfied automatically. Effort is then devoted to cohtriving designs to satisfy additional
constraints - real time, or learning, or whatnot. _

For most constraints we do not haye generative classes of systems - for real-time, for development, for
goal-directedness, etc. There is no way to explore spaces of systems that automatically sdisfy these
constraints, looking for instances with additional important properties. An interesting question is whether the
present theory offers some hope of building a generative class of rational goal-directed systems. It would
perforce also need to be universal and symbolic but that can be taken for granted. .

It seems to me possible t-o glimpée what such a class might be like, though the idea is fairly speculative.
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Firgt, implicit in all that has gone before, the class of rational goal-directed s>stemsis die class of systems that -
has a knowledge level Second, though systems only approximate a knowledge level description, they are

rational systems precisely to the extent they do. Thus, the design form for all intelligent syssemsisin terms of

the body of knowledge that they contain and the approximation they provide to being a system describable at

the knowledge level If the technology of symbol systems can be developed in this factored form, then it may

be possible to remain always within the domain of rational systems, while exploring variants that meet the

additional constraints of real time, learnability, and so forth.




PAGH42

6. CONCLUSION _

| have presented a theory of the nature of knowledge and representation. Knowledgé is the medium of a
systems level that resides immediately above the symbol level A repr@entatidn isthe gructure at the symbol
level that realizes knowledge, ieg, it is the reduction of know.ledge to the next lower computer systems level.
The nature of the approximation is such that the representation at ihc symbol level can be seen as knowledge

plusthe access structure to that knowledge.

This new leve fits into the existing concept of computer systems levels. However, it has several surprising
features: (1)’ a complete absence of sructure, as characterized at the configuration level; (2) no specification
of processing mechanisms, only a global. principle to be satisfied by the system behavior (3) a radical degree
of approximation that does not guarantee a deterministic machine; and (4) a medium that is not realized in

physical spacein a passive way, but only in an active process of selection.

. Both little and much flow from this theory. This notion of knowledge and representation corresponds to
how we in Al already use these termsin our (evolving) everyday scientific practice. Also, it is a refinement of
some fundamental features of adapt'ive wsterhs that have been well articulated and it has nothing that is
incompatible with foundation work in logic To this extent not much change will occur, especially in the short
run. We already have assmilated these notions and use them ingtinctively. In this respect, my role in this
paper ismerely that of reporter. o '

However, as| emphasized at the beginning, | take thisclose association with current practice asa source of
strength, not an indication that the theory is not worthwhile, because if i§ not novel enough. Observing our
own practice - that is, seeing what the computer implicitly tells us about the nature of intelligence as we
gruggle to synthesize intelligent systems - is a fundamental sour ce of scientific khowledge for us. It mug be
used wisely and with acumen, but no other source of knowledge comesclose to it in value.

Making the theory explicit win have many consequences. | have tried to point out some of these, ranging
from fundamental issues to how some of my colleagues should do their business. Reiteration of that entire list
would take too long. Let mejust emphasize those that seem most important, in my current view.

. Knowledge‘is that which makes the principle of r-ationality work as a law of behavior. Thus,
knowledge and rationality are intimately tied together.

« Splitting what was a single level (symbol) into two (knowledge plus symbol) has immense long-
term implications for the development of Al. It permits each of the separate aspects to be
adequately developed technically. -

+ Knowledge is not rcpresentablc by a structure at the symbol level. It requires both structures and
processes. Knowledge remains forever abstract and can never be actually in hand
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» Knowledge is a-radical approximation, failing on many occasions to be an adequate model of an
agent. It must be coupled with some symboal level representation to-make a viable view.

* Logic is fundamentally a tool for analyss at the knowledge level Logical formalisms with
theorem-proving can certainly be used as a representation in an intelligent agent, but it is an
entirely separate issue (though one we already know much about, thanks to the investigations in
Al and mechanical mathematics over the lag fifteen years). '

.« The sparate knowledge level may lead to congtructing a generative class of rational systems,
although thisis gill mostly hope.

As ste_\ted- at the beginning, | have no illusions that yet one more view on the nature of knowledge and
representation will serve to quiet the cacophony revealed by the noble surveying efforts of Brachman and
Smith. Indeed, amid the din, it may not even be possible to hear another note being played. However, | know
of no other way to proceed. Of greater concern is how to determine whether this theory of knowledge is
correct in its essentials, how to find the bugsin it, how to*Shake them out, and how to turn it to technical use.
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