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Abstract

This paper reviews the design activity for chenical. engineering
process de‘sign, starting from the earliest step of sell"{ecting whi ch
products to manufacture and ending wi th designing the operati:ng_ procedures
for a process plant. At each step we discuss corrputer—’ai ded désign tool s
whi ch have been or are being devel oped. Throughout synthesis aids which
hélp make discrete design decisions are c‘ontrastéd'with ana-llysis ai ds
which help to select the proper' val ues for continuous vari abl es.

Corrputer' aids are abundant to aid in process design. The future

hol ds promise for an integrated design tool which will aid the engi neer

fromstart to finish in his task.
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I nt roducti on

] :
The purpose of this paper is to review the devel opment and use of

conputer-aids in chemcal engineering design, covering both industrial
practice and current research activities. The aids to be considered will
be for the design of conplete chem cal or petroleum process systems, each

comprising a nunber of arbitrarily interconnected units. The aids for

solving single units will not be stressed.
The earliest stages of design in the chemcal industry, where
computer aids have been discussed in the literature, is market fore-

casting. Models of the total basic chemcals industry are being devel oped
as an aid for this step.

Havi ng decided which product to manufacture or biproduct to dispose
of, the next step is to select the appropriate chemcal reaction routes
around which to develop a process design. Aids which can generateqalterna-
tive chemcal reaction routes are well established in the area of gen-
erally exotic organic chemstry, wth  some becomng available which
involve the more nundane chem stry needed for the production of basic
chem cals that support the chem cal industry.

Each plausible reaction route requires one to develop an industrial
process which can inplenent the necessary reactions, separations, heating,
cooling, pressure changes etc., to effect the chemcal route economcally.
Here the largest nunmber of aids currently exist or are being devel oped.
"Synt hesis" aids exist for helping to inveﬁt ‘the structure 'of the process.
These range from m xed integer |inear programn’ ng aids used extensively by
the oil industry for selecting the conplex subprocesses to include in a
refinery design, to the aids for suggesting the particular equipnment

~needed for a nore detailed chem’cal process design.




The analysis aids which allow one to do simulation and design
cal culations for a 'fixed structure are well developed and extensively
used, particularly for steady-state (DC analysis in electrical ehgineering
jargon) calculations. Called "flowsheeting systens," npbst are basedlon a
single program architecture, one not well suited for many inportant design
cal cul ati ons. W vﬁll di scuss the variety of architecture used for these

aids to expose their individual advantages and disadvantages. Dynanic

simulation, the bread and butter of electrical circuit analysis, is nuch

|l ess used in process design. W will consider sone of the efforts here and
i ndi cate reésons for the slow devel opnent.

The process design resulting from the above design activities
descri bes each piece of equipnent functionally —e.g. a punp is needed or
a heat exchanger is needed. A crude cost estimte at this time is
devel oped and used by managenent to help decide whethe} to continue the
design. The next step is a mpjor one and is to develop the list of actual
equi pment whi ch must be purchased to inplenment the design. The approach is
to develop the |list by developing a two-dinensional diagram called a
Piping and Instrunentation Diagram (PID) spread over sone 40 to 60 |arge
sheets of paper and showing the connectivity of all equipnment. In
parallel, major equipnent items are ordered and detailed designs are
initiated for thent Aids here are heavily supported by standard catal ogue
oriented data bases and by interactive graphics.

The design activity remaining prior to plant construction is to
develop a three-dinensional nodel of the plant, either in plastic or
within the computer. This step establishes the relative placenment of

equi prent and the piping needed. It is then used as a blueprint for

construction.




The last design step to be considered is the devel opnent of op-
i
erating procedures to run the plant - from start-up to normal operation

/
fromnornmal shut-down to emergency operation.

Throughout the rest of this paper we will examne the aids known to
the author which exist to help in each of the above design steps. A
pattern should evolve. Aids are |abeled synthesis aids if they help to
nmake discrete decisions such as which equiprment itens are needed and how
they are to be interconnected. Aids are labeled analysis aids if they help

to make deci sions on the values for continuous vari abl es.




Est abl i shing the Market

/ The first problem we shall consider is- selecting what to produce*
Thi/s problem is quite different for a firm producing specialty‘chem'cals
than for a firm producing large quantities of basic chemicals. In the
former case nuch research and devel oprment is wusually needed to find safe
and different chenmicals which do not as yet have a market but will [likely
have if produced. W will not consider this (type of firm The firm which

|
makes its living from producing basic chemcals in large quantities has a
di fferent questi-on to answer. |Its question is to see if .new or refined
technology mght allow it to produce a cl.a;rical al ready produced el sewhere
but for |ess. Exanpl es.vvould be for petrol eum conpani es or |large chenical
co}rpani es.

Rudd and coworkers (see Rudd (1975), Stadherr and Rudd (1976, 1978),
and Stadherr (1976)) have been actively developing a large linear pro-
gramm ng nodel of the entire United States basic chemcals industry._ Each
maj or chemical is included, along with the various possible chenical
routes by y\/nich technol ogy exists to produce it. Differences anong the
routes are the production of byproduct chemcals - which may al so be basic
chem'.cals and thus have a large market, the use of raw‘rraterials - which-
are often other basic chem cals, Ithe use of energy and so forth. The first
use of such a nodel is to see if the U S. industry is responding to the
mar ket place - e.g. are there any obvious errors being made in choice of

routes. Also, is the total manufacture of basic chenicals naking efficient

use O_f available raw material s?

A second use is predictive in nature. Al ternate nodels of expect ed
availability of raw materials can be tried to see how t he i ndustry m ght
shift to acconmpdate it mnost efficiently. One could consider the design of

new processes where major shifts are indicated. (Not to be overlooked is a




di abolical use which could be nade of such a program A conpany which is a

naj o_["_ supplier of a basic chenical could assesé the inpact on a conpetitor
if_ it chose to stop selling to thent The question would be t(; see who
suffers nore.)

Recently Sophos et al. (1980) used the approach to investigate hoW
industry should structure itself to meet three conpeting objectives:
maxi mze "availability™ (a thernodynanic conc‘1ept), mnimze |lost work and
rn"nim'ze use of materials. | |

Such nodels can be used to assess the effects of various pricing
strategies and so forth, but, for our puriboses here, it is of interest
when they suggest the devel opment of a new or nodified process and thus
tri gger the design activity. |

The above type of nodeling very crudely chargct erizes conplete
chem cal processes indicating their behavior only in terns of the use of
raw materials and energy and the creation of desirable or not desirable
other products. It can only suggest the particular raw materials and
product s tq start looking at for a design.

G ven the probable raw materials and the desired products, the next
step is to develop the alternate reaction sequences which could form the
basis of a design. Here one attenpts to enunerate and sel ect anong what
can be an enormous nunber of alternatives. This step is labeled "reaction
path synthesis™ and is an attenpt to "'doM chem stry on the conputer.

The principal developnents for this task have occurred in organic

chem cal synthesis, particularly for rather conplex chemcal nolecules

(see, for exanple, Corey and Jorgensen (1976), Wpte q_ al . (1977),

Hendrickson (1976), Casteiger et al. (1974), Celernter £_al. (1973)). The
i deas have been adapted to do chemistry nore relevant to the nanufacture
of major industrial chenicals by Govind and Powers (1977) and by Agnihatri

and Moetard (1980).




A nost difficult aspect of automated chenmistry is establishing a
crit_'érion by which to rank order the alternati'ves.l Usual |y one can assess
thé thernodynamc feasibility which determines that the reacti on; pr oposed
can occur and proceed to an acceptable extent. However, no general
_approach is available to say if they will go at an acc_eptable rate (3;
months is too long). A second difficult aspect is the enornobus nunber of
alternatives one can generate. These probl emls are solved (only in part) by
incorporating rules based on experience with simlar reactions to help
sort out the better possibilities. -.

By whatever approach, one finally r;.u;t settle onto a limted nunber
of routes on which to. base the design activity to follow, hopefully only

one-e




Scopi ng Qut the Design i
i

If the design activity is to construct a mgjor facility, such as a

refinery, then a set of aids based on m xed integer linear nodels is again
frequently used. A refinery conprises several |arge subprocesses such as
hydrocrackers, reforners, cat crackers, etc. These processes are standard
technology for which rather detailed integer/linear input/output nodels
have been devel oped.

The design question is to select how nany of each, their inter-
connection,. and their sizes to include in a given refinery.‘The i nput
information is the types of crude oils which are likely to t;e processed
and the various product mixes desired. By setting up a "super!' mixed
integer linear programmng (MLP) 'nodel incorporating within it all the
likely configurations, a design can be selected using existing MLP codes.
The * optim zation wll elimnate unneeded subprocesses and unneeded inter-
connections. Integer variables allow concave cost functions and many other-
nonlinearities to be nodel ed.

This activity is a synthesis activity and one.vvhich has been used
for years by industry. A recent reference exploring this approach is by

Grossmann and Santi banez (1979).




Detailed Synthesis of a Process

However one reaches this step, one finally has selected the likely
reaction path(s), the needed input raw materials and the desired products
and must now develop the details of the process to effect the needed
separation, mixing, heating, cooling, pressure changing, etc., tasks. This
is the most commonly reported and taught design task and is called
'process design."

" 'The first step in this design activity is to conjecture the struc-
ture of the solution, a synthesis activity (see Westerberg (1980) and
Nishida, étephanopoulos and Westerberg (1981) for two reviews of the
extensive literature related to this step). Research by Siirola, Powers
and Rudd (1971) and by Mahalec and Motard (1977a,b) has led to programs
which create entire process configurations. These programs are not success-
ful enough to challenge a skilled design engineer but will outperform the
novice.

Much more successful have been the synthesis tools developed for
well defined subproblems within the process design activity. In particular
synthesis results are industrially significant for the design of the heat
integration system comprising a network of heat exchangers. A heat
exchanger is a device which permits heat to be transferred through a
(metal) wall from a hot stream which is to be cooled to a cold stream
which is to be heated. The results available for this problem allow a
process design engineer to predict the minimum amount and the type of
utility streams needed to heat integrate a process. Utilities are external
sources of heating or cooling such as steam or cooling water, and they
cost money so one wants to use the minimum amount of them which is
possible. One can also predict from topological arguments how many heat

exchangers should be in a good design and even make a- reasonable estimate




of the investment cost for them —all without developing the structure of
the network. Wth these targets one can bonpare alternative process
designs which are heat integrated wi t hout designing the heat integration
system One need design the detailé of the heat integration system for
only the few designs finally selected as candidates. Wth the targets
al ready known, one can wusually discover an excellent heat exchanger
network design quickly — and know he has onF too. Over 40 articles have
appeared on this syhthesis probl em al one. IA detailed review appears in
Ni shi da et _iy (1981).

A second area of major synthesis ac;ivity is to desigﬁ separation
systens. The design task is to separate multiconponent nixtures of
chenicgl species into products, each of which often contain a single
specie only. A process known as distillation is one of the nost common
technol ogies used — the still of the bootlegger separates ethyl alcohol
frém water using distillation. Here the useful results are the heuristic
design rules which have evolved and which seem to be effective for
distillation problems. Unfortunately the general separation system synthe-
sis problem is far from being solved but is the center of nuch current
research activity. A prediction by this author is that the effective tools
will be again mixed integer |linear programing based, supported with
nunerous heuristics to select the "super'' process and an evolutionary
strategy to add alternatives where the current solution suggests they
nm ght prove effective. Again, the review article by Ni shida qﬁ EL' (1981)

shou!d be consulted for additional informtion.




Anal ysis Tools for Process Design

I
Analysis tools are defined as those which permt one nore easily to
»

do the calculations associated with a_p;rocess of fixed structure, gener-
aI-Iy to discover its performance. These tools are in fact needed to
establish the equipnent sizes and/or operating levels required to reach a
specified performance. These aids cover a range of nodel conplexity,
rangi ng_from the use of sinple linear nodels in early design calculations
to the very highly nonlinear and |arge nodels used for final calgulations.

The early steps in process design are supported by progranms li ke
SYMBOL (Hutchison (1974)), where each elenent in the process is char-
acterized by a very sinple linear nodel. Wth this level of detail, one
can discover the inpact of design decisions such as the degree of
conversion for a reaction in a reactor or the sharpness of a separation in
a separation step. These are decisions whose values may be uncertain or
whose values may be realized through later equipnent design decisions. One
will discover the variables having mgj or-inpact and those of apparently
m nor consequence, using only sinple approximte calculations. Also using
sinple nodels aids the designer to determine correctly the nunber of
degrees of freedom for his problem a nontrivial exercise when nodeling a
system with conpl ex topol ogy.

Later design steps require nore rigorous nodels. The analysis step
is alnpst always done nov using so-called "flowsheeting systens" (see
Westerberg et~ &a”. (1979)). These are large industrial conmputer prograns
which allow an engineer t-o set up -and solve an arbitrarily configured
process nodel quickly. These prograns contain |libraries of equipnent
model s, of supporting physical property evaluation routines, and of cost
estimation routines. Such a nodel conprises a few hundred to 10's of

thousands of sinultaneous nonlinear algebraic equations. It is what

10




#

chem cal engineers term a "steady—statel' model * which corresponds to a
nonti me varying “DC model ™ in electrical eingi neering. .

/ The mmjor contributors of equations to these nmodels are the routines
vvh.ich eval uate physical properties such as equilibrium phase distribution
coefficients, mxture heat capacities, entropies and so forth. These nmay
repreéent 80% of the needed equations, and they are usually unpleasantly
nonl i near and poorly behaved.

Unlike electrical engineering, the approach to find a steady-state
solution is not wusually done by moving from a known "zero state'* dy-
namcally to the stead)./ state, although this approach has been advocated
several times. Rather the equations are solved directly as simltaneous
al gebraic equations starting froman initial guess based on user input.

Almost  all  industrial flowsheeting systens have been based on a
single program architecture termed "sequenti al modul ar.” One has to
understand a major difference between chenical engineering building blocks
and the building blocks of such electrical simulators as SPICE or ECAP. A
building block in a chem cal process corresponds to a physical wunit, and
it my be nodeled usi ng hundreds to a few thousand equations. These
equations will alnpst always require simultaneous sdl ution procedures.
These "dense" unit_s are sparsely coupled. An electrical device on the
ot_her hand can often be nodeled by very few equations but it is likely in
Ia circuit which contains hundreds of them The "macronodel"” s nore
anal ogous to a typical chenmical unit.

A model in a sequential modular simulator is thus in the form of an
expertly written subroutine which is tailored to solving the equations for
the unit. Assumed, so a solution procedure can be devised, are that all
physical inputs to ‘the unit (input streans) are known when the subroutine

is called, that all equipment sizes are fixed, that all tenperature and
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pressure levels are fixed, and that all output stream values are to be
calqdlated by the subroutine. This model 1is rather Ilike assumng a
resistor nodel will calculate the "outlet! current and vol t age biven t he
"inlet!* current and voltage. Note that inlet and outlet are meaningful for
process units and are of dubious interpretation for a circuit conmponent.

Solving a conplex structure of wunits is done by calling the wunit
routines in an appropriate sequence. Wen the physical flows recycle in
the process (i.e., form a l|loop), the conputation requires a first guess
for the recycle streanm(s) at the point where they are inputs to a unit. A
sequence of;unit calls follows until the.recycling streamis calculated as
an output of its sourée unit. The calculated output value is conpared to
t he guessed input value and iterated until adequate agreenment is found.
Topol ogi es considerably nore conplicated than a single loop usually exist
so the ideas must be (and have been) generalized in the obvious manner
(sée Chapter 6 in Westerberg et alL. (1979) for references and a detailed
description of algorithns to‘find whi ch streams to guess and iterate).

The program architecture for these flowsheeting systens has signi-
ficiant aavantages and di sadvantages over others possible. It is arch-
itecturally very sinple and thus easy to inplenent. It is so thoroughly
structured that a design engineer can establish which variables he nust
specify to permt a calculation. Adding new nodels is a well defined
exercise. Unfortunately it gives the engineer the ability to sinmulate when
"his task is to design. He would usually like to specify values for streans
leaving the process or interior to the process. He often wants to
calcul ate equipnent sizes to ge£ these specifications. He is forced to

guess sizes, calculate outputs and reguess sizes as a result.
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Two "fixes" exist. One is to wite sonme unit nodels so an output
strea'm value can be gi.ven and the unit will be sized to get it. The
vat_%éty of combinations of output stream variables one may wi sh _.to speci fy
and size variables one may w sh to adjust suggests one may need to wite a
large nunber of alternate routines. The second "fix" is to provide a
"éonputation control unit" which can be used to do the needed reguessing
and iterations automatically. Both are comT)n in industrial flowsheeting
systems. Detailed descriptions of these ideas are in Westerberg £t al.
(1979).

Two -other architectures exist but ar!i'._e not comonly used. One is a
so-cal l ed sinultaneous nmodul ar architectur.e and the other the equation
solving architecture. The latter is of course the approach used nost
vvidely. in electrical engineering circuit calculations. The sinultaneous
nmodul ar structure nodels each unit using the sane in;)ut to output sub-
routines of the sequential nodular approach. However, after executing each

of these subroutines, a crude and usually linear nodel which characterizes

the unit is developed. |Its coefficients are adjusted to give the same
| ocal beha.vi or as the detailed model. The sinple nodel wusually captures
only the mmjor variable interactions, ignoring the "-off di agonal " ones
entirely. Being linear however nmmkes it sinple to connect the units

together in a conplex structure and to solve the I|inear nodel quickly and
directly using sparse matrix nethods. Thus one has an exact solution for
the conplex structure but for approximate unit nodels. The streanms from
this solution become the i nput streans to the wunits for the next step
which is to solve the exact rmdel‘s again. The coefficients for the linear
nmodel s  frequently become the iteration variables whose values are
reguessed and iter :;1t ed. Experience shows this approach often has better

con{/ergence behavi or than the sequential nodul ar approach.
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The third architecture ternmed "equation solving" has had two ap-
proaches developed for it. The first is .termed "tearing." Here one
rearranges the equations such that,- b_y guessing only a few *(say 50),
val ues for the rest (say 950) can be determined one at a time using é
forward substitution through an equal nunmber (950) of (nonlinear) equa-

‘ti ons. The (50) téar vari ables are then equal in number to the (50) unused
(nonlinear) equations which can be used as error functions for adj ust i ng
their values. Effectively the nontear vari abil es are conputationally elim-
nated from the problem reducing the problem to one in only .the nunber

(50) of tear variables. \

\
The approach mimcs that used to develop ad hoc solution procedures

for a unit nodel; it requires mniml space on the computer. It is very
appeal-i ng. Attenpts have been made to nodify it to handle nested |oops
(Kev_orki an (1980)) or more specifically linear equation 'subsets (Her nandez*
and Sargent (1979); Stadherr et %a. (1974)). They are bound to be troubled
by the inside |oop being singular even though the overall problem is not
(Edie and Westerberg (1972)). It is this handicap for this approach which
weakens but does not destroy it .as a general approach for large problemnms
corresponding to mmjor units sparsely interconnected. Tearing algorithmnms
tend to use structure only to find the tear variables, and one would have
to be tenpted to find tears at two levels for such a problem the inner
for the equations within a unit npdel and the outer for the variables
connecting the units together.

To find tears may be done at several Ievels. if the convergence
al go.rithm enpl oyed does not attenpt to inmbed convergence |oops one inside
aﬁother bL_Jt rather requires all tear variables to be converged at a single
outer level. Westerberg et aK (1979) discusses this idea at |ength.
Singularity of the probl em as a whol e then becones the only question with

this approach.
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The second equation solving approach, and the one quickly becom ng
the dominant one, is the one always used; by electrical engineering —the
Newt on- Raphson, sparse matrix approach a.nd exanples of its use in chemcal
engi neering include those in Goldstein and Stanfield (1970); Hutchison and
Shewchuk (1974); Lin and Mah (1978); Locke q'_:t_a_j._. (1980). The ability to
detect nuneri cal §i ngularity while developing the solution procedure is
one very significant advantage. However, the conputer menmory required to
handl e the sparse matrices is orders of magnitude larger than required for
the tearing approach.

The )maj or problem faced by the -equation solving system .is t he
handling of the equations for physical properties. Conpanies have invested
enormous anounts of tinme and noney into developing the needed data, the
subroutines to fit the data and the subroutines to use the fitted data to
cal c.ul ate physical properties given the terrperatur-e, pre-ssufe and conposi -
tion of a stream The Ioperative word is "calculate. The equations
.'thensel ves are not accessible from these routines. Also as said earlier,
these equations are perhaps 807« of the .ones defining the problem Thus
commercially successful prograns would seem to have to use these existing
routines and try to incorporate themw thin a Newton-Raphson framework.

The obvious approach is to wuse nunerical perturbation of the

*
routines to build up nunerical estimtes for the Jacobian elenments for the
relationships inplied by the routines. This approach has to be expensive
in computer tinme. Another Is to develop approxinmate (nonlinear in general)
nodel s whose coefficients .are set by matching their behavior to that of
the exact physical property routines in the vicinity of the current guess
~for the 'solution. The approximate equations can then be part of the
Newt on- Raphson scheme. The last approach is to invent sonme ad hoc sol ution

schemes which are in part simlar to Newton-Raphson and in part simlar to
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sequential nmodular (see a description of MJLTICOL (Hutchison and Shewchuk
(1974)). These schenes work well generally, taking advantage of the known
behavi or of physical properties. .

Qur system (ASCEND-II (Locke e_ aJN (1980)) is under devel oprment and

is including the physical property equations explicitly, in the face of
all the argunents suggesti ng it may be a poor idea. Until the problemis
-faced, ways to solve it will not be forthconi ng.

Little has been published on the developnment and use of dynanic

simul ators for general chem cal engineering processes. This does not inply

that no activity has occurred, but rather that |I|ittle has occurred
relative to the effort put into developing steady-state flowsheeting
systens. In the literature several academically devel oped dynanic sinul a-

tion systems are described (Mtard (1970); Ham (1971); Franks (1972);
Al fonso (1974); Barney et aK (1975); Patterson and Rozsa (1980)). Mst of
these are not designed to handle really large problems. Also, the handling
of sinultaneous nonlinear algebraic equations together with the differen-
tial equations is no-t convgni ently done by nmpst of these systems. One
approach' (see Franks (1972)) is like the sequential nodular approach,
where each unit is nodeled by a subroutine which receives as inputs the
input stream values to the unit and the "state variable values" for the
unit. From these the subroutine develops the unit outputs and the right
hand sides for the state equations. Units usually have "capacitance'* which
in principle conmputationally breaks the recycle | oops éppearing in a
process — bL‘Jt not always. Therein lies a real problem a recycle
conput ati on may exist anpbng some of the units in a process suggesting the
need for an iterative conputation involving several units enbedded inside
the dynam c sinul ation.

Two systems (ASCEND-I1 (see Kuru (1981)) and SPEED-UP) take an

approach based on Newton-Raphson not wunlike the "tableau" approach of
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electrical engineering, setting up and solving both the algebraic and

discretized state equations simultaneously at each time step. ASCEND-II

E Y
permits the structure of the problem (large units sparsely interconnected)

I

to be used to decompose the the calculations (see Westerberg and Berna

-(1978)), so larger problems may be handled.

An industrially developed system (DSP-1I, JUSE, Japan) uses an

equation solving approach based on tearing\ to solve the algebraic and

‘discretized state equations for a ¥lowsheet. It preprocesses the model

equations, developing a solution proceduré for the equations. Because it
preprocesses tﬁe equations all possible 1élternative discrete decisions
must be anticipated, e.g., when a valve may be opened or closed and when
closed that it causes a portion of the process to stop functioning.

The 1least well developed capability for analyzing arbitrarily
configured process systems is for solving models which involve partial
differential, ordinary differential and algebraic equations. Setting up
and solving the models for single units (e.g., chemical reactors) is of
course widely dealt with in the 1literature. Not really handled is a
flowsheeting capability where some of the units may be reactors modeled bx
PDE's. Researchers would be well advised to follow the most recent work by
Saito and Scriven (1980a, 1980b), where Newton-Raphson based approaches to
handling free surfaces are presented. These ideas, extended, will underlie

future developments in flowsheeting systems.
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Optimzation Aids for Design

As nentioned several tines earlier, mixed integer |inear programing
| »
(MLP) is frequently used as a design aid, particularly to /help select
: /

anong the nunber of alternative structures one nmight select for a design*

A variety of other optinization strategies are published to solve problens

“with specfal structure, e.g., using dynam c programming, branch and bound,

.etc.

In this section we will concentrate on the use of optimzation for
finding thé best tenperatures, pressures, flows, equipnment sizes, etc.,
for a design having a fixed topology. The problemis a nonlinear algebraic
equality and inequality constrained, conti nuous variabl e optim zation prob-
lem It is typically one involving hundreds to thousands of variables, and
of equality and inequality constraints. Only a few (1 to 50) degrees of
freedom will typically exist for the problem Westerberg (1980) has
published a review of this area.

For problems of this type, the usual approach is to marry optim-
zation to a steady-state flowsheeting system and such work has been
frequently reported (see Gaddy and Jinkerson (1978) for exanple). Flow
sheeting systens are unfortunately ill suited for this marriage. They
often nmke unreported (and sonetines ill-conceived) discrete decisions
internally, changing the nature of the solution as the process noves from
one type of behavior to another. An exan"ple_ is when the flowate of a
fluid increases sufficiently for the flow to change from laninar flow to
turbulent flow The flowsheeting system wil]l -automatically make such nodel
changes, causing the outside optimzation algorithm to experience discon-
tinuities in the functions and their derivatives. The optimzation schene
has had to be one which survives such problens. Pattern séarch nmet hods

such as the "conplex* nethod (Ureda and Ichikawa (1971)) are frequently
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advocat ed. Expe'rience shows them to require a few hundred to a few
thousand iterations to reach an answer, a very costly approach.

Handl i_ng i nequality constraints and added equality co_hstrai nts to
those which are part of the flowsheeting nodel is also diffiéult. ‘Usual |y
they cannot be handled by using themdirectly but only by adding a penalty
onto the objective function. Finally, gradients are seldom avail able,
" forci ng one to use perturbation calculations if they are needed — a
« conmput ational |y expensive proposition.

The equation solving ap_proache's to flowsheeting, particularly those
based on Newt on- Raphson net hods, would appear to be nmuch better suited for
optim zation. |If correctly devel oped* these systens allow gradients to be
had essentially for free using the adjoint network. Thus one can use
second order nethods for optim zing.

Wi le everything sounds straightforward, a very real problem is not
bei ng addressed. Process systems, even in the steady-state, need to

contain sonme general functions of the form

A
f(x) if g(x) *O0
f(x) =

A
A
f(x) ot herwi se
These general functions correspond to analyzing processes where streamns
m ght be vapor or liquid with the state not known a priori, flows mnight be
lam nar or turbulent, etc. The optimzation algorithm to- be effective,
must deal with this npre general problem Thé probl em contai ns, unfortu-
nately, discrete variables.

W can assume that one strategy is to guess values for the discrete
vari ables, optimze a continuous variable problem see if the optinmm
satisfies the discrete decision;, wher e Iit does not, change the discrete

deci sion and solve again. This general description can be part of both a
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rigorous branch and bound strategy or an heuristic one; it does suggest
that we nust still solve a continuous variable problem effectively as the

i nner | oop which we will now discuss. j

H ! i
The experience in chemcal engineering with continuous variable

-optim zation methods suggests the follow ng.

.1l. Successive linear approxinmation methods are often but not always very

effective. In this approach the obj ectivl? function and constraints are
linearized around the current soluti on.. Constraints are added to
control  the step size, and the approxi rf_ate nodel is solved as a |inear
program Oten the optinum resides entil'rely on the constrai nt boundary
for the problem and the only trick is to find the active constraints.
Once found, convergence is second order as the problemis like solving

equality constraints only via the New on- Raphson et hod.

2. - The generalized reduced gradient (GRG nethod (Abadie'and Car pent er

(1969)) is very effective.

3. The generalized penalty function approach is not usually as successful

as the GRG method or the successive quadratic approxi mation approach.

4. The best method appears to be the successive quadratic approxinmation
approach of Han (1975), as inplemented by Powell (1977). To handl e
typical chemcal process problens, some nethod is needed to deconpose
or reduce the problem size. Berna, Locke and Wsterberg (1980) give a
deconposition strategy. Using it, the | i neari zed equal ity constraints
are used to reduce the resulting approximate quadratic programm ng
problem which is solved at each iteration. Biegler and Hughes (1980)
and Jiraponghan ex jiK (1980) give a two tier approach much like the

si mul t aneous nodul ar approach for anal yzing probl ens, wher'e paraneters
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for: sinpl e-to-solve nodels are fitted: based on the behavior of the

j .
exact nodels, and then the sinple (but® not necessarily linear) nodels

/. . o .
/are used during the optim zation.

Alternate Design Criteria

Design criteria, other than economics, are the subject of several
studies. Grossmann and Sargent (1979) and G ossmann and Hal enane (1980)
have done work on designing processes which have to be flexible in their
operation. They have developed ideas on how to nodel a flexible process
and then, because of . its very special structure, how to solve the
optim zation problem which mninm zes the process cost subject to it being
flexible. A special féature of chenical processes is the existence of
mani pul abl e variables. These variables can have their values altered as
the process faces a different set of inputs, giving the process design a
chance to neet the desired output specification. It is assuned a control
sysfem Whichi is yet to be designéd, will do thé mani puiating.

Related to flexibility is uncertainty 'in design. Here one attenpts
to account for the uncertainty wi thin which one knows values for a nunber

of the parameters for the design. For exanple, one may be uncertain of the

value of a heat transfer coefficient, but one may want a design which is-

flexible enough to operate as long as the uncertain paraneters are within
prescri bed ranges. G ossmann and Sargent (1979) and Grossmann and Hal emane
(1980) also consider this problem

Morari et aJU (1980) approach the problem of designing networks of

heat exchangers which can survive a range of input flowates and tenpera-

tures while still requiring the theoretical mninum use of utilities and
while still neeting the target tenperatures -of the outlet streams. They
call 'such a solution a "resilient! solution. They also indicate how one

could devel op and operate a control structure.for such a system
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Safety is another design criterion. The traditional approaches have

al | '.-;_been explored, e.g., the use of fault trees. Relevant publications
/ L]

i nclude Powers and Tonmpkins (1974); Lapp and Powers (1976, 1977) and

Kumanot o and Henley (1979).

Lapp and Powers (1976, 1977) have added a twist to the deQeI opi ng of'
a fault tree for a process. They describe a quite different process nodel
called a "cause and effect nodel* from which one can automatically
generate a fault tree. According to their approach, the engineer can
‘devel op a nmodel of the process, which includes all the equipment itemns.
Stored in a library are "cause and effecL npdels for each equi pnent type,
which are then "wired" together to nodel the system the engineer has
d;escribed. From these system nmodels, a fault tree is automatically
devel oped. In principle, considerable tine can be saved using these ideas
bepause t he curren.t approach to set up a fault tree requires enornous
amounts of tedious work.

Kumanmoto and Henley (1979) develop a nmethod to find failure npdes
whi ch can account for the sequence in which the failures occur; thus they
handl e control Iloops nore naturally. The nethod does not develop a fault

tree but rather depends on the construction and use of decision tables.
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Process Design to Hardware Conversion

_/; This step in the design is where the functional descriptlon (whi ch
can/ usually be presented on 2 engineering drawings) is converted into a
set of 40 to 60 Piping and Instrumentation Diagrams (PID's) which detail
-every actual piece of equipment to be purchased. These draw ngs are onl y-
two dinmensional so they do not allow one to determine the exact piping
needed, nor where connections to vessels are!'georretrically | ocated, etc. A
nunber of aids exist for this step* Drawing oriented dedicated conputer
systens, such as the Applicon System ar:e used to aid this step. The

engineer sits at a CRT termnal and cohstructs, out of an extensive

catal ogue of parts, the PID's directly. The system draws col ums, valves,

heat .exchangers, i nterconnecting piping, etc., placing them where
request ed. By attaching information to these itens (e.g., through a
keyboard i nput), ‘the drawi ngs becone one-to-one with a |list of all

equi prent itens called a "materials takeoff list.

Until the actual equipnent is known, many control and safety ques-
tions cannqt be answered. One synthesis activity is to establish automati -
cally the control structure for the process on a PID. P_apers by Govi nd and
Powers (1976, 1977, 1978), Morari ef g.. (1980a, b,c) and Arkun and
St ephanopoul os (1980) are ained at this problem The control probl em is
first to select which variables to control. The second decision is to
sel ect which variables one should neasure and the third which one should
rranipplate to effect-the desired control. The fourth is to select the
control structure connecting the neasured and mani pul ated vari abl es.

Govind (1978), in his Ph.D. thesis, develops control structures
involving the nore traditional controller -instrumentation (PID control-
lers) arranged in standard and novel ways. Morari £t_g[ (1980a,b) lay down

a very interesting and useful framework within which to describe and solve
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this problem They work toward finding ;useful probl em deconpositions to

reduce the number of schemes one would otherw se generate* Decqnposition
/

i ncludes breaking processes apart where the economc coupling is weak,

sel ecting variables which can sinply be regulated, finding dynanic |oops
whi ch can be successfully solved by "tearing" them etc. Also they devel op
a nunmber of tools to allow one to select automatically all possible
candi dates for measuring and mani pul ati ng, considering, for exanple, exten-
sions to the ideas of controllability and observability.

At this point in-the design, nore detailed safety and reliability
studi es, discussed earlier, are perforned.

One new mmjor industrial system is now under devel opnent to attenpt
to create a rather all enconpassing aid for this step at the Conputer
Ai ded Design Centre in Canbridge, England. The project.is known as PEGS.

In its initial version, the drawing aids will Ilikely be t hose érrphasized.
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Desi gn of Mj or Equi prnent

/ In parallel with the effort to develop the detailed PIDs for design
A

is the activity associated with designing the major equiprent itens which
are not off-the-shelf itens* Exanples are heat exchangers, storage ves-
sels, colums, etc. This design activity is really in the realm of
mechani cal engineering and will not be discussed here at any |ength. The
problem is to design this-equiprment to nmeet safety codes (which differ
fromcountry to country).

In chemcal engineering, two organizations (at |east) exist which
devel op design aids for heat exchangers. These are HIRI (USA)' and HTFS
(UK). They receive subscription fees fromthe conpanies they serve. Their
goal is to develop conmputer prograns to design all ‘types of heat
exchangers. They carry out extensive experinental prograns to develop the
correlations to permt them to estinmate the effects of various heat
transfer and fluid flow phenonena. Phase changes often conplicate the
behavior found in such devices. Wen designing a heat exchanger numerous
di screte decisions nust be nmade, a synthesis task. Exanples are to select
which fluid is to flow through the tubes and which oyer them what the
flow pattern of the two fluids relative to each other should be (ranging
fromcountercurrent to cocurrent and everything in between), what the tube
_sheets should look l|ike, etc. Nothing has been published on how these .
decisions are nmade automatically, but one nust suspect it is at present
done heuristically.

Anal ysis prograns include the use of finite element nodels, etc.
Again, this activity is nore a nechanical engineering one and we |eave it

at this point.
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3 Dimensional Visualization

/, A remaining major design activity before construction commences is

I/ 3

to develop a three dimensional model for the process. This step is
invariably done at present by actually building a model out of plastic.
_The alternative which is available is to develop a 3-dimensional model in
a computer data base and to use sophisticated graphics techniques to
display this model on a CRT. At least one s%ch package of real consequence
has been developed. It has been developed|by the Computer Aided Design
Centre in England and is called PDMS (2iping Data Management System).
Drawings of all sorts are one of the outphts possible from this program.
Closely related is the graphics ‘- technology behind design packages for
bhildings which also communicate with the architect and engineer through
3-dimensional visualizations.

A number of interesting research activities suégest themselves to
support such a package. One design activity is to place the equipment on
the plot of land in such a way that piping costs are minimized, that
fires, if they were to occur, can be contained (e.g., keep the storage
vessels away from other vessels and a long way from the reactors), that
equipment can be conveniently maintained, etc. |

A subsidary problem is to route pipes between equipment items
already positioned -- sounds like laying out an integrated circuit? The
problem is three dimensional because equipment is also placed in the

vertical direction.
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Pl ant Qperating Procedures

/ The last nmajor design activity we !shaII touch upon is the design of

/. !

the; operating procedures for a plant. The plants have to be started up
The startup activity can blossom into a many nonth activity if extrene
care is not taken in the "design'' of this step. Aso the plants are
frequently noved from one operating node to another while still producing.
They are also shut down for scheduled naintenance or because of an
ener gency.

An hguristic approach to solving the "design" of operating pro-
cedures nust perforce exist in any conputer driven batch process. A batch
process is one which .is not run continuously, but is constantly being
noved from one operating nmode to another. Industry has devel oped prograns
for this activity, one exanple being AUTRAN devel oped by Merck and Contro
Eata Cor poration

A Ph.D. thesis has appeared in this area by Teague (1980) working
for G Powers. This thesis described a. language for witing operating
procedures. It is an attenpt to create a l|language rich enough to permt
the description of any activity a human operator might do to operate a
plant, including the nmaking of m stakes. A purpose of this |anguage was to
provide a nodel of an operator so a fault-tree analysis could be generated
autormatically for a process, including the operator actions. One can al so
envision a true synthesis activity ih whi ch the operating procedures are
generated automatically; a'study of this type has already appeared (R vas
8T _aJU (1974a,b)).

Oh top of this last activity are the higher level decisions of
scheduling the plant production to neet predicted, - but varying. mar ket
demands, newnmnaterial availability, anbient conditions, etc.

Qearly there are no shortages of problens to solve in process

desi gn*
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I n Concl usi on

W have reviewed the design process for <chenmical plant design,
tracing it from its inception through, to the design of its.operating
procedures. Along the way we have described a nunmber of conputer aids
which can exist to help in the activities being discussed. W certainly
have onmitted many f-or I ack of space and knowl edge of them The penultimte
system presunmably will be to tie all these design aids together With
several -as yet to be developed aids, using a sophisticated data base as
the repository for all partial and conpleted results. The ultimate will be
for the whole process to occur automatically, or will it? One-significant
goal of a design aid is to train the engineer about the design so he can
understand it and, very inportantly, criticize it. Hopefully, until we
really can do design automatically, anticipating all possible problems, we

will not forget this requirenent.

28




Ref er ences

Abadie, J. and J. Carpenter, "Generalization of the Wl fe Reduced G adient
Method to the Case of Nonlinear Constraints,! Chapt. 4 in Optinization,
Ed. R Fletcher, Academ c Press, New York, NY, 37 (1969).

Agni hotri, R B. and R L. Mtard, "Reaction Path Synthesis in Industrial

Chemistry,* ACS Synp. Ser., Conputer Applications to Chenical Process
Desi gn and Sinul ation, 124, 193 (1980).

Al fonso, L.L., "DYSCO An Interactive Executive Program for Dynanic Sinul a-
tion and Control of Chemical Processes,* Ph.D. Thesis, Univ. of M chigan
(1974). .

Arkun, Y. and G Stephanopoulos, "Studies in the Synthesis of Control
Structures for Chemcal Processes. Part |V: Design of Steady-State Optim z-
ing Control Structures for Chemical Process Units," AIChE J., 26, 975
(1980). :

Barney, J.R, R S. Ahluwala and A.l. Johnson, DYNSYS Users Manual, Univ.
of Western Ontario, London, Ontario (1975).

Biegler, L.T. and R R Hughes, "Application of Powell's Algorithm to
Quadratic Approximation Progranm ng," 73rd Annual Meeting, AlIChE, Chicago,
IL, Nov. 16-20 (1980). ' : :

Core‘y, E.J. and WL. Jorgensen, "Conputer-assisted Synthetic Analysis.
Synthetic Strategies Based on Appendages and the Use of Reconnective
Transforms,"” J. Am Chem Soc, 98, 189 (1976).

Edie, F.C. and AW Westerberg, "A Potpourri of Oonverge'nce and Tearing,"

Chenmi cal Engng. Conputing, 1, AIChE, Nev; York, 35 (1972).

Franks, R G E., Mdeling and Sinulation in Chenmical Engineering, John
Wl ey and Sons (1972)-

Gaddy, J.L, and K R Jinkerson, "Ethylene Process Optimzation — Con-
straining Relaxation and Bounds Adjustnent," 71st Annual Meeting Al ChE,
M am , FL, Nov. (1978).

Gasteiger, J., P.D. Gllespie, D. Marquarding and I. Ugi, "Fromvan't Hoff
to Unified Perspectives in Mdlecular Structure and Conputer Oiented
Representation,” Topics in Curr. Chem, 41, 1 (1974).

Gelernter, H , N.'S. Sridharan, A J. Hart and S.C. Yen, . "The Discovery of
Organic Synthesis Routes by Conputer,” Topics in Curr. Chem, 41, 113
(1973).

Gol dstein, R P. and R B. Stanfield, "Flexible Method for the Solution of
Distillation Design Problems Using the Newton-Raphson Technique," |EC
Process Design and Develop., *9, 78 (1970).

Govind, R , "Control System Synthesis Strategies," Ph.D. Thesis, Carnegie-
Mellon Univ., Pittsburgh, PA (1978).

Govind, R and GJ. Powers, "Control System Synthesis Strategies," paper
presented at 82nd National Meeting, AIChE, Atlantic Cty, N (1976).

29




Govind, R and GJ. Powers, "lInteraction Analysis in the Synthesis- of

Control Structures," paper presented 70th Annual Meeting, Al ChE, New York,
NY, Nov. (1977a).

*
k]

Govind, R and GJ. Powers, "A Chenical Engineering View of Reaction Path
Synthesis," in Conputer Assisted Organic Synthesis, Ed. W T. W pke ef al .,
61", 81, ACS Symp. Ser. (1977b). X

.Govind, R and GJ. Powers, "Synthesis of Process Control Systems," | EEE
Trans, on Sys. Man and Cyber, FMC-8, 792 (1978).

_@ossraann, |.E. and K. P. Halemane, "A Deconposition Strategy: for Designing
Fl exi bl e Chemical Plants,” 73rd Annual Meetl 1| ng, Al ChE, Chicago, IL, Nov.
16-20 (1980). ) I

Grossmann, |.E. and J. Santibanez, "Applications of Mxed I|nteger Linear
Programming in Process Synthesis," 72nd Annual Meeting, AlIChE, Nov. (1979).

Gr ossmann, I.E. and R WH. Sar gent, "Optinmum Design of Miltipurpose
Chemical Plants,"” |&EC Process Design and Develop., 18, 343 (1979). '

Ham P.G, "REMJS The Transient Analysis of Integrated Chem cal Pro-
cesses," Ph.D. Thesis, Univ. of Pennsylvania (1971).

Han, S.P., "A dobally Convergent Method for Nonlinear Programmng," Dept.
of Comp. Sci., Cornell Univ., Report No. 75-257 (1975).

Hendrickson, J.B., "A General Protocol for Systematic Synthesis Design,"
Topics in Curr. Chem, 62, 49 (1976).

Herandez, R and R WH. Sargent, "A New Algorithm for Process Flowsheet-
ing," FEuropean Federation of Chenmical Engng. 12th Synp. on Conputer
Applications in Chem Engng., Montreux, Switzerland, April 8-11 (1979).

Hutchison, H. P., "Plant Sinulation by Linear Methods," Trans. |Inst. Chem
Eng., 52, 287 (1974).

Hut chison, H P. and C F. Shewchuk, "Conputational Method for Miltiple
Distillation Towers," Trans. Inst. Chem Eng., 52, 325 (1974). '

Jiraponghan, S., J.F. Boston, H.I. Britt and L.B. Evans, "A Nonlinear
Si mul t aneous Modul ar Al gorithm for Process Flowsheet Optimzation," 73rd
Annual Meeting, AlIChE, Chicago, IL, Nov. 16-20 (1980).

Kevorkian, A K., "Deconposition Methodology  for the Solution of Large
Non-1inear Problens," Foundations of Conputer-Aided Chenical Process De-
sign. Conference, Engng. Foundation Conferences, Henniker, NH July 6-11
(1980).

Kumamoto, H. and E. J. Henley, "Safety and Reliability Synthesis of Systens
with Control Loops," AIChE J., £5, 108 (1979).

Kuru, S., "Dynamic Sinulation with an Equation-based Flowsheeting System" -
Ph. D. Thesis, Carnegie-Mellon Univ., Pittsburgh, PA (1981).

Lapp, S.A and GJ. Powers, "Conputer-Aided Fault Tree Synthesis of Fault
Trees," Chem Engng. Prog., 72, 89 (1976).

30




Lapp, S A and GJ. Powers, "Conputer-aided Synthesis of Fault Trees,"
| EEE Trans, on Reliability, R 26, 2, April (1977).

Lin, T.D. and R S.H Mah, "A Sparse Conputation System for Process Design
and Sinulation: Parts | and Il," A ChE J., 24, 830, 839 (1978).

Locke, MH , S Kuru, P.A Clark and AW Westerberg, "ASCEND-1l: An
Advanced System for Chemical Engineering Design,'* 11th Annual Pittsburgh
Conference on Mddeling and Sinulation, Univ. of Pittsburgh, May 1-2 (1980).

~Mahalec, V. and R L. Mtard, "Procedures for the Initial Design of
Chenical Process Systens, ! Conputers and Chem Engng. J., !, 57 (1977a).

-’

«Mahalec, V. and R. L. Mtard, "Evolutionary Search for an Optimal Limting
Process Flowsheet,!' Conputers and Chem Engng. J., 1, 149 (1977b).

r

Morari, M, Y. Arkun and G Stephanopoul os, "Studies in the Synthesis of
Control Structures for Chenmical Processes. Part |: Formulation of the
Pr obl em Process Deconposition and the Classification of the Control
Tasks. Analysis of the Optimzing Control Structures,” AIChE J., 26, 220
(1980a).

Morari, M, D.F. Marselle and D.F. Rudd, "Synthesis of Resilient Energy
Management Systens," paper 3f, 73rd Annual Meeting, AIChE, Chicago, IL,
Nov. 16-20 (1980). '

Morari, M and G  Stephanopoul os, "Studies in the Synthesis of Control
Structures for Chemical Processes. Part 11: Structural Aspects and the
Synthesis of Alternate Feasible Control Schemes,” AIChE J., 26, 232
(1980b) .

Morari, M and G Stephanopoulos, "Studies in the Synthesis of Control
Structures for Chemical Processes. Part 111: Optinal Selection of Sec-
ondary Measurements within the Framework of State Estinmation in the
Presence of Persistent Unknown Disturbances,” AIChE J., 26, 247 (1980c).

Motard, R L., PRODYC - A Sinmulation Program for Process Dynanics and
Control Users Guide, Univ. of Houston, TX (1970).

Ni shida, N., G Stephanopoulos and AW Westerberg, "A Review of Process
Synthesis," to appear AIChE J. (1981).

Pat t er son, G K. and R B. Rozsa, "DYNSYL: A General -Purpose Dynanic
Simulator for Chenical Processes," Conmp. and Chem Engr., Vol. 4, 1-20
(1980).

Powell, MJ.D., "A Fast Algorithm for Nonlinearly Constrai ned Optim zation
Cal cul ations," presented at 1977 Dundee Conference on Numerical Analysis
(1977). :

Powers, G J. and F.C  Tonpkins, "Fault Tree Synthesis for Chenical
Processes," AIChE J., 20, 376 (1974). .

Rivas, J.R, D.F. Rudd and L. Kelly, "Conputer-Aided Safety Interlock
Systens," AIChE J., 20, 311 (1974a).

31




AL

Rivas, J.R, D.F. Rudd, "Synthesis of Failure Safe Operations,! AlIChE J.,
20, 320 (1974b).

' Rudd, D.F., '"Mbdeling the Developnent of the Intermediate 'Chenicals

Industry,* Chem Engng. J., 9

-

1 (1975)..

Saito, H and L.E. Scriven, "Study of Coating Flow by the Finite Elenent
Met hod, " 73rd Annual Meeting, AIChE, Chicago, IL, Nov. 16-20 (1980a).

Saito, H and L.E Scriven, "Autononpbus Boundary Conditions at Free
Surfaces," Anmerican Physical Sco. Fluid Dynamcs Division Meeting, Cornell
Univ., Ithaca, NY, Nov. 25 (1980b).

iirola, J.J., GJ. Powers and D.F. Rudd, "Synthesis of System Designs.
I'l: Toward a Process Concept Generator," AIChE J., 17, 677 (1971).

Sophos, A., E. Rotstein and G Stephanopoul os, "Thernmodynanic -Bounds and
the Selection of Technologies in the Petrochemnmical Industry," Chem Engng.

Sci., 35, 1049 (1980).
St adherr, M, Ph.D. Thesis, Univ. of Wsconsin, Mdison, W (1976).

Stadherr, M, WA, Gfford and L.E. Scriven, "Efficient Solution of Sparse
Sets of Design Equations,"” Chem Engng. Sci., 29, 1025 (1974).

Stadherr, M and D.F. Rudd, "Systems Study of the Petrochem cal |ndustry,"”
Chem_ Engng. Sci., !'U 1019 (1976).

Stadherr, M and D.F. Rudd, "Resource Managenent in the Petrocheni cal
I ndustry," Managenment Sci., 24, 740 (1978).

Teague, T.L., "A Study for the Design of Operating Procedures," Ph.D.
Thesi s, Carnegie-Mellon Univ., Pittsburgh, PA (1980).

Ureda, T. and A Ichikawa, "Mdified Conplex Method for Optim zation,"
| &EC Process Design and Develop., K), 229 (1971).

Westerberg, A W, "Optimzation in Conputer-Aided Design," Engng. Foun-
dation Conference on Conputer-Aided Process Design, Henniker, NH, July
6-11 (1980).

Westerberg, A W, HP. Hutchison, RL. Mtard and P. Wnter, Process
Fl owsheeti ng, Canbridge Univ. Press, Canbridge, England (1979).

W pke, WT., H Braun, G Smith, F. Choplin, and W Sieber, "SECS," in

Conputer Assisted Organic Synthesis, Ed. WT. Wpke and WJ. Howe, ACS

Symp._Ser., 61, 97 (1977).

32




