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ABSTRACT

Chemical plants have to be designed based on uncertain
thermodynamic, kinetic and equipment performanbe correlations, market
forecasts, raw material and product prices. They have to be able to
adjust to changes in operating conditions, disturbance levels, product
specifications, product distribution and demand, and they should be
able to tolerate Eqaipment malfunction without Teading to serious
safety hazards. The general term "operability”™ will be used to
describe the ability of the plant to perform satisfactorily under con-
ditions different from the nominal design conditions. Current indus-
trial practice accounts for operability at the design stage in an
ad hoc fashion through empirical overdesign factors and by introducing

_large storage and surge tanks for raw materials, products and

intermediates. It is shown here that the heuristic approach is not
only often costly and ineffective but that it can have an adverse
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effect: a design nodification intended to inprore operability can
actual |y make it worse. Systematic nethods to include operability as
a design objective are reviewed and directions for future research in
this area are given. Application exanples demonstrate the utility of
the suggested approaches.

The best part of our know edge is that which teaches us where
know edge |eaves off and ignorance begins
' Oiver Wndell Hol nes

| NTRCOUCTI ON

It is not unconmon that in our function as engineering educators
we encounter students with highly devel oped scientific and
mat hematical skills which are unable to solve relatively sinple
engi neering design problems. The difficulties arise fromthe fact
that these problems tend to be more |oosely defined; they require a . -
series of assunptions to be made before an answer can be obtained-with
reasonable effort in an acceptable time period. Because of the
uncertainties inherent in the problem formulation there is rarely only
one. "correct" or "best" solution which adds further conplications and
confusion. The skills required fromthe student for "design" are '
quite the opposite of what is stressed in the early training when
exact scientific reasoning is enphasized. _ |

Even after the early education period one of the main challenges
in engineering design remains that decisions have to be made based on
limted know edge. - For exanple, the engineer has to deal wth the
uncertainty in the kinetic data, the thermodynamc correlations, the
projected equi pmedt performance, the feedstock quality, the product
price and demand etc. More inportant when designing a chemcal plant
it is generally either not possible or not desirable to renove all the
uncertainties involved. For exanple, it is not possible to predict
prices with certainty even with an unlimted nmarketing research
budget. O, for exanple, it mght be economcally unsound to try to
obtain nore accurate performnce correlations for distillation colum
trays.

Thi s discussion nmakes clear that it is very hard to provide an .
unanmbi guous definition of the concept of "optimal design". The
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| nprovenments obtained in a given economc objective function hy
Invol ved optim zation techniques mght beconme insignificant in the
engi neering sense when conpared to the uncertainties involved in the.
problem fornulation. Furthermore some of the more conplex design
objectives like safety, reliability and operability are often equally

or more inportant than the economc objective (e.g. return on invest-
ment) but much nore difficult to quantify.

In somewhat oversinplified ternms one could say that this paper is
about uncertainty in engineering design. How nuch of it constitutes a
heal thy dose in a particular situation, how one can cope with it and
how one can plan for it through the appropriate design; or in the words
of management guru Peter Drucker, what "we have to do today to be ready
for an uncertain tomorrow'. W want to show that engineering rules of
thumb can fail quite mserably, what better techniques are available,
what their drawbacks are and where future research should be directed.
In order to do that we first have to establish a conmon vocabul ary
with clear definitions of al the terns involved.

_Synthesis vs. Analysis: By synthesis we nean the integration of
processing units into a system (plant, control system etc.) such that
it has specified properties. By analysis we nean the exam nation of
an existing systems' propertiese. -

Structure vs. Parameters: A systemcan he specified by its
structure and its design paranmeters. The design parameters which
correspond to sizes, flowates, pressures, tenperatures, etc. can
general |y take on all real values within specified bounds. The
structure (presence or absence of system parts and their
Interconnections)*can also be described by design paraneters.

However, these design paraneters are restricted to the integer values
"0" and "1", where 0" denotes the absence and "1" the presence of a
certain system part or interconnection.

Design vs. Control: In design, decisions are made once and for
all before a plant is constructed. In control, decisions are mde
continuously during the operation of the plant.

Ve will use the general term operability to descrithe the ability
of the plant to perform satisfactorily under .conditions different from
the nomnal design conditions. The nmajor objectives that are to be
achieved in the operability of a chem'cal plant include the followng




a) Feasibility of steady-state operation for a range of
different feed conditions ‘and plant parameter variations

b) Fast and smooth changeover and recovery from process
-disturbances _

c) Safe and reliable operation despite equipment failures

d) Easy start-up and shut-down.

The first two objectives deal with the satisfactory performance of the
plant during periods of "normal" plant operation, whereas the |ast two
~objectives are concerned with the plant performance during "abnormal"
operation. This distinction is of course somewhat arbitrary, but it
reflects the expected tine of operation: nost of the time the plant
will be under "normal" operation, whereas the occurrence of "abnornal"
operation is much less frequent. This paper will deal exclusively with
the first two objectives (a) and (b), and the purpose will be to
present how these ojectives can actually be addressed at the design
stage.

The attributes that denote the first two objectives of
operability wll be denoted in this paper as Flexibility and
Resiliency. The dictionary defines resiliency as the "power of
recovery after strain". In the context of process design we mean by -
it the ability of the plant to tolerate and to recover from
undesirabl e changes and upsets. For exanple,, the plant can tolerate
paranmeter variations and it can easily recover from process °
disturbances in a fast and snooth manner. \e will refer to the former
quality as "static" resiliency when only steady state operation is
considered, and we will refer to the latter quality as "dynamc
resiliency". x A

The dictionary defines flexibility as the ability to readily
adjust to nmeet the requirements of changing conditions. For exanple,
a flexible plant can be adapted to different feedstocks, product
specifications or process conditions. In summary, the main difference
Is that resiliency refers to the maintenance of satisfactory
performance despite adverse conditions while flexibility is the
ability to handle alternate (desirable) operating conditions.

Needl ess to say the distinction hetween resiliency and flexibility is
not always clear cut. However, the enphasis in resiliency is ofr the




" dynam ¢ operation of the plant, whereas the'enphasfs in flexibility is
on the steady-state operation. :

Armed with these definitions we can now proceed MAth four
notivating exanples which should demonstrate the practical inportance
of operability, and the failure of sinple mnded heuristic rules to
incorporate operability as one of the design objectives.

SOME MOTI VATI NG  EXAMPLES

Qverdesign or underdesign for resiliency and flexibility?

The conventional procedure for introducing resiliency in a
chenical plant is to use enpirical overdesign. That is, a noninal o
"conservative" basis is selected for designing and optimzing the
plant. Enpirical factors are then applied to the sizes of equipnent
and extra units are also often introduced. However, although this
enpirical procedure will in general add resiliency and flexibility of
operation to a plant, it has the following drawbacks:

1. Not nmuch insight is gained on the actual degree of flexibility

“that is obtained in the chemical plant*

2. Conditions that give rise to infeasible operatlon my not be
detected due to the fact that the interactions among the
different units in the process are not epr|C|t|y taken into
account.

3. The resulting overdesigned plant may not operate efficiently
and may not be optimal from an econom ¢ viewpoint.

In order to illustrate some of these drawbacks, and in particular
the problem of overfooking effects of interactions, consider the ex-
anple of the heat exchanger network shown in Fig. 1. Note that in
this case the outlet tenperatures of streams H and C2 have been
specified in the formof inequalities: streamH nust be cooled down
to at least 410K, while stream C2 nmust be heated up to at |east 430K

Assune that the areas of exchangers 1 and 2 are sized with the
nomnal values of heat transfer coefficients U -~U2°800Wn2|(, and that
~ the resulting areas are oversized by 20% |f such a design were
i npl emented in practide the followng situation mght occur: _

Suppose that U is 20% higher than the nomnal value while W2 s
20% | ower. For such a case, as is shown in Fig. 2, the exit '




L440 Heat capacity flow ates
H 15 kWK
. a 30 kWK
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Fig. 1 Heat exchanger network for exanple 1
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425 < 430
c2

407 < 410

Fig. 2. Performance of network with 20/ overdesign of exchangers
1 and 2 when heat transfer coefficients are + 20Z and —20%  respectively




tenperature of streamH from exchanger 1 would drop from the expected
440K down to 434K due to the larger transfer coefficient. - However,
with this tenperature change the tenperature driving force in
exchanger 2 is reduced, which when coupled with the |ower transfer
coefficient causes the outlet tenperature of O fromthis exchanger to
be 425K, or 5K bel ow the mnimum tenperature that was specified
Therefore, for the above cited realization of transfer coefficients
the network exhibits infeasible operation since it violates the
tenperature specification. |

It should be noted that this network design satisfies the
tenperature_specifications when both heat transfer coefficients are
20% [ ower than the nomnal values, which intuitively would be regarded
as the "worst" condition. This exanple illustrates then the danger of
overlooking interactions when using enpirical overdesign.
Furthernore, it shows that identifying "worst" conditions for feasible
operation may not always be obvious fromintuition. This observation
will be elaborated on further in the next section.

“Another point of interest in the exanple is related to the choice
of areas such that tenperature specifications are not violated for any
deviation within + 20% of the nomnal values of U and U2- For .
instance, if one were to insist in oversizing the area of exchanger 1
by 20% one would find that the area of exchanger 2 would have to be
oversized by 108% On the other hand, if one were to oversize
exchanger 2 by 23% one would find that the first exchanger woul d not
have to be oversized, but rather it would have to be undersized by 16%
Thi's then shows tjjat the choice of a resilient design which in addition
I's economcally optimal, may not be quite obvious in general. Hence,
the need for a systematic treatnment of resiliency and flexibility in
process design should be evident.

\Wat constitutes a "worst" operating condition?

Traditional industrial practice generates resilient systems by
designing them for what are perceived to be "extreme" operating
conditions. Naturally, if these extremes are selected properly the
systemw || perform satisfactorily for the whole range of expected
situations. The follow ng exanple is neant to denonstrate that the




proper selection of "extremes" is far fromtrivial and that seemngly
| ogi cal choices can lead to extremely poor systems. For the problem
data in Table 1 the network shown in Fig. 3A was designed. There are
no other designs with a smaller nunber of heat transfer units, the
approach tenperatures fall nowhere below 10°C and therefore this
structure is likely to be close to optimal economically. It is known
-that the heat capacity flowate of streamH can be as large as 1.85
at times. The natural approach of the desrgn engineer would be to
test his desicgn for this extreme condition. The test reveals that the
network structure perforns satisfactorily also at this flowate (Fig
3B). It appears then logical to expect that the structure can handle
all flowates in the range between 1 and 1.85. Figure 3C reveals that
this is not the case. Even if exchanger 1 had an infinite area, for a
flowate of 1.359 the outlet tenperature of H cannot be decreased
below 71°.  Wth a reasonable approach tenperature difference of 10°
(Fig. 3D) the mninum attainable outlet tenperature for H is 102.2°,
corresponding to a target violation of 52°. In particular if H were
the feed streamto a reactor this design error could have serious
consequences.

By switching the cooler fromH to H the network can be nade
flexible (Fig. 3E). In al exchangers the approach tenperatures
exceed 10°C over the whole range of flowate variations 1 < WHI < 1.85
and therefore the capital costs remain reasonable. The exanple shows
that flexibility can be reached not through additional exchangers or
excessive oversizing but rather by a proper redesign of the network
structure.

Let us also look at the slightly nodified problemwhere the inlet
temperature of streamC is increased to 120°C (T°c2 = 120°C). The
network structure used in Fig. 3A can be denonstrated to suffer from
the sane deficiencies as previously. The flexible structure is shown
in Fig. 3F. It involves only three heat exchangers while the other
one had four. Selecting networks with a larger nunber of transfer
units does not only increase capital costs but can lead to a decrease
in flexibility. Flexibility cannot be accomplished by ad hoc addition
of equipment but by systematic design technirques based on a thorough
understanding of the physico-nathematical problem
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50
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Table 1. Stream dat a for Exanpl e 2
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Are long dead times had for dynamc resilience?

The dynamic behavior of even quite conplicated chenica

engineering systens like distillation colums or reactors can usually
~be approximated well by first order plus dead tinme nodels. Wen

dead times domnate the dynamcs, as is often the case, they can exert

severe limtations on the response tine and therefore on the dynamc

resilience of a process. Consequently they are of central inportance

in aresilience analysis. :

In the single-input-single-output (SISO case the detrimenta
effect of dead times is clearly proportional to their magnitude.
Confronted with a nunber of possi bl e SISO designs when dead tinmes
dom nate, the design engineer generally chooses the systemwth the
smal | est delay. |If dead times are significant but other aspects of
the dynamcs are also inportant, then dead times can serve as the
basis of a first rough screening procedure where those designs whose
dead times are significantly larger are removed from consideration. A
more detailed analysis can then be carried out to select the proper
design from those remaining

In the multi-input-multi-output (MM) case the analysis of the
effect of dead time on dynamc resilience is significantly nore '
conplicated. Let us consider the followng exanple: It is desired to
control the outlet temperatures of the streans 2, 3 and 4 of the heat
exchanger network shown in Fig. 4. The heat exchangers are assumed to
be distributed throughout a plant and the transport lag between heat
exchangers domnates the dynamcs. The network is controlled by the
bypasses on heat exchangers 2, 4 and 5 with the transport lag between
heat exchangers indicated in Fig. 4. It can be shown (Holt, Morari
1983) that for a dynamcally decoupled system the best servo response,
|.e. output response to set point changes, is described by the
transfer matrix

6 = diag(e-®, 1, e *)

That is the stream 2 tenperature responds to a set point change after
6 mnutes, stream3 imediately and stream4 after 4 mnutes. It is
not surprising that by decreasing some of the delays between the
exchangers the response can be nade faster
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Fig. 5. Thermally coupled distillation columns (Example 4).
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[t may not always be possible to decrease dead times but in nany
cases it is possible to increase them Contrary to the SISO case and
normal intuition this can lead to inproved resilience in the MM
~case. Continuing the exanple suppose it is not physically possible to
shorten the distance between units but it is possible to increase the
transport lag. Consider increasing the lag between heat exchangers 10
and 11 from2 to 6 mnutes. Then it can be shown (Holt, Mrari, 1983)
that the best servo response is described by the transfer matrix

G- diag(e"®, 1, 1)

Thus increasing a time delay has resulted in a significant inprovement
of the best achievable performance in a dynamcally decoupled system
Again, it is clear that sinple rules of thunb are unable to
explain the effect of design changes on resilience and nmore rigorous

techniques are called for. '

How resilient are controlled systems to plant paraneter variations?

In order to conpensate for disturbances and to speed up the
adj ustment of the plant to new operating conditions or in other words,
to make the plant nore resilient, automatic controllers are enployed.”
The tuning of the controllers is always based on a nodel of the
process, albeit sonetimes a grossly sinplified one. The nodels are
invariably inaccurate because of identification problens and tine
varying systemcharacteristics. It is desirable that the control
performance be insensitive to nodelling errors, such that the required
nmodel ling effort can be kept to a mninmum and frequent retuning of the
controllers can be avoided. Cearly the sensitivity is a function of
the control system design, but as we will dempnstrate next, even nore
so of the systemitself.

Consi der the system of coupled distillation colums {20 stages
each) shown in Fig. 5 which is used to separate a 70% met hanol / wat er
mxture into a 99% nethanol distillate and a 0.1% nmethanol bottom
product (Exanple 4). The detailed nmodel and all the paraneters are
reported by Lenhoff and Morari (1982). We will investigate two
different control structures for these col ums.
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Mani pul ated Var. Fi xed Var.

Structure 1 Ri, V, F, R

Structure 2 Fi, V, D, RE
Here the "manipulated variables" are the two valves used for
conposition control and the "fixed variables" are not used at all for
control. The other variables shown in Fig. 5 are enployed in |oops
mai ntai ning the mass balance in the colum. These |oops are assuned
"fast" and are not included in the nodel.

For both structures 1 and 2 the nultivariable conposition
controllers were tuned based on the linear nodel to yield the response
to set point changes shown in Fig. 6A. The question is now how well
the controllers would work for the two systens if the real plant were
different fromthe nodel. To mmc a "real" plant tinme delays in
length equal to about 8% of the dom nant open loop time constants were
introduced into the nodels. The performance of the controllers on the
“real" plant is shown in Fig. 6B and C  Even for this unreal istically
smal| nodelling error the performance deteriorates significantly for
structure 1 and much less for structure 2. For a slightly larger tine
delay or gain error the systemwth structure 1 would becone unstable.
Natural |y, any designer will opt for structure 2 which promses to
allow a much sinpler control system design and to require |ess
nmodel ling effort. Instead of the control structure we could have
varied other design parameters and simlar effects on the sensitivity
coul d have been observed (Saboo, 1982).

The exanple denonstrates that design decisions can have a very
pronounced effect on the dynamc resilience of a plant. Therefore, it
woul d be highly desirable to have a reliable criterion to assess the
dynamc resilience at the design stage, which does not require
extensive simulation runs. This is especially inportant since - in
the authors® opinion at least - the observed sensitivity differences
do not seem obvious on physical grounds and no heuristic rules suggest
t hensel ves.

The nmoral from the exanpl es

1) The oversizing of existing and the addition of new units
into a process is not only costly but can lead to a decrease
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in flexibility and resilience.

2) \What constitutes-a "worst" operating condition on which to
base a conservative design is inpossible to determne for a
conplex plant with many interacting pieces of equipment
without a systematic analysis tool.

3) Longer dead times can sometimes inprove a plants dynamc
resilience.

4)  Design changes can have very pronounced but difficult to
predict effects on the sensitivity of the performance of a
control led systemto nodelling errors and thus on the dynamc
resilience.

Mich progress has been nmade over the last few years toward the
understanding of these counterintuitive phenomena and the foundations
have been laid for a framework that will allow operability

consi derations to become an integral part of the design process.

FLEXI BILITY AND STATIC RESILIENCY

Probl em definition

A first step in incorporating operability considerations
at the design stage is to provide an adequate treatment .
of operational flexibility or static resiliency. As mentioned in the
introduction section, these attributes are mainly concerned with the
problem of ensuring that a plant is able to handle a number of
different steady-state conditions during periods of normal operation
For exanple, this would involve the capability of processing different
feedstocks, producing different products, operating at various
capacity levels or -a a variety of process conditions. In other
wor ds, the basic concern in flexibility or static resiliency is to
ensure feasible steady-state operation of the plant not only for a
single nomnal condition, but rather for a whole range of
conditions that may be encountered in the operation.

Since the dynamc behavior of the process w1l be neglected in
this section it is inpossible to distinguish mathematically between
resiliency and flexibility; in both cases the plant has to cope with
paranmeter variations in the steady-state. These paraneters involve
uncertainties in internal process conditions such as catalyst activity
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and heat transfer coefficients. Alternatively, the paranEtérs i nvol ve
uncertainties in external process variations such as feed or anbient
conditions. Because our enphasis wll be on the mathematical formla-
tion we will use for sinplicity the termflexibility.

It is inportant to point out that design decisions related to
selecting the process configuration, equipnent sizes and node of
operation, all have an inpact in determning the flexibility of a
process. This was clearly demonstrated in the preceding exanples.
However, the inpact will in general be much greater at the synthesis
stage where the process configuration is selected. Furthernore, since
for the flexihility of the process to be "optimal" requires also that
the advantages of flexibility be balanced mainly in relation to its
cost, flexibility in design requires that it be incorporated early
in the synthesis stage as well .as in the nore detailed stages of
design. This clearly requires the devel opnent of a variety of
anal ysis and optimzation tools which have to be based on a solid
foundation that captures the basic nature of the flexibility problem
which is on establishing the existence of feasible regions of
oper ati on. '

For nost design applications flexibility in chemcal processes is
deternined through the allowable variations of a vector of uncertain
paraneters p. In the case of conventional design procedures these
parameters are usually treated as fixed nomnal values, and typically
they correspond to feed or anmbient conditions, or process parameters
such as reaction constants, transfer coefficients and other physical
properties. Since the values of these uncertain paraneters can
normal |y be expected to change widely during the plant operation, it
Is a major design objective to ensure that the chemcal plant has the
required flexibility to operate over a given range of paraneter
val ues.

A substantial nunber of nethods have been reported in the
literature for dealing with parameter uncertainties in process design
These nethods have as a mjor objective to optimze a given flow sheet
configuration while introducing flexibility according to some
specified criteria or strategies. The methods consider the design
problemas given by the optinization problem '
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mn C(d, u, x,p)
s.t. h(d;u,x,p) =0 (1)
g(d,u,x,p) <0

where Cis an economic objective function, h and g are vectors of
equal ities and inequalities that define the performance and specifica-
tions of the design; and d, u, x are the vectors of design, contro
and state variables for the process. The basic difference in the
methods lies on how the effect of the vector of uncertain parameters p
is taken into account for introducing flexibility. A recent reviéw of
these methods is given in Gossmann et al. (1982), and Table 2 lists a
sel ected nunmber of contributions. However, rather than discussing in
detail the relative advantages of these methods, it would seem nore
appropriate for the purpose of this paper to discuss some of the main
issues that are involved in the synthesis and design of flexible
chemcal processes.
|. Information on the uncertain paraneters The first inportant
question in flexibility is on the kind of information that is
available on the uncertain parameters. Clearly, it is the task of the
designer to decide first as to what are the particular parameters in_
the design that should be treated as uncertain. Since conceptually
these parameters can be regarded as random-variables, their
probability of realization would be given by "a distribution function
However, the difficulty in practice is that these distribution
functions are normally not available at the design stage since no
measurements can be made to infer them Furthernore, although one
coul d conceptual | § assign economic penalties for those paraneter
real i zations which cause violations in the design specifications, it
,Nas to be recognized that accurate know edge on penalties is also
normal |y not available. Therefore, the m ninmum anmount of i nf or mat i on
that can be expected is the nominal parameter value p" as well as its
expected range which is specified in the formof |[ower and upper
bounds

P- <P <P . (2)
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Clearly, the actual value of these bounds may be somewhat
arbitrary since in general they have to be provided by the designer.
However, these bounds could in principle be derived from a
~distribution function if it were available, so that they would
represent confidence limits. In either case the parameter

bounds in (2) are to a great extent meaningful and easy to

interpret since they can be used to define the parameter ranges for
which it is desired to guarantee feasible operation. In this way the
designer has the capability of specifying explicitly the regions of
operation which are of interest in a flexible design. On the other
hand, it is fecognized that since flexibility implicitly defines a
probability for feasible operation, the designer may have to

provide some subjective distribution function in order to define the
expected economic performance of the design.

Finally, it should also be noted that in general the uncertain
parameters will not necessarily be independent, in which case they
will typically be related by algebraic relationships which very often
can be expressed in terms of a subset of independent parameters.

I1. Specification of flexibility requirements The flexibility
of a design is determined by its capability to meet constraints and ‘
specifications for a range of conditions. However, it is clear
that in practice not necessarily all constraints will have

to be satisfied exactly when considering a variety of operating
conditions in a plant. In general, there will be on the one hand
"hard" constraints which cannot or should not be violated under any
circumstances, and on the other hand there will be "soft" constraints
which can be violated to some degree without affecting significantly
the performance of the system. An example of the former type of
constraints would be safety constraints or product specifications,
whereas examples of the latter type would be specifications on minimum .
temperature approaches or maximum outlet temperatures of cooling water
which can often be relaxed to some extent. One possible approach to
handle the two types of constraints would be to enforce both the
"hard" and "soft" constraints at the nominal point, but only the
"hard" constraints for the other parameter values. However, whatever
type of approach is used to handle these constraints, it is ultimately




-21-

the designer who has to decide which constraints in a design should be
strictly enforced. Therefore, when one refers to the flexibility of a
design, one has to realize that this is a relative concept and by no
means a universal attribute. Flexibility nerely reflects the
capability of feasible operation with respect to the desired goals
that are set by the designer, and which are expressed explicitly in
the form of constraints that nust be satisfied. _

[1l. Flexibility problens The three basic types of problens
that would seem to be most relevant for synthesizing and designing
flexible processes are the three follow ng: .

a) Flexibility Analysis. The first subprobl em addressed here
woul d be on how to test feasibility of operation of a design given
specified bounds of the uncertain parameters. This would help to
assert that the design has the required flexibility, or else, it would
allow to identify those paraneter values that lead to infeasible
operation. The second subproblemwhich is nore general would be to
measure the inherent flexibility in a design. For exanple, this could
involve the conputation of a scalar index that would reveal the size
of the parameter space over which feasible operation can be attained.
This would allow, for instance, the evaluation of flexibility for
-different process configurations at the synthesis stage, and also to
identify parameter values which limt the flexibility in each-design.
Swaney and G ossmann (1983) have recently proposed an index of
flexibility for this purpose, and Mrari (1983) has al so proposed
an index for measuring the flexibility and resiliency in heat
exchanger networks.

b) Optimal Synthesis and Design with Fixed Degree of
Flexibility. The problem addressed here would bhe to obtain a mninum
cost design which is feasible to operate over a prespecified paraneter
range. Mst of the work shown in Table 2 has concentrated on this
type of problem for the case of fixed flowsheet configurations. For
the synthesis case the main work that has been published is by Mrari
and coworkers for maxi mum energy recovery networks (Marselle, Morari,
Rudd, 1982; Saboo, Morari, 1983). It should be pointed out that the
maj or challenge in this class of problems not only lies in optinmzing
the economcs of the process, but also in obtaining a design for which
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Table 2

Met hods reported in the literature for optinmal design

Wi th uncertain paranmeters

Aut hor s

Kittrel and Watson (1966)

Wen and Chang (1968)

Avriel and WIlde (1969)

Wei sman and Hol zman (1972)

Wat anabe, N shi xnura and
Mat subara (1973)

Takamat su, Hashi not o and
Shioya (1973)

Nashi da, |chi kava and
Tazaki (1974)

Freeman and Gaddy (1975)

Dittmar and Hartnann (1978)

Johns, WMar ket os and
Ri ppin (1978)

G ossmann and Sargent (1978)

Mal i k and I—Ughes_ (1979)

Hal enane and Grossnann (1983)

Desi gn Strat egy

M n. expected cost

M n. expected cost and/or max.
change in cost function

Two-stage programming and per -
manently feasible as applied to
geometric programming

M n. expected cost with penalties
for constraint violations

M n. conbination expected cost
and nmaxi num pr obabl e cost

M n. deviation of cost from nom nal
point while satisfying linearized
constraints

M ni.max strategy

M n. expected cost for given |evel ‘
of dependability

M n. deviation of cost from noninal
point while satisfying linearized
constraints

Mul ti period two-stage programm ng

- Two-stage programming with feasibil--

ity constraint
Two- st age progr amm ng

Two-stage progranming with feasj bil -
ity constraint
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feasi bie operation can be guaranteed for the specified paraneter
range. This clearly involves as an inportant subproblem the
flexibility analysis.

c) Design with Qptinmal Degree of Flexibility. This is a
generalization of the previous problemas it is concerned with
establishing proper trade-offs, mainly between flexibility and the
econom cs of the process. Due to the common lack of information on
penal ties for constraint violations a suitable approach would be to
develop trade-off or pareto-optimal curves that can help the designer
to decide on what is an "optiml" degree of flexibility, either when
devel oping the structure of the process or when sizing the equipnent.
Swaney and Grossmann (1983) provide a framework to acconplish this
obj ective, but nmuch work remains to be done in this area.

V. Design strategy Since in flexibility the main concern is to
ensure feasible steady-state operation for a variety of conditions, a
very inportant question is on the type of plant operation that shoul d
be anticipated at the design stage. Cearly, chemcal plants have a
nunber of variables that can be adjusted or manipulated during the
operation (e.g. flows, tenperatures, pressures). These vari abl es,
which can be regarded as control variables, represent degrees of
freedom that ought to be considered not only for optimal operation,
but also to attain feasible operation for the different parameter
realizations. Athough this mght seema trivial point, it is
interesting to note that only few of the nmethods listed in Table 2
address explicitly this problem

For instance® pethods based on mnimzing the expected cost

mn E{C(d,u,x,p)}
d, u

s.t. h(d,u,x,p) =0 (3)
g(d,u,x,p) <0

assunme that a single choice of the control variables u is made for all
the paranmeter realizations. '
Simlarly, in the case of nethods based on the mnimx strategy
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mn mx Cd,uXx,p)

diu p
h(d,u,x,p) =0 (4)
g(d,u,x,p) <0
pL <p <pU

the single choice of the control variable u is for the "worst”
econom ¢ outcome in the plant. In this way these two approaches fail
to account for the fact that control variables can be adjusted during
operation. Furthermore, the actual nethods that have been proposed do
not guarantee feasible operation for the range of paranmeters
consi dered

A much nore suitable strategy for flexibility is the two-stage
programming strategy

mn Enmn Cdux,p}

d p u (5)
h(d, u,x,p) = 0. |
g(d,u,x,p) <0

inwhich it is assumed that the control variables u are adjusted for
every paraneter realization to achieve optimal operation. This is
clearly a more anbitious strategy, but it is more realistic in that it
anticipates nore closely the way in which chemcal plants are actually
operated. It should be noted, however, that fromthe nethods based on
this approach (see Table 2) only the ones proposed by Gossmann and
Sargent (1978) and yal emane and Grossmann (1983) have as an explicit
objective feasible operation for the selected parameter range hy
proper manipulation of the control variables.

In summary, as one can see fromthis section the type of problens
and assunptions involved in flexibility give rise to rather
chal 'enging research questions for developing useful analysis and
synthesis tools. However, as wll be shown in the next sections, a
nunber of ideas has energed in the area of flexibility over the |ast
few years which have helped to gain some fundanental understanding and
insight into the nature of this problem
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Paranetric region of feasibility

For a design in which the process configuration and equi pnent
sizes are given, the steady-state performance of the systemcan be
represented by a system of nonlinear equations

h(dsu, x;p) =0 (6)

where  h is the vector of equations consisting of heat, material
bal ances and design equations
d is the vector of design variables which define the
equi pnent  si zes
uis the vector of control variables
x 1s the vector of state variables
p is the vector of uncertain paraneters
It should be noted that the control variables u do not
necessarily have to correspond to variables that can be physically
mani pul ated in the plant, but rather they represent a suitable
selection of degrees of freedomin (6) when the design variables and
uncertain paraneters have fixed values. In other words, the only
requirement is that the control variables u be selected such that the
system of equations in (6) is solvable for the state variables x
given fixed values for the vectors d and p.

The feasibility requirements of the systemare specified fhrough
the vector of inequalities,

g(d,u,x,p) <0 "\ (7)

whi ch define product specifications, allowable ranges for state or

control variables or other types of physical constraints that should
hold in the process.

Since for a fixed design and parameter values, the state
variabl es can he expressed fromEq. (6) as an inplicit function of u

h(d,u,x,p) =0 —  x=x(d,u,p) (8)
the inequalities in (7) can be expressed in a reduced form as

g(d,u,x(d,u,p)) =f(d,up) <0 | (9)
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In this way the Inequalities, f(d,up) <0, determne the
feasibility or infeasibility of steady-state operation for a chosen -
control u, when for a given design d the plant operates at the
‘parameter value p. Note that since the control variables represent
degrees of freedom that may be adjusted to suit the prevailing
conditions, feasibility of operation for a given d and p, requires
only the existence of sone control u for which the constraints can be
satisfied, i.e. f(d,up) <0. :

In order to determne the actual set of paraneter values p for
whi ch feasible steady-state operation can be attained, the follow ng
paranetric region of feasibility can be defined,

R- {pl[3u]f(d,up) <0]} (10)

This region R defines the set of parameter values p for which
control variables u exist such that the reduced inequalities in (9
can be satisfied. This region provides then the basic informtion on
the flexibility of operation of a given design. An exanple of this
region is depicted in Fig. 7.

A conputational |y more convenient, but equivalent form for
defining the feasibility region R has been shown by Swaney and
Gossmann (1983) to be given by i

R- (pU(d,p) <0} (11)

wher e
**(d,p) - nin max{fj(d,u,p)} (12) -
U jej

which alternatively can be witten as the nonlinear program

t(d,p) = mn a
we (13).
St.a>fj(dUp Jjea

where J is the index set for the constraints, and a is a scalar
variabl e. . _

This function *(d,p) provides a quantitative measure of
feasibility (* <0) or infeasibility U> 0) for the chosen design d
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at the parameter p, since it determnes the values of the contro
variables for which the maximum constraint | is mnimzed. The
significance of this function *(d,p) is that it provides a systemtic
way for defining the region R and in particular its boundary which is
given by the paraneters p for which *(d,p) =0 as is shown in Fig. 7.

It is also interesting to note that if the gradients of the
constraints fj are linearly independent the nunber of active
constraints in (13) is dinmu) + 1 (Swaney and G ossmann, 1983).
Therefore, in order to solve for the function t(d,p) all that is
required in general is to solve a systemof nonlinear equations for
the appropriate set of active constraints in (13).

Flexibility Analysis

The definition of the feasible region Ras given in (10) or (11)
provides the conceptual framework that is required for analyzing the
feasibility of operation for the specified set of bounded parameters,

P- (plpL <p <pY) | (14)

which for sinplicity in the presentation will be assumed to be
| ndependent .

As indicated previously, the set P can be interpreted as the
desired paraneter range for feasible steady-siate operation specified
by the designer. Figure 8 illustrates the case when the set P, which
s arectangle, is feasible for the region Rsince it is totally
contained within that region. On the other hand, Fig. 9 shows an
exanpl e where the*rctangle P is infeasible since part of the
parameter points in P lies outside fromthe feasible region R

WWhen anal yzing the flexibility of a given design it is also of
interest to determne the maxinum feasible paraneter set that a given
design can handle. In order to acconplish this task, assune that we
define the fanly of paraneter sets

P(«) = {pIpN - 6Ap- < p < pN+ 6Ap’} (15)

where Ap- = pN . L ot = pU - pN pN -j5 , feasible noni nal par anet er
point and 6 is a scalar variable. The sets P(6) can be interpreted as
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a family of hyper-rectangles of different sizes that are exbanded
around the nominal point (Fig. 10). The sides of the rectangles are
proportional to the expected parameter deviations ap*, ap~, and to
the scalar & which defines through (15) the actual size of the
parameter set. Note that if the scalar § = 1, then P(1) = P; i.e. we
have the rectangle defined by (14). On the other hand if 0 < 6§ < 1,
the hyper-rectangle P(8) is a subset of the specified parameter set P.

The motivation in defining the family of parameter sets in (15)
is that it provides a way for quantitatively measuring flexibility in
a given design. That is, by determining the maximum parameter set
P(8) that can be inscribed within the feasible region R, it is
possible to define the scalar flexibility index F as

F = max &
s.t. P(8) ER (16)

The index F defines then through (15) the size of the maximum
hyper-rectangle P(F) that can be inscribed in the feasible region R.
Furthermore, this flexibility index defines through (16) the actual
parameter beunds

p <p <pl
po= pN - Fap=, pU = pN + Fap* - an

for which feasible steady-state operation can be guaranteed.

Note that a design featuring a flexibility index F > 1 exceeds
the specified bounds for feasible operation. On the other hand a
flexibility index’0 < F < 1 implies that the design can only operate
within a maximum fraction F of any of the expected deviations. The
example in Fig. 11 shows a rectangle that defines the flexibility
index F.

Critical points for flexibility

A very important concept when analyzing the flexibility of a
design is the notion of critical parameter points. Qualitatively,
these points can be interpreted as "worst” conditions for feasible
operation. Clearly if these points could be predicted a priori, they
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could sinplify considerably the design of flexible processes. However
in general it is a nontrivial problemto correctly predict critica
points in a design. Therefore a good understanding is required on how

.critical points arise in design. Formally, the critical points, pS,

can bhe defined as those points for which the feasibility function
1>(d,p) attains a global maximumover a given parameter set P(6); that
IS
, \
p* = arg{ mx *(d,p)} (18)
peP(6)
According to this definition, points Cin Figs. 8 9 and 11
correspond to critical points. Also, as shown in Fig. 12, the
critical points need not be unique since different parameter values
may attain the global maxinumvalue of *(d,p), which in this figure
has zero val ue.
The inportance of identifying critical points in a design is that
they have the followi ng properties:
a) |If the critical points are feasible (i.e. 1xdp%) <0),
they guarantee also feasible operation for all other
peP(6). This sinply follows fromthe fact that in (18) by .
the definition of global maxinmm *(d,p) < <Kd,p®) for
p*p° pcP(6). ‘ .- |
b) If the critical points lie on the boundary of the region R
(i.e. t(d,p) =0), then p® represents a paraneter point
that limts the flexibility in the design, since then the
hyper-rectangle P(6) cannot be expanded further within the
region R¥jjr any 6' > 6 (e.g. see Fig. 11).

c) If *(d,p% >0, it follows from (12) that the critica
parameter point p° represents the paraneter point in
P(6) for which there are maxinum constraint violations.

Al though physical intuition can often predict correctly the
location of critical points, interactrons in a process my lead to
rather unexpected values as was shown in the two heat recovery network
problens at the beginning of the paper. In these two exanples the
critical points did not correspond to the intuitive "worst”
conditions, namely, the |owest heat transfer coefficients for exanple
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1 and the highest heat capacity flowate for exanple 2. In the forner
exanple the critical point was defined by having one transfer
coefficient at the upper bound and the other at the [ower bound. In
_the latter exanple the critical point was not even an extrene point but
rather at an internediate value. Before discussing how one can
identify systematically critical points in a design, it is useful to
consider first how they arise in the general fornulations of
flexibility problens.

Formul ation of flexibility problens

W will consider in this section how the three main types of
flexibility problems can be fornulated mathematically so that they
have a formthat is amenable for nunerical solution

a) Flexibility analysis The flexibility index F can in
principle be determned by the fornulation in (16). However, the
constraint of that problem P(6) £ R cannot be handled readily by
standard numerical optimzation procedures since this constraint
inposes feasibility conditions for the infinite nunber of paraneter
points in P(5). Therefore, to fornulate this constraint in a nore
convenient form the follow ng equivalence can be established,

P(6) £ R <=>VpeP(6)[3u|f(d,u,p) < 0]
<=>YpeP(6) [*(d, p) < 0] |
<> mx *(d,p) <0 (19)

peP(6)

<> max  mn nax fi(dwu,p) < 0
pd>(6) u jel ~

by treating the max*and min operators as global operators.
With the equivalence in (19), problem (16) can be formulated as

F=mx 6
u,6

s.t. mx min mx fj(d,u,p) <0
peP(6) u jel -

P(6) = (plp" - 6Ap- < p < p" + 6Ap’}

Note that in (Pl) the max-min-max constraint imposes the
feasibility condition since from (19) it can be seen that it simply

(P1}
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states that the madmum of the function *(d,p) taken over all peP(6)
should be non-positive to ensure that the rectangle P(6) is indeed
contained in the region R. Also, the solution to this constraint
yields the critical point p® for which feasibility of the constraints
mus hold.

For the case when the flexibility analysis consists in testing
feasibility for a given parameter set P (F = 1), problem (PI) reduces -
to

mx mn mx fj(d,u,p) = mx *(d,p) (P2)
peP u jel - peP(1)
In this case when +(d,p%) <0 feasibility is confirmed, and when
t(d,p%) > 0 infeasible operation is detected at the critical point.

b) Optimal design with fixed degree of flexihility In this
probl em the objective is to obtain an optimal and feasible design for
a specified set of parameters P (or equivalently for a flexibility
index F=1).

Assumng that the control variables are adjusted for both
feasible and optimal operation depending on the parameter realization
pi the optimal expected cost of operation is given by

C= E {mn C(d,u,p)|f(d,u,p) <0} (20)
peP u o
However, since the design variables d mus in this case be
selected optimally (to minimize C), and so as to guarantee feasible
operation (PE£ R), the problem corresponds to the two-stage programming
problem A

»

min E {min C(d,u,p)|f(d,u,p) < 0}

d pP u
s.t. mx mn mx f.(d,u,p) <O (P3)
pef u jel

P = {plp- <P < P>

Note that in this formulation by including the max-min-max constraint
the design variables d are selected in such a way so as to ensure that
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feasible operation can be guaranteed, provided that the control .
variables are adjusted to achieve both feasible and optimal operation
for every parameter peP. |

c) Design with optimal degree of flexibility This case can be
regarded as a generalization of problem (P3) in which the simultaneous
objectives are to minimize the cost and to maximize flexibility, while
ensuring feasible steady-state operation over the parameter set P(6)
that is to be determined. This problem then leads to the bi-criterion
optimization problem

mn E  {min C(d.up) [f(d.u.p) < O

d peP(6) u
"t NG
s.t. mex  min - max fj(d,u,p) <0

peP(6) u jel

P(6) * (plp" - 6Ap" < p < p" + 6Ap}

which as is well known defines not a single optimal solution, but |
rather an infinite number of pareto-optimal or trade-off solutions as
shown in Fig. 13. Note that when 6 =1, (P4) reduces to problem (P3),
while fixing the design variables d and eliminating the first
objective function reduces (P4) to problem (PI).

General approaches for solving flexibility problems

The formulattofts presented in the previous section have in common
that they correspond to nonlinear infinite programming problems
(see Fiacco and Kortanek, 1983) since they require that the infinite
number of constraints contained in the specified parameter range be
satisfied. The direct solution to these problems (PI, P2, P3 and P4)
poses in general a formidable problem since the »ax-min-max constraint
usually involves a non-differentiable global optimization problem (see
Grossmann et al., 1982). .

The only general algorithm for solving this class of problems has
been proposed recently by Polak (1982). The main idea in his method_
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Flexibility

Fig. 13. Tradeoff curve for cost vs. flexibility
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is to construct outer-approximations of the feasible region by
discretizing the parameter sets P or P(8) which allow the problems to
be solved as a sequence of nonlinear programming problems. Although
_the advantage in Polak's method is that it does not assume any
particular location for the critical points, the drawback is that the
method is computationally very expensive as it requires the solution
of global optimization subproblems in order to ensure feasibility of
the constraints. )

An alternate approach for solving flexibility problems is to
assume that the critical points correspond to vertices or extreme
values of the parameter sets P or P(§) (e.g. see Halemane and
Grossmann, 1982; Marselle et al., 1982). This has the advantage of
reducing the infinite dimensional problem into one of finite
dimensions since feasibility must then only be ensdred at the
vertices. This number, however, can still be very large, particularly
for a large number of parameters np, since the number of vertices is
given by 2"P. For instance if np = 10 the number of vertices is
1024, and for np = 20 the number is 1,048,576! Despite this
1imitation, from a computational viewpoint this assumption simplifies
the global optimization problem, since in this case one is also
assuming that the global maximum of the feasibility function w(d,p)
lies at one of the vertices. However, the drawback is that the
property that critical points correspond to vertices does not
necessarily apply for any arbitrary type of constraint functions
fj(d,u,p) jeJ. As has been shown by Swaney and Grossmann (1983), a
sufficient condition for the property to hold is that the feasibility
region R in (10) must be one-dimensional convex. That is, as shown in
Fig. 14, in this type of region the convexity condition must only hold
for points that are parallel to the coordinate directions (e.g. line
A-B in Fig. 14). It should be noted that this class of regions is not
necessarily convex as it covers some types of nonconvex regions.
Swaney and Grossmann (1983) have also shown that a region can be
guaranteed to be one-dimensional convex if the constraint functions
fj(d,u,p) are jointly one-dimensional quasi-convex in p and
quasi-conveX in u. This is a more general condition than requiring
that the constraint functions be jointly convex in p and u. -
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Unfortunately in practice, unless a particular problemhas a
special mathematical structure, it is not possible in general to
verify that critical points wll correspond to vertices. Al though
_physical intuition would tend to support this conjecture for a very
| arge nunber of cases, as was shown in the second exanple of the heat
recovery network, one cannot always expect the critical point to
be a vertex. This situation may occur for some types of non-convex
feasible regions such as the one depicted in Fig. 15 where the
critical point lies at one of the faces of the rectangle.

Practical algorithns

Despite possible exceptions to the assunption that critical
points correspond to vertices, it would still seemto be worthwhile to
devel op al gorithns based on this assunption since the scope for
computational efficiency is nmuch greater in this case. A detailed
description of these methods can be found in Gossmann et al. (1982)
and Saboo and Morari (1983). This section will outline only wery
briefly the main idea behind the methods.

In the case of the flexibility index, problem (Pl) can be
deconposed in subproblens that determne the maxinmum paraneter
deviation along the vertex direction (Ap)k, keV, where V is the index
set for al the vertices. These subproblems have the form

6
o
s.t. f(d,up <0 - (21)

» ™™

p=pN+ Gk(ﬂp)k

whi ch can be shown (see Swaney and Gossmann, 1983) to define points
on the boundary of the feasible region R The value of F is then
sinply given by F = mnUfc}. However, in order to avoid solving (21)

explicitly for each Vert ex k, an enurmeration procedure has been
proposed by Swaney and Gossmann (1983) which tests with problem (13)

the feasibility of vertices with the current upper bound 6. If a
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vertex is found to be infeasible, it is solved with (21) to update the
value of S. “Also, Swaney and Grossmann (1983) have devel oped an
alternate procedure that assumes monotonic constraints wth which only
a small nunber of subproblems need to be solved out of the total
number of vertex points. Both procedures can also detect under sone
conditions whether the critical point is not a vertex, in which case

a local maximzation procedure is used to find a non-vertex

critical point. _ '

For the problem of optinmal design with fixed degree of
flexibility (P3), Halemane and G ossmann (1983) have proposed an -
algorithm that considers a finite set Pj of N parameter points in
successive iterations j = 1,2,... These points include vertices that
are estimates of critical points, as well as other paranmeter values
that provide a suitable weighting for the cost function. Wth this
di scretization problem (P3) reduces to:

: N i
mn X w, cid,u’,p’)
N, i=1
d,ul,...u J (22)
s.t. ftd.u'rt) <0 0 o* 1 LT

where W correspond to the probabilities of realization of the
selected paraneters pePj. Rather than considering all vertices of P
in the set Pj to ensure feasibility, the algorithm solves problem (22)
iteratively by augmenting the set of Pj with those vertices that were
not included in tfie set Pj-1, but were found to have the |argest
infeasibility by solving the subproblemin (13) for all vertices. The
al gorithm nakes use of the method suggested by G ossmann and Sargent
(1978) to generate the initial vertices in the set Pi- The procedure
consists in analyzing the gradients of individual constraints in order
to determne the vertex for which each constraint is maximzed. The
resulting set of vertices is then merged in a smaller set of predicted
critical points, with which very often probl'em (22) needs to be

sol ved only once.
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It should be noted that problem (22) has the structure of a
mul ti-period design problemwhere the weights W can he interpreted as
lengths of time of each time period i in which the plant operates
under the parameter p!. The projection-restriction strategy proposed
by Gossmann and Hal emane (1982) and inplemented in the conputer
package FLEXPACK (Avidan and G ossmann, 1983) can be used to solve the
mul ti-period problem wery efficiently since its conputational effort
tends to vary only linearly with the nunber of points Nj.

As for the solution of the problem of design with optimal degree’
of flexibility (P4), one approach would just sinply be to solve it for
different values of 6 for generating the trade-off curve. Since this
requires solving a sequence of problems (P3) this approach tends to be
computational ly expensive. Wrk is needed to develop a more efficient
procedure for this problem

On the synthesis of flexible processes the only problem that has
been studied systematically is the one of resilient heat recovery
networks. Marselle et al. (1982) consider the flowates and inl et
tenperatures of n$ process streans as uncertain paraneters that are
specified within given |ower and upper bounds. The objective is then,
to determne a configuration of a heat recovery network that is
feasible to operate and attains maxinmum energy recovery for the
specified range of paraneters. Qut of the 4"s vertices that .are
possible, Marselle et al. (1982) identified four predicted critical
vertices that are shown in Table 3. Note that these vertices
correspond to four physical situations: maxinumtotal heat exchanged,
maxi mum heat i ng aqp“cooling duties, maxinum heat transfer area. The
proposed synthesis procedure consists in deriving a network structure
that is feasible and attains maxinmum energy recovery for the four
vertices. The actual network structure is derived by conbining
networks for each of the four vertices. Very often the resulting
network structure will be feasible for all the paraneter points in the
specified range. However, this may not be true in general as was
shown in the second exanple at the beginning of this paper which
involved an uncertainty in the flowate of one of the streans.

Recently, Saboo and Mbrari (1983) have identified a class of
network problenms for which feasibility can rigorously be guaranteed if
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Table 3

Predicted critical vertices for resilient

heat recovery networks

St ream Inlet _
Case Type Tenperat ure Fl ow at e Descri ption
A Hot U U Maxi num heat
Col d L . U exchanged
3 Hot U u Maxi mum
Col d U L cooling
C Hot L L Maxi mum
Col d L Q heati ng
0 Hot L D - Mn AT
Col d U U Max area
L — lower bound, U —upper bound
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feasibility holds at the vertices of the uncertain parameters* In
particular, the following assumptions nust hold for that class of

probl ems: .
- a) Heat capacities are tenperature independent.
b) No boiling/condensing streans. '
c) Only uncertainties in the inlet tenperatures are considered.
d) The networks do not feature stream splitting
)

e) The range of pinch point variations is defined by the inlet
tenperature of the same processing stream

In practice, however, these assunptions can be relaxed sonmewhat.
Al'though the assunptions are rather restrictive they illustrate the
great difficulty involved in the problem of guaranteeing the existence
of regions of feasible operation

Finally, Papoulias and Gossmann (1983) have devel oped a
synthesi s procedure based on mixed-integer |inear programing for
designing flexible utility systems. They specify a finite nunber of
different demands that the utility systemnust provide in a sequence
of time periods. By fornulating the problem as a nulti-period
m xed-integer problem a mninumcost structure of the utility system
Is obtained which is feasible for each tine period. Although this
synthesis problemis not as general as the one where demands are
specified as uncertain parameters, it has the interesting feature that
the structure is obtained automatically through the solution of a
mat hemati cal programming approach.

Exanpl es

In order to illustrate some of the ideas on flexibility three
examples will be discussed. The first one is taken from Swaney and
Grossmann (1983), the second from Halemane and Grossmann (1983) and
the third from Saboo and Morari (1983).

Example 5: In the system shown in Fig. 16 a pump must transport
liquid at flowrate m from its source at pressure Pi through a pipe run
to its destination at pressure P2*. The actual pressure ?z ™"
remain within a tolerance 20 kPa of the desired pressure P2*. Both
the flowrate m and the pressure P2* are uncertain parameters. The
nominal value of m is 10 kg/s with expected deviations of +2 and 5
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m
(kg/s)

Fig. 16. Pipeline exanple problem
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Fig. 17. Regions of feasible operation for designs
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kg/s* The nomnal value-for P2* is 800 kPa with expected deviations
of +200 and -550 kPa; P is fixed at 100 kPa. The design variables to
be selected are the pipe diameter D, the punp head H the driver power
“tf, and the control valve size C,™*: the control variable is the valve
coefficient cy which can be adjusted with different valve openings.
The resulting feasible regions R corresponding to three different

proposed designs are depicted in Fig. 17. Note that these regions

are one-dimensional convex. The first design <P is a design

whi ch has been optimzed at the nomnal parameter point. Since

this point lies at the boundary of the feasible region R for <P, no
rectangle of finite size can be expanded, and therefore the flexibili-
ty index for this design is zero. Design dl has been overdesigned by
increasing the punp head by 230 kPa and by sizing the driver power H
at the expected high value for m* 12 kg/s. The index of flexibility
for d* is illustrated in Fig. 17 by the rectangle inscribed within the
d* region. The critical point for this design lies at the vertex
which sinultaneously maximzes P2* and m for which F = 0.62. Note
that in spite of the chosen overdesign all owances the condition

P2* = 1000 kPa, m= 12 kg/s remins infeasible. Design d® shown in
Fig. 17 is one for which the flexibility targets are exactly net, i.e.
F=1 at mninumcost. Note that in this case the region Ris
nodified in such a way so as to exactly accormodat e the rectangl e
whose sides correspond to the specified expected deviations. Al'so
note that in this design, three vertices of the rectangle are critica
points. Finally, Fig. 18 shows the trade-off curve between the
annual i zed cost and“flexibility for this system As can be seen from
this curve, for values of flexibility that lie within 0 and 1.3 only a -
moderate linear increase is experienced in the cost. However, for
flexibility values greater than 1.3 a rather sharp increase in the
cost is experienced since the system becomes nore inefficient to
operate. Analysis of this trade-off curve gives the required insight
to the designer to select an appropriate point in the curve, and so
establish the degree of flexibility considered to be optimal

Exanpl e 6: The heat exchanger network 4SP1 of Lee et al.

(1970) with outlet tenperatures specified as inequalities is
considered. The network involves two hot and two cold streams and
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Fig. 18. Trade-off curve of cost vs. flexibility index
for pipeline problem. )
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five exchangers as shown In Fig. 19. The overall heat transfer
coefficients are considered as uncertain paraneters wth expected
deviations of £20%w th respect to their nomnal values. The problem
consists In selecting the five areas so that irrespective of the
actual values of the heat transfer coefficients (wth +20% range), the -
specifications on the outlet tenperatures are satisfied by suitable
choice of the cooling water outlet tenperature |\s and the steam
tenperature T13.

Table 4 gives the initial set of predictedcritical vertices
considered for design, which were obtained by analyzing t he signs of
gradients of constraints as suggested by Grossmam and Sargent
(1978); the nomnal point Is included to provide an adequate wei ghted
cost function. Note also that the vertex where the five transfer
coefficients lie at their lower bounds (intuitively the "worst"
condition) is not included. The optimal design of the network
corresponding to these set of points was obtained by solving the
corresponding'nulti-period design problem The resulting design was
found to be feasible for the 32 vertices. It is Interesting to note
that 24 of these vertices are actually critical points since they
attain the maximumvalue of +(d,p) =0. This result is to be expected
since the optimzation procedure will have the tendency of adjusting
the feasible region so that its boundary touches the paraneter set on
as many vertices as possible.

The actual areas that were obtained are shown in Table 5 which
al so shows the areas that are obtained when the network is optinized
at only the nonmnal j)oint. Cearly the striking feature is that the
overdesigns that are predicted are quite different for each exchanger;
for instance, exchanger 5 has bheen oversized by 64.2% whereas
~exchanger 4 has been oversized by only 8.4% However, nore
interesting Is the fact that exchanger 2 is actually being undersized
by 7.7% Physically, the explanation of this is that when the
transfer coefficient in exchanger 2 takes the upper bound value, the
outlet tenperature of H2 drops to a point which rauld make the
heat exchange infeasible in exchanger 3. Therefore, to avoid
this situation the area of exchanger 2 nust be undersized. This
result shows the effectiveness of the procedure by Hal emane and
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Table 4

Par aaet er val ues considered for heat exchanger netvork
(Exanpl e 6)

Beat transfer coefficients

Dj UZ Ug U 4 Us

g > W N R
rcrcZz
crrcc?Zz
rrcCccCcCz
cCr—rccz
2 Zz2 z Z

N-nominal; L-lower bound, U-upper bound

Tabl e 5

Conpari son of optimal areas predicted:-for
heat exchanger network (Exanple 6)

Areas (nt) Expect ed cost
&l A As Ay As ($/yr)
H&G Al gorithm 30.8 65 45.6 3.9 2.8 11, 758
Noni nal design 24 .6 70.4 40.6 3.6 1.7 9, 959

Z Qverdesign 25 -7.7 . 12.2 8.4 64.2




-51-

Grossmann (1983) in accounting for the interactions that my lead to
I nfeasible operation in a processing system

Exanple 7. The objective is to synthesize a heat exchanger
-network for the problem specified in Table 6 such that arbitrary inlet
tenperature variations up to £ 10K and up to £ 15K can be tol erated
whi | e maintaining maximnum energy recovery. It can be shown (Saboo &
Morari, 1983) that for this problemall assunptions stated above are
satisfied which ensure that feasibility at the vertices is sufficient
for feasibility over the whole operating range. In particular for all
possi bl e tenperature variations the pinchpoint is defined by the inlet
tenperature of stream H2. Saboo and Mrari devel oped the program
RESHEX, which - among other features - provides an efficient means for
checking the feasibility at all the vertices. A network structure
capabl e of providing maxinmum energy recovery at the nomnal operating
conditions with the mninum nunber of exchangers is shown in Fig. 20A
For inlet tenperature variations up to £ 10 K the only vertex at which
the approach tenperature constraint of AT4n ™~ 10K is violated is Case
C (cf. Tab. 3) (Fig. 20A). For all practical purposes the network is
therefore structurally resilient for this ‘tenperature range. However
care has to be given to the area design to account for the snall
approach tenperature which occurs for Case C.  Figure 20B & C show
that Cases B and C for + 20K are physically inpossible with this
structure. Based on recomendations for modifications generated by
the program RESHEX the structure in Fig. 20D 4 E was obtained which is
structurally resilient for a range of = 20K

DYNAM C- RESI LI ENCE

Probl em definition and general term nol ogy

Clearly the primry requirement for plant operability is steady
state resilience and flexibility. But these qualifications are of
little help when the transients of the process moving from one
operating condition to another or the actions taken to conpensate for
a disturbance, are exceedingly slow resulting in large amounts of
off-specification product. It is then very likely that at the next
level of the screening process a design candidate with less favorable
static but nore attractive dynamc resilience characteristics wll  be
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Table 6
Stream data for Exanple 7
St r eam No* w( | cWK) TS(K) T'(K)
H 8 - 450 380
H 13 510 410
-« g 355 445
Q 6 390 530
- [E— O——2
E 500 ‘fz\ Yy /‘3\\ &ZSI /D 410 —
0 N
LY ) ' + O 405 O— 345 E
&@‘90 O 3!0__ @ .
240
[Ll_l 465 O]r 380 .
-2 (D—70) (O -
445 \[/ ‘\Ij 420 I |
- — OO ]
_ 530 m 515 O_ 405 ]

Fig. 20.A B: Heat exchanger networks featuring maxinmum
ener gy recoverﬁ generated for Exanmple 7.
A. Case Cwith AT = -10K B: Case Bwth
AT = +15K.  Situation B is physically
| mpossi bl e because tenperature crossovers
occur. :
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Fig.20.C,D,E: Heat exchanger networks featuring maximum energy
recovery generated for Example 7. C: Case C with -
AT = -15K. D: Case B with AT = +15K. E: Case C
with AT = -15K. Situation C is physically impossible
because temperature crossovers occur. -
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preferred. The quantitative evaluation of "dynamc resilience" Is
mich more difficult than that of Its static counterpart. Though It
could be cast Into the formof a variational problemwth an Integral
square error objective function and though the trade-offs could be
judged conveniently using a vector valued objective function (Lenhoff
& Morari, 1982), It Is essentially Inpossible to relate these numbers
to features which are observed on the real plant by the operators.
Therefore this approach Is rightfully frowned upon by the
practitioner. A further difficulty arises fromthe fact that a
judgement of the dynamc behavior without Including a controller In
the analysis appears to have as little meaning as Including a specific
controller which mght very well bias the results: a different
controller could lead to a very different conclusion on the dynamc
resilience of a design.

The situation can be conpared quite accurately to the problem of
judging the performance of a car. Cobviously the performnce depends
on the driver (controller) but clearly there are also properties
inherent In the car, e.g. power, which determne its dynamc
characteristics independent of the skill of the driver. In practical
use the best performance will be realized by a car which has not only
good inherent dynamc characteristics but also one whose performnce
is not extremely sensitive to our driving skills or - expressed
differently - to our lack of detailed know edge about the cars
properties. For exanple, a high powered car is north little if it is
difficult to handle.

Translating these arguments into the area of process design we
are looking for a*méthod to judge the inherent dynamc characteristics
of a plant independent of the installed controller and a technique to
quantify the sensitivity of the performance to uncertainty. To obtain
good performance for a "sensitive" plant a good model and a good
control ler are needed. A good nodel is often very difficult to obtain
and therefore sensitive plants should be avoi ded. '

System description

In order to evaluate the dynamic resilience in a process it will
be assunmed that both the configuration and equi pment sizes at the-
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plant are given. Furthernore, although no specific controller type
will be assumed, it is clear that a given set of controlled and
mani pul ated variables nust be specified. In general there mght be a
~nunmber of different choices for the manipulated variables in a process
as was illustrated in exanple 4 at the beginning of this paper

Because of the conplexity of the problem and because in contro
we are usually concerned about "small" deviations from steady state
operating points, we restrict our discussion to |inear systens.
Furthernore, we assune that the uncertainty is described in the
frequency domain as a "region" around the nomnal nodel in which the
real plant lies. Mre specifically, the input/output nodel is

y(s) = Q(s) u(s) + p(s) (23)

where y(s) is the vector of controlled variables, u(s) the vector of
manipulated variables, p(s) the vector of unmeasured disturbances
affecting the outputs and G(s) is the transfer matrix. This matrix
can be obtained by linearizing the performance equations of the
process at the nominal operating conditions. Apart from the
additive uncertainty expressed through p(s) there is uncertainty in
the model itself.

Uncertainty description for SISO systems A convenient way to .
describe model uncertainty for single-input-single-output (SISO)
systems (dim u = dmy = 1) is

g(s) = g(s)(I + £(s)) (24)
where g(s) denoteg £he plant and g(s) its nodel and £(s) is bound by

12{i0))| <£(0)) (25)

Here *{w) is a function defined on the positive reals. Combining (24)
and (25) we find
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lg(iw)-g(iw)|

< tw) (26)
1(iw) |

On a Nyquist diagram (26) describes an uncertainty bound swept by
circles of radius'f(w)lg(im)l within which the plant lies (Fig. 21).
In all practical situations the model §(s) is of lower order than the
plant g(s). Therefore |g(iw)| will vanish faster at high frequencies
than |§(iw)| and typically

lim 2w = 1 (27)

>

This form of uncertainty description has become quite standard in the
control literature but it is not necessarily the most convenient in
every situation. As we will show next it can be extended to
multivariable systems but some information on the location of the
uncertainty is lost in the process. Before we discuss this extension
we have to introduce the notion of gain for multi-input-multi-output
(MIMO) systems. ’ '

Yector and matrix norms In the SISO case the gain is simply the
amplitude ratio as a function of frequency. For MIMO systems the
situation is somewhat more complicated because the magnitude of the
output of a system does not only depend on the magnitude but also on
the direction of the input. We will follow here the ideas by
MacFarlane & Scott-Jones (1979). Taking norms on both sides of the
equation describifg‘the system

yliw) = G(iw)u(iw) (28)
we obtain

ty(iw)t = 16(iw) u(iw)t
< 1IG(iw) tiu(iw)t
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Fig. 21. Uncertainty band around nodel g(ioi) within
which the real plant g(iw Ilies.

= T +14ls) = &ls)
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Fig. 22. Miltiplicative input and output uncertainties

for a multivariable system
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ly(ico)l

or <iqiui | (29)
lu(iu)l

Enpl oying the Euclidean vector norm a conpatible matrix normis the
spectral norm
1 ¢« mx X. ! %(G*G) ' (30)
; 1
|- -
The square roots of the eigenvalues of GG (* denotes conplex
conjugate transpose) are called the singular values (Kiema S Laub,
1980) or, in the control context, the principal gains (MicFarlane &
Scott-Jones, 1979) of G W wll enploy the notation

_ 172
‘N‘G) 1max(G*G)

q,(6) = A/2(gxg)
[t can be shown that

‘MGiui < i@l < omgGlul ' - (31)

Thus the maximum singular value is a natural definition of gain for
nul tivariable systems. Singular value plots play nuch the same role
for MM systems as Bode plots for SISO systens. As is clear from
the definition, for square systems the nunber of singular values is
equal to the number “of inputs (outputs). The mninmm and nmaximm
singul ar value provide bounds (31) on the stretching action exerted by
the systemon a particular input vector.

Uncertainty description for MM systems As shown in Fig. 22 the

nul tivariable nultiplicative uncertainties can act either on the
inputs (Lj) or the outputs (LQ)
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6(s) 5(s)(I + LI (s))

&s) = (I + Lo(s))qs)

16-1(G-6) 1 < £1(w)

. (33)
1(6-6)6-11 < 9{w)

where i\g !Q are scalar functions defined on the positive reals.
These functions do not allow to distinguish between uncertainty
localized in one element and uncertainty "spread" over all elenents.
However, this mght not be so disadvantageous at the design stage
where better uncertainty information is rarely available.

The Internal Mdel Control (IMJ) structure

The classic feedback structure (Fig. 23) nmakes an identification
of the system inherent characteristics affecting dynamic resilience
quite conplicated. This analysis is greatly facilitated when the M
structure (Fig. 24) (Garcia, Morari, 1982) is enployed. Cbviously,
through sinple block diagram manipulations the IMC structure and the
classic feedback structure can be made equival ent

6c- O(1 +GCH (34)

C= Gfl - G&)"! o (3)

»

but the IMC structure makes certain results more transparent as we
will see shortly. The closed loop relationship is

y = G(l + GG - G))"! Gulys - P) + p . (36)

For 6 = G this reduces to

y = GGe(ys - p) + P | @D
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Fig. 24. The Internal Mdel Control Structure.
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|.e. it becomes equivalent to an open-loop controller where the

di sturbances are neasured. Note that G allows to specify the
structure of the closed loop response. For exanple, when GG is
‘diagonal the response will be decoupled. The following three
properties follow directly from (36).

Property 1. Assune that the model is perfect (é-r G). The systemis
closed loop stable if the plant G and the controller G are stable
Property 2. Let the controller be the right inverse of the plant
model fi(G*® G*!) and assume that the systemis closed |oop stable.
Then y(t) =ys(t) f°" al times t and all disturbances p

Property 3: Let the steady state controller gain be the right inverse
of the steady state nodel gain, i.e. G(0) = G~*(OK Further assune
that the systemis closed loop stable and that the set points ys(t)
and the disturbances p(t) are asynptotically constant.

Then the systemw |l have no offset:

lim y(t) =5

T+

where lim yg(t) =~ &s ® constant.

Fundamental limtations of dynamc resilience

W% can now [ ook at the resilience assessment in the light of the
IMC framework. W will analyze the reasons why the "perfect"
controller (G = G”ﬁ can usually not be inplemented. Because the
controller is sinply the process inverse we obtain fromthis analysis
of the controller a direct indication of the system characteristics
which limt resilience. _

The controller G is to be selected "close" to Gt' subject to the
constraints that it be causal, realizable (to allow physical
i npl ementation) and stable (to guarantee closed |oop stability
according to Property 1). -

Gl is not causal and/or unstable if G has one of the follow ng
properties. | S
1)  Ginvolves time delays. Inversion of time delays can result in
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noncausal expressions (prediction) which can not be inplenented
2) 6 has zeros in the right half plane (RHP). [Inversion |eads to
poles in the RP and therefore an unstable 6¢
A transfer function containing either delays or RHP zeros is commonly
call ed non-m ninum phase (NMP). In the presence of NVWP elenents Gis
factored into an invertible part G. and a noninvertible part G+

G=G+G | (38)
such that é&(O) =1 and L' is realizable and stable. G is then
chosen as’

Ge=GL-1 (39)

The factorization is clearly not unique but from (36) we note that for
G -~ G, G+ is the closed loop transfer function

y  GG(ys - p) +p (40)

y ® <Mys - p) + P L (41)
,The noninvertible part of the system G+ expresses the "best”
achi evabl e performance by a systemand is therefore a direct measure
of its dynamc resiliency. Except for SISO systems it is generally
not possible to define a unique factor G. Cearly G+ should bhe
"close" to unity but the designer often has some freedomin giving
preference to certain outputs. Ve wll now discuss in nore detail the
options available for choosing G+ and finally elaborate on the other
limtation to confrol quality, namely the constraints on the
mani pul ated variables and the nodel uncertainty.
|. Time delays: The aspects of the time delay factorization

have been discussed in detail by Holt and Mrari (1983). In general

a trade-off between the speed of the closed |oop response and
decoupling is possible. For exanple three possible factorizations for
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0 e
G = '
-e-zs 1
are 3 -,
e-4s 0 e 28 0
G_]"_ = M GE =
i 0 e"zs , ( | . eu 23) en 2s
3 e e-zs(l-e-'zs)
6 =
0 1

G indicates that output 1 can react only after two time invervals,
output 2 can react imediately. These nunbers are a |ower bound on
the response tinme but they are not an indication of the actua
settling time. |f both outputs are equally inportant and decoupling
I's chosen, G+* provides an upper bound on the settling time. This is
- verified by G+2, where preference is given to the first output which
settles in mnimmtine (cf. G), at the cost of decoupling and a

‘maxi mum settling time for the second output (cf. G+l'). Analogously,
in &3 preference is given to the second output. These upper and

| ower bounds on the settling time serve as measures of resiliency for
a nultivariable systeminvolving time delays. Holt & Mrari

(1983) have shown that a diagonal Gt which renders G"| causal is
"optimal** if and only if the rows and colums of G can be rearranged
such that the smallest tinme delay of each rowis on the diagonal. For

exanple, the Wod & Berry (1973) distillation colum has the transfer
mat rix
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[~ M
12.8 ¢S . -18.9 738
6(s) = (42)
6.6 e /S -19.4 735
| Tove T TEEsT—

Here the smallest time delays are on the diagonal and therefore
6+ = diagle~S, e-35) is "optimal”. The lower aad upper bounds on the
settling time coincide.

We are now in a position to explain the counterintuitive result
presented earlier which indicated that lengthening dead times can
improve the dynamic resiliency. For the original network (Fig. 4) the
simplified transfer function involving only dead times is

e-65 e-lls e-Zs
6(s) = | e711s 1 e 128 (43)
e-Ss e-13s 1
and the diagonal factor is
G, = diag(e™®5, 1, e7%%) (44)

If the lag between heat exchangers 3 and 5 is increased from 2 to 6
minutes the transfer function of dead times becomes

e-6s e-lls e-ﬁs
e-85 e-13s 1

and the diagonal factor is




G, = diag(e~>, 1, 1) (46)

-which is an inprovenent over (44)e :

|1, Right Half Plane zeros: The issues concerning the
factorization RHP zeros are discussed by Holt and Morari (1984)
for transfer matrices not involving time delays. The question here is

how to choose G+ such that G-I is stable. Two major results were
obt ai ned. '

Result 1. Let the SISO system g(s) have a single RP zero at s=z, then
the Integral Square Error (ISE) to a step change is 2/z and this error

s obtained fromthe factor g+(s) = (-s+z)/(s+tz).

Result 2. Let the MMO system G(s) have a single RHP zero at z, then,

in general, the "bad" effect of a RHP zero can be localized to any
particul ar output,

where all the off-diagonal elements are zero except in the row which
contains the RP zero.

For example, consider the system

» ™

[ 1 1
G(S):% Us z]

which has a zero at s = 1/2. Three possible factorizations are shown
bel ow together with the ISE resulting froma unit step change in both
set points
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- 25+ 0 - ~ -2s+| 2s
o _ 1 0 "7s¥r 7s+Y
1 ~ZSH 2 3
G+(s)= °G=_ ; 6, =
0 - 25+ 8s -2s+| n S,
i —Z5H"] 7Str  ~75FT u 1
| SE=8 ISE = 4 IFE =1

The optinmal 6+ can be found using a very involved matrix factorization
procedure (Frank, 1974):

AN | f5-6s 8s 1 4
GO "gioo Les  sws) 1E75

For a different set of inputs or a different weighting of the outputs
the |SE-optimal factor G+(s) would be different. Thus striving for

| SE optimality does not appear a very practical proposition
Factorizations of the type &t*, G2 4 Q+3 4 mch easier to obtain
and allow the designer to clearly indicate his preference in a simlar -
manner as was suggested for time delays. |f a decoupled response is
sought G+*(s) is the answer. If output 1 is nore inportant 6+2 should
be selected, if output 2 is critical G+ is the best candidate.

Again 6+ can be used directly as a measure of resiliency.
Contrary to the results obtained for systens ]nvolving time delays,
the effects of RHP zeros are structure-free, they are generally not
associated with a particular output but can be shifted around. The
closer the RP zero is located to the imginary axis the nore
detrinental is its effect. Zeros which are far out in the RP can
usual Iy be disregarded in a resiliency analysis.

|Il. Constraints on the manipul ated variables Taking
constraints into consideration makes the problem nonlinear but it is
possible to get some feeling of how the constraints affect the
resiliency even froma linear analysis. For the IMC structure (Fig.
23) with G = G and 6¢ * Gl

lul <I1G-111ys- pi : (48)
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Fﬁ_g. 25.

Practical controller (—) starts to deviate from
ideal controller (—) at frequency <u*.

Fig. 26.

| MC strubture for mul tiplicative nodel uncertainties
occurring at the nodel output.

»y
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Therefore, in order to satisfy the constraint

Ui < Uiy (49)

we should require
iys - pi < IGYi-1 uimx
or Iys - pi < cWG) | ui’x (50)

In practice, depending on the frequency spectrumof the disturbances:
it is very well possible that the bound (50) is txceeded. This does
“not inply that the systemwll becone unstable but sinply that the
closed loop performance deteriorates because the *perfect” controller
cannot function properly due to the saturation of the manipul ated
variable. One way to quantify this effect is toenvision a
"practical" controller which deviates fromthe "perfect" controller
and for which the manipulated variables do not saturate. W& see from
(48) that the plot of ohf!(G shows the effective controller gain of
the "perfect” controller as a function of frequency. If Gs) is
strictly proper (this is in principle true for all physical systens)
G-I (s) is inproper, which means that onfl (G becooes infinite as
IDe . A"practical" controller will have to depart fromthe perfect’
controller at high frequencies as is shown in Fig. 25. The departure
point which is generally close to the corner frequency gives the band- -
wi dth we over which perfect control is possible, w is a sinple way
to measure the effect of the manipulated variable constraints on
closed Ioop performance and can he used as a tool for resilience
assessnent .

| V. Mbdel _uncertainty In the previous analysis the availability
of a perfect model was assuned (G = G). |If thisis indeed the case
and if neasurement noise is negligible, as we have assumed throughout,
the resilience analysis carried out to this point is al that is
~ needed. In practice nodel uncertainties and noniinearities wll
always be present. In the following we will investigate the effect of-
nodel / pi ant msmatch on control quality.

In Fig. 26 use was made of (32) to redraw tht IMC diagramof Fig.
24.  Assuming the uncertainty description (33) it can be shown that a
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necessary and sufficient condition for "robustness", (i.e. closed |oop

stability under plant variations), is that the loop gain nust always
be less than 1: :

liu)b 6Ha)1 < 1/2lw) (51)

If we select G = G! (51) becones

This inplies that the systemis only closed loop stable if the
uncertainty radius £(a) never exceeds 1. For any practical process
control problem £u>) wll grow beyond 1 for high frequencies. This
forces us to detune the controller and to give up performnce for
robustness. Therefore let the controller have the form

6:(s) = ertsjFU) . (53)
with  F(0) = |
where F(s) is a dynamic compensator, a "filter". Its purpose is to

lower the iG.i at high frequencies to make the system robust against
model uncertainties. The function of the filter is best understood by
substituting (53) into (51)

0|\/|(G) 1

YU) S iBMiw)! 1B (1«) e« (54)
om@)  owm(FHM

Note that Y(O®) > 1 and that this ratio can be either unbounded or
bounded as ID " ». Ideally we want for good closed |oop performnce
F(s) = | because for G= G y= FGHys - p) + p. The robustness
requi rement (54) forces F(s) to be "small" especially at high
frequencies when £(W) is large.

For SI SO systens Y = 1 always and (54) becomes
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| Fliw) | < T%W . (55)

Thus for SISO systems the restriction on the filter norm depends only

on the nodel uncertainty Jt(w but not on the nodel itself. In the W

case the restriction becones tighter (y > 1) and depends on properties
of the nodel. y(0) is a measure of singularity of G(0) and is usually
called the condition nunber. In the extrene case that G does not have
full row rank y becones infinity and system stability can only be

‘guaranteed when F(s) =0 or in other words, by opening the feedback

| oop. The larger y, the nmore sensitive the control performance i$ to
a possi bl e model /pi ant mismatch. Therefore we will call Y(<D) the
sensitivity function of the system 'y is a systeminherent property
which limts control quality independent of the enployed controller.
It is therefore a convenient tool to judge the dynamc resilience of
alternate designs. If we assunme that £(CD) is simlar for the systens
under conparison, those where y{u) is small over a wi der range of
frequencies are preferable.

-One objection commonly invoked against the use of the condition
number is that it is strongly scale dependent. That is, if inputs and
outputs are nmeasured in different physical units, an entirely )
different y can result. This argument is correct. However, it does
not invalidate y as a sensitivity nmeasure. Rather, it points out that
y becomes only meaningful after scaling. G should be scaled to
mininize y such that the bound (54) on the filter gain is |east
conservative. Though a optinmum scaling procedure is not available,
sinmple suboptimal rules are available in the nunerical analysis
literature. T

Exanpl e

The main purpose here is to denonstrate that the theoretica
devel opments have practical significance. The last one of the
notivating exanples discussed in the introduction, the thermally
coupled distillation colums, still awaits an explanation. Wen
equi pped with two different control structures they displayed a
strikingly different performance sensitivity to nodelling errors. It
woul d be hoped that this kind of behavior is detectable by the newy
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introduced techniques. The nodels were found not to contain
time-delays or RHP zeros. - The singular values and the sensitivity
functions obtained after scaling (Figs. 27 & 28) are quite revealing.
Y(0) is about three orders of magnitude larger for Structure 1 than
for Structure 2; thus the high sensitivity is not surprising.
“Furthernore onri (0) for Structure 1 is larger than for Structure 2 by
a factor of 30. This is reflected in the smaller steady state
excursion of the manipulated variables shown in Flg. 29. In
conclusion, the singular values and the sensitivity function are good
indicators of closed loop sensitivity and of the effects of
constraints on closed |oop performance. Therefore they can form an
important tool in dynamc resilience analysis.

CONCLUSI ONS

The main nmotivation behind the work presented in this paper |ies
in recognizing the fact that designing chemcal plants for optinm
econom ¢ performance or energy efficiency at nomnal design conditions
is usually not sufficient for guaranteeing successful designs. The
obj ective of ensuring good operability characteristics is often of
equal or greater inportance due to uncertainties and changing
conditions that are normally faced during plant operation.

The fact that it is not always a trivial problemto incorporate
properly the objective of operability in design has been denonstrated
clearly with several exanple problems in which intuition and
heuristics failed mserably. The comon ideas of oversizing for
flexibility, identifying "obvious" worst conditions for feasible
operation, and avpiding long dead times for dynamc resiliency proved
to be all incorrect in these exanple problems. Furthermore, the
i nportance of selecting proper process configurations and equi pnent
sizes to achieve flexibility, as well as the inpact of design changes
on the sensitivity of dynamc resilience were also established.

This paper has presented a rigorous framework for handling
systematically the objectives of flexibility and dynamc resilience
which are major conponents in plant operability. On flexibility the
following fundamental concepts were introduced: '

- Definition of parametric region of feasible operation
- An index of flexibility that provides a scalar measure of this
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region .
Definition and properties of critical parameter points for

feasibl e operation

‘These concepts provide useful insights and a clear basis for under-
standing the nature of the problems involved in flexibility.

Three major subproblems were also fornulated for incorporating

flexibility in design: flexibility analysis, optimal design with
fixed degree of flexibility and design with optimal degree of
flexibility. It was shown that the solution of these subproblenms can
be sinplified considerably for the case when critical points
correspond to vertices of the uncertain paraneters. The rigorous
conditions under which this property holds true have been established.

In recent years considerable progress has been made in the

devel opnent of efficient algorithms and procedures for solving varjous
types of flexibility problems; these include, |

Computation of flexibility index through efficient vertex enumera--
tion schenes .

Projection-restriction strategy for designing plants under multi-
period operation

Iterative multi-period method for optimal design with fixed degree
of flexibility

Synthesis of resilient heat exchanger networks

It is clear, however, that a nunber of inportant issues still

remain to be answered. Anmong the nmore chal l enging questions, we can
cite the follow ng:

Location of crifical points. ldeally one would like to devel op
procedures that do not necessarily assune the critical points to

be vertices. However, even when this assunption is made it would
be desirable to develop procedures that only need to examne a snall
nunber of vertices for finding critical points.

Synthesis of flexible processes. Mst of the work so far has been
directed to designs with fixed flowsheet configurations. However,
as has been shown in resilient heat exchanger networks the selec-
tion of proper configurations has a great inpact on the flexibility
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of these networks. Therefore, 1t is clear that for other types of
processes there is a great incentive to develop procedures that can
account for flexibility at the synthesis stage.

- Trade-offs for cost versus flexibility. Very often increased flex-
ibhility in a process inplies larger capital investment. Although
this trade-off problem can be fornulated conceptually as a bi-
criterion optimzation problem efficient and neaningful strategies
are still required to establish these trade-offs, both at the
synthesis stage and at the stage of equipnent sizing.

On the objective of dynamc resilience, it was shown that this
property can be attributed to three characteristics inherent in the
syst em
- Nonmi ni num phase el enents

Constraints on the control action
- Sensi tivity/ Robust ness

Met hods for assessing the effect of each one of these quantitatively
were presented. Depending on the system and the expected set point
changes and/or disturbances one or the other can doninate. No
attenpts were nmade to conbine these characteristics into a scalar
objective function. The philosophy of the approach is to provide the
design and control engineers with a nore rigorous basis for their
deci sion making rather than to take the decisions out of their hands.
For a variety of reasons the new framework presented shows high
prom se to becone a standard industrial tool in the near future
Model | i ng:
For the assessment of the sensitivity and the effect of the
mani pul ated variable constraints on the performance only frequency
response data are needed. These data can be easily obtained from
conpl ex dynam c¢ nodels by pulse testing. On the other hand, the
steady state gains calculated froman available static nodel could
be augmented by time constants and delays estimted from experience.
Yes, even the steady state data thenselves are clearly sufficient to
obtain Y(0) and om(0), good initial indicators of dynamc
resilience.  Thus the nodelling requirenments are very'flexible.
Fundanental Rigor: '
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The met hodol ogy presented here assesses only the fundamental
limtations to control quality which are inherent in the system
itself and not those inposed by the control system

.- Intuitive Appeal:
All the results derived for MM systens are natural extensions of
the heuristics which have been available for SISO systems for years.

Despite all the progress quite a few questions remain unresolved:

- The accurate conputation of the RHP zeros is a problem for which no
reliable nunerical procedure exists at present in particular when
the systemcontains time delays.

—The type of G+ factorization enployed affects the condition nunber
It 1s not clear how G should be factored fromthe point of view of
sensitivity.

- Al the results were derived assumng that the open loop systemis
stable. An extension to open-loop unstable systens appears non-
trivial.

- The method used for describing model uncertainty leads to "clear"
theoretical results but mght be overly conservative when
information on the structure of the uncertainty is available.

- The new technique for dynamic resilience revolves around the idea -
of a "perfect” controller and the performance wll deteriorate from
that predicted if, for exanple, a set of single [oop Pl controllers
Is inplenmented instead. A way has to be found to establish the
performnce deterioration associated with a controller
sinplification, '

It is also inportant to point out that the linear analysis is
somewhat restrictive because we know from experience the problens
caused by nonlinearities which are typical for chemcal processes.
Though a conplete nonlinear analysis lies far away in the future, a
better — namely nonlinear ~ nethod to assess the effect of
constraints on dynamc resilience would be desirable.

Finally, to conclude this paper, we have attenpted to present
here a unified treatnent for operability as a process design
objective. W realize that this effort marks only the beginning of a
research area which is both intellectually challenging and of
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practical significance. W hope that this paper will notivate
researchers in acadenmia and industry to work on many of the problenms
that still remain to be solved in this area.
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