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Abstract

In this paper we discuss the statement of Yield Maximization
problem and the choice of design parameters when considering
statistical design of monolithic ICs. Specifically, yield maximization
cannot be carried out in terms of the nominal values of the
eiecxncai parameiers oc iw s eminents. Ml extension to meexisdng
methods and a new formulation of the Yleld Maximization problem
for monolithic ICs is proposed. The necessity of employing a
SNiHjlator of the manufacturing process ¢ which retafess a circuit
eiecxncat oenavtor to tne pnyscaiiy oseignanie. parameters , is
shown.

1 lntroduction

A number of statistical design aids for yield estimation and
optimization and worst case analysis.have been developed (1.2.3.
4) to help the circuit designer wherever the random fluctuations
inherent in the manufacturing process have to be considered.
Specifically, for the case of the statistical design of monolithic ICs,
me YleW Maxtmizatk® (YM) is the cemrml issue. Usuafty the yield
maximization problem was formalized in the following manner.

Let the circuit to be designed be described by a set of algebraic
and differential equations:

g (fytax) a0 forkat2...n, @
whers
y- is avector of voltages and currents
t- Is time ’

a- is a vector of the circuit parameters which can be xstamed
to be constant

X- is a vector of random variables®representing circuit
parameters which are randomly varying due to imperfections
and distrubances in the manufacturing process, (typically
resistances and capacitances, threshold voltage of MOS

etc}
Let the constraints of the circuit performance be described by ‘a
set of inequalities:
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3 Anrandom variables are denoted by capital letters:

“For normally distributed random variables X me jpdf is fully characterized by ma-
first and second order moments, i.e. by vector of mean values m"l. and covariance
matrix £,

-

» .
*k(X)»{r epkzy,y.t,ajc)dr_<0 fork»1,2,...n¢ : 2

where x is a particular value of X. Thus the set

1M » {x:*(x)g0fork-1A~n.} (3)
which is called the ggggotability or feagible recion. represents the
set of realizations of the random variable X (i.e~ all particular
values of circuit parameters) for which the circuit meets the desired
requirements. Assuming that X is described by a joint probability
density function® (jpdf). ", (h"g$e " " ** P; » @ vector of mean
values of X andl pf Is a vector of Righer 8fer Mements of X, the
yield, Y can bedenned as:

Yu/ f(!.ﬂ;.éd‘ (4)

In order to state the yield maximigationproblemandsolveitbythe
existing methods, it is necessary to make the following two
assumptions: -

Al: Itis possible to obtain any desired value of p” by means of
adjusting the process parameters and/or the layout of the IC

A2: The vector of higher order moments, p| is independent of
the circuit and the process parameters. .

Under these assumptions, the yield maximization problem should
be stated as the following optimization problem:

xL’ foe.py. pilax = v ()

Unfortunately, assumptions A1 and A2 are not necessarily valid for
monolithic IC applications. In particular

0 Some components of p”, which are the optimization variables,

.are not designable in the sense that they are not necessarily

adjustable to any given solution of (5). For example, the mean

- value of the threshold voltage of an MCS transistor cannot be
: arbitrarily adjusted to any desired value but can only be determined
: for aparticular process and then only slightly modified.

it) In general, the components of pj are not independent of one
another. Therefore, it is not always physically possible to obtain a
specified combination of values amongst the components of p".
For example, the mean values of &:-of two n-p-n integrated
transistors are strongly related to one another.

ity The higher order moments, denoted by p~ are not
independent of pA For example, the mean and variance of the
resistance of a monolithic resistor are dependent on its geometry.

In this paper we show that by judicious choice of truly
independent designable parameters and an alternate formulation
of the yield maximization problem we can develop a method which
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is more suitable for the design of ‘monolithic iC's than those
previously reported. Furthermore, we show that a key step in the
yield maximization problem is the simulation of the manufacturing
process. In particular we introduce the use of a process simulator
(5) into the design procedure.

2. Independently Desicmable Parameters_in
Yield Maximization of Monolithic IC's

We wish to determine under what conditions the solution of (5),
is technologically reatfrable. Assume that the manufacturing
process can be characterized by a vector of deterministic |,
physically independent and controllable quantities (e.g.
temperatures, diffusion times, mask dimensions. etc.),denoted by
z and called primary desian varigbles. Further let 0 denote the set
of uncontrollable digturbances, inherent in the manufacturing
process. Hence the- parameters of the jpdf of X are dependent
upon both z and 0. Observe that while the values of p£ can be
controlled by changing z . the set of technotogicaity realfrahki
combinations is restricted due, in part .to the existence of 0. Thus
there may exist the solutions of (5) which cannot be obtained by
means of changes of zonly. Specifically, the solution of (5) .p " 0%
, is technologically realizable only if there exists az° * such that

it wifl always be possible to find a i°°* which satisfies (6) if the
components of the vector p£ » {p£, p”, -} are independent and
strictly monotontc functions of components of the vector z . We
call the random variable X, which is a component of X, whose
mean, p”is a strictly monothonic function of a primary design
variable z. a Ltandom yvariable. Furthermore, if we can
change the value of Whlle keeplng the other components of p£
constant then X is sald to be an Landam
varigble. Hence a solution of (5) will be technologically realizable
if every component of X is an independently designable random
variable.

We now wish to illustrate the above general considerations and
determine which parameters are the primary design variables and
which parameters’ are the independently designable random
variables for the case of monolithic integrated circuits. In order to
motivate this discussion consider me following simple example.
Let w and | be the width and length of a rectangular window in a
photolithographic mask used to fabricate an integrated resistor.
They-constitute the primary design variables in this example. Due
to imperfections in the photolithographic process the dimensions
of this window in SiO; are described by random variables L and W,
respectively. Assume for simplicity that W » w + IFand L « |
AF, where AF is a zero mean normally distributed random variable
with standard deviation a" which represents the disturbance in
the photolithographic process. One can show that if both | and w
are much greater than 3*”~ then F«L/W is a normally distributed
random Variable with mean ny » I/w and variance

2 2
GF-I B } OiF {7)
Furthermore, it can be- shown that the actual resistance of the

integrated resistor is also a normally distributed random variable R
suchthatR * F*Rs with mean m” and variance <£ given by

Mo =My ®)
oZ=md fiw-i/wfoles ()32, ©

where Rs is a normally distributed random variable with meanf ~
and standard deviation <rgs which represents the sheet resistance.
Thus R is a d2Hanabte random yariable because any specific mean
of its resistance can be obtained by adjusting the ratio I/w.

Moreover, it is an independently desionable rapdom variable

because the mean values of the resistance of the different resistors
in the circuit can be chosen independently of one another. Hence,
it would appear that the nominal resistance values of integrated
resistors could be used as optimization variables .p”~ for solving the
YM problem (5). However, since m" and <x g are dependent on
each other this choice of variables would violate assumption A2.

Note that this observation can be extended to all electrical
parameters of monolithic elements because both the nominal
values and higher order moments of these electrical parameters
are related to the mean and variances of the mask dimensions, as
weM as their ratios or window areas. (The maments of dimension
ratios or areas are dependent of each other (e.g. see (7)). Hence
none of the moments of electrical parameters of monolithic
elements can be used as the optimization variable in the YM
problem (5).

Note that for the examples discussed above, we can choose as
optimization variables, instead of p®, the means of L and W. (L and
W are independently designable random* variables because m_ » |
and m" » w and their variances are independent of m”~ and nry,
respectively). In general, since any IC design can be described In
terms of the mask dimensions, then the mean of the random
variable Z. » r + AF, pi , representing the dimensions of the IC
elements, which are rélated to the mask dimensions z and
disturbances in the photolithographic process AF, can be chosen
tobetr»optin«zatk>nvanablerntrmYMpro6leni(5).

3. Yield Maximization Using the Process

Simulation Technigue

Since the components of X cannot represent the electrical
parameters of the IC the yield maximization problem (5), for case
of monotiihic ICs, has to be modified. Towards this end we replace
the circuit equations (1) by:

Gyy tx)>Q.  K® 12l (10)
cxD=0 [at2..n, (11}
Where expression (11) models the manufacturing process Using
(10) , (11) and (2) one can define the feasible region &; in the

space defined by 2.We can now formally state the yield
maximization problem as

PR
B,

where Uz. pz%, pS p| -and pfare the ipdf. means and higher order
momenfs of t respectlvely Thus by addlng constraints describing
the manufacturing process to the previous statement of the YM
problem, and properly choosing elements of Z. the YM problem of

(12}

. monolithic ICs can be solved by the methods proposed previously

Observe that in general, the dimension of Z is much larger than
the dimension of X.(For instance, the number of variables
describing the layout coordinates of the zigzag resistor is much
larger than the number of its electrical parameters). Thus, the
computational expense of approximation to the feasible region R,
in the space of independently designable parameters Z could be
much larger than the computational expense of approximating R
in the space of circuit electrical parameters X. Thus we we propose
the following approach.

Assume that we have an eapproximation, Hy, to the feasible
region Ry. Since the random variable X is dependent on Z. wntch
is an independently designable random variable related to the
primary design variable z. then at feast some moments of X are also
dependent on z. Let p* and p£ denote those moments of X which
are dependent on z. and let 0k and pZ denote those moments_which
are independent of z. Hence p|»{F§< o ffj) wrgx Py an 35‘* The
YM orcblem can now be stated in the following way:




:‘x[’ ty [xﬁ,'cﬁ,‘(.ﬁx.ﬁf(] dx (13)

Note that any sotution of (13) is technologicaily realizable and
because we are in a lower dimensional space. the ccst of the
solution of {(13) shouid be less than cost of the solution of (12). Of
course, a key step in being able to solve (13) is the simulation of 5y

We now consider the process simulation technique we need for
generating B, and 2. As we stated eariier

X =P(z,D) (14)

where P ( ) is a model of the manufacturing process relfating the
elctrical circuit parameters X to z and D. The disturbance, O, is
most easily simulated using an appropriate random number
generator. The advantage of such an approach is that the
disturbances of the process are characterisic of a given
technology and manufacturing facility, but are independent of the
particular circuit to be designed. Hence, the jpdf describing D,
fo(d).needstobtidanﬁﬁedomymformhm Hence,
empioying (14) we can estimate moments of X in terms of z and
therefore soive (13). In the next sections we describe the process

4.Examples

In our investigation the statistical process simulator FABRICS
(EABRication Process of Bipoilar |ntegrated Circuits Simulator )
was empioyed for simuiating (14). A detailed description of this
simulator is beyond the scope of this paper (see (5. 6, 7)). Suffice it
to say that FABRICS was used to generats the data samples
composed of electrical parameters of typical bipolar IC elements
(i.e.. sampies of random variabie X).

the higher moments. p2, can be modified by means of layout
changes . The thind exampie demonstrates the computational
efficiency of the proposed process simuiation technique for solving
the YM probiem (13). :

In each of the exampies we have assumed that ail of the process
parameters are constant and the design variables are mask
dimensions. Note that the resuits reported below were obtained
using FABRICS tuned t0 a real manufacturing process, thus the
datapreuntedismyswlyqunmgml.

Exampie 1.

Consider the following elements of a bipolar integrated circuit:
three base diffusion resistors, R,, R,, R,, and one n-p-n transistor.
WQassumaﬁxedlayoutformtwomR‘wnzmdfa
the n-p-n transistor. The length of resistor R, was aiso assumed to
be constant while its width, w,, was as a primary design
variable.z. The gquestion was whether the changes of w, would
affect all of the parameters of the jpdf describing the random
variables R,. R,, R, and 8 of the transistor. Using FABRICS we
generated 900 sampies (each sampie was composed of values for
R,.Rz.aaandﬂ)formmvahnsofwr The projections of four
dimensional scatterpiots onto the planes (R,st). (szna)md(ﬁ
x R.) are shown in Fig. 1. We can conclude that the changes of w.
ot onty affect me, and ag (according o formulas (7).(8) and (9))
butalsomecorrelaﬁonfactorsofRawimmemherremstomand
B).

Exampie 2.

We now consider an IC which contains among other two
resistors. R, and Rz and an n-p-n bipolar transistor. The primary

design variable.z. in this example is the layout scaling factor.A .
which is a quantity by which all element dimensions are muitiplied.
In Fig. 2 the scatterplots of R, and R,, and R, and 8. for A = 1.0
are shown. Similar plots for A = .S are shown in Fig. 3. Comparing
these two figures we observe that the means of R, R2 and 8
remain aimost unchanged while standard deviations increase and
correlation factors decrease if A decreases. Thus. we see that
yield can be affected by holding the nominai values of the
designable parameters constant and change the higher orcer
moments which depend upon the scaling factor A.

Exampile 3.

We wisn to determine the dependence of the yieid of the
Motorola MC1530 operational amplifier (8) on the layout scaling
factor A. Towards this end we define acceptable performance in
terms of the fotlowing inequalities:

AMVSV, L S2MV, I, <BuA, A,>8,000

where V. . is the dc input offset voitage. Igiag 8 the input bias
current, and A, is the ditferential mode gain.

The yieid estimators for several values of A (A = 2, 3. .5, 8, 1.0,
1.5, and 2.0) were found by means of the Monte Caric method
.using FABRICS and BIAS-O (9), to evaluate V. , .lg g and A, and

vaiues of A. the yieid never reaches 100%. This means that the Op
Amp yieid is determined not only by the designabie part of X. Thus,
as we have pointed out in the YM probiem (13), the designabie part
of X shouid be distinguished from its undesignabile part. We found
aiso that the CPU time required for process simulation was less
than 10% of the time required for circuit simulation.

5. Conclusions

In this paper we have discussed two formuiations of the YM
probiem suitabie for the design of monalithic IC's. We have defined
the conditions under which the method proposed in (1) can be
used for monolithic IC’'s. We have aiso proposed a different
statement of the YM problem which sgems to be suitable when
large number of the IC’s elements must be taken into account.

We have found that.in general, in order to solve the YM probiem
for monolithic IC's it is necessary:
i) tc define the set of independent_fy designable variables

ii)to use a process simulator to relate the layout of the circuit and
process parameters to the circuit parameters.

" We have also found that the optimization technique employed for

- soiving the YM problem for the monoiithic IC's has to take into

account the fact that the space of randomty varying parameters
determining circuit vieid contains elements which cannot be
designed and must be treated as a disturbance only.
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