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Abstract * This paper deals with security fromthe

di spatcher's point of view and over operating horizons
shorter than those used for unit commttnent. |In this
environnent, the basic engine for automatic decision
asking is the Qpti numPower Flow (OFF). W seek to
extend OPF procedures so that they can maintain sec-
urity at or -above preselected levels. To do this we
first define an inproved netric with which to nmeasure
security. The nmetric is continuous. Includes contin-
gency probabilities and can be adjusted to reflect
some contingency inpacts. Next, we devise two ways of
translating security as neasured by the netric into
constraints that can be added to an G>". The first
way uses currently available data. The second way is
nore powerful but requires data not now avail abl e.
Both ways add |arge nunmbers of constraints for each
contingency considered and so, result in rather large
optimzation problens. A gorithns for solving these
probl ens have not yet been devised but sone pronising,
paral | el processing directions are beconing evident
and are described in the last part of the paper.

|. THE PRCBLEM

This paper is concerned with the centralized con-
trol of power systens for normal operations over
short horizons - froma fewmnutes to a few hours in-
to the future. More specifically, the problemof con-
cern is howto schedul e the power flows, voltages and
other essentially continuous operating variables in
order to mnimze some cost function while naintain-
ing an adequate |evel of security and neeting any
ot her applicable constraints such as caps on the rates
at which various eni ssions may be produced. The rest
of this sectionw |l be devoted to better describing
this problemand its inportance.

.|  Qperating States

Anong the concerns in operating a power systemare
two sets of criteria that DyLlacco [3] called Load
and Qperating Constraints. The former requires all
the loads be net in full; the latter Inposes linits
on the values of systemvariables. DylLlacco-went on
to divide operations Into three "states'*: nornmal,
restorative and energency, defined as follows: The
systemis normal when the |oad and operating constr-
aints are net. The systemis in an energency state
when there are najor violations of the operating con-

straints. The systemis in a restorative state when
only the load constraints are violated.

Ve note that the operating constraints are time
dependent. For instance, the half-hour-rating of a
line is greater than its 24 hour rating. Therefore,
to remain normal the dispatcher may have to shift the
systenis operating point even though the |oads and
ot her exogenously specified quantities renmain con-
stant.

1.2 The Single Contingency Assunption

Ve will use the term®ontingency" to nean a ran-
dom di sturbance that either causes, or can be nodel -
led by, a change in the configuration of the system
Let Ce+ {°if*»Cg) be the set of K separate contin-
gencies that coul d occur over the current operating
hori zon.

Theoretically, tw or nore contingencies coul d
occur simltaneously or within a short Interval.
However, the |ikelihood of this eventuality Is usual-
ly low and the effort required to deal with it, high.
Therefore, it is usual to assune that contingencies
need only to be considered singly and that there will
be enough tinme for a systemto recover before the
next contingency occurs. Ve will adopt this assunp-
tion in all succeeding devel opnents.

1.3 T-Stablllty [21

" Every tine a power systemchanges its configura-
tion a flurry of transient activity is produced that
could trip relays and thereby, cause another config-
urational change. To distinguish cases where this
wi Il not happen, we will say that a configuration is
T-stable when it outlasts the transients produced at
its inception (Note that the nore faniliar notion of
asynptotic stability does not inply T-Stabillty. The
former allows transient excursions to be arbitrarily
large as long nmthey renmain finite; the latter re-
quires the excursions to remain small enough to keep
fromtripping relays.)

1.4 Configuration Chains [21
Let:

N be the set of conponents - generators, lines, etc-
that make up the power system Ve will attach
subscripts to H to denote subsets that contain on-
Iy on-1ine conponents. Since the topol ogical ar-
rangement of the systemis fixed except that each
of its conponents may be either on-line or off,
these subscripted synbols can al so be used to de-
note configurations.

Ho b* the existing (Incunmbent) configuration

"] k»*2kn»*O*pxkk A€ LM cprx Lo £ configurations pre-
cipitated by the occurrence of ck (see Fig. 1).

The chain term nates when the systemreturns to
normal operations. The termnal configuration, N*,
nust of course, be T-Stable. Each configuration
after N,¢ cones into being either because its Im
nedi ate predecessor is not T-Stable or because of
intervention by the dispatcher —the renoval

UNIVERSITY LIBRARIES
CARNEGIE-MELLON UNIVERSITY .
PITTSBURGH, PENNSYLVANIA 15213




.

L]
6 Nek
Configuration Chains.

the chain the nore serious the contingency.
If N*y is enpty, cxwill produce a system

Fig. 1 Usual Iy, the | onger

wi de- bl ackout. If N*¢ - N,, the systemre-
turns to its original configuration and cy
has no lasting effect.

of aline to nore favorably redistribute power
flows, for instance.
Aoe Max 1Nk Nad )

of elements iimthieesee N i
mnimal |y depleted conffi gy{rati on of cg.
topol ogi cal effects of c
closure, 5" - N2k*

where iNYjJis the nunber of
\ Will be called the

If the
are elimnated by a re*
QG herwise S« Hj .

1.5 Prediction Difficulties

The prediction of configurational transitions
that result froma lack of T-Stabllity can be quite
difficult. Transient stability and |ong-term dynam c-
simul ation prograns help by providing a neans to sim
ulate the response of the systemto disturbances.
But they are too conputationally Intensive to use for
real time control. And, though they provide good
data on general trends and tendencies, for particular
cases they yield far fromliInfallible results. The
reasons are two fold. First, good dynam c nodels for
many entities —Ioads and nei ghbouring systens, for
instance —do not exist. Second, the prograns do
not adequately capture the stochastic nature of many
phenonmena —relay thresholds and redosure successes,
for instance.

1.6 The Inmportance of Prior Positiaoning

Besides the difficulties they Inject Into predict-
ion processes, there are other reasons for avoiding
transitions that result froma lack of T-Stabillty.
They have to do with the natural desire of dispatchers
to keep their systens nornal as much of the time as
possi bl e, even after a contingency has occurred.

There is good reason to belleve-see [4], for in-
stance —that if the transm ssion network remains
essentially intact for the first few sw ngs caused by
a contingency, and if there Is enough generation re-
serve, then there are strategies for keeping the sys-
temnornal or at least, quickly returning it to nor-
mal cy.

To keep the network intact we nust prevent trans-
itions that result fromT-Instabillty. But the time
Interval spanning the first few swings is of the or-
der of a second in length —too short for central -
ized agents (human or mechanical) to take action that

woul d be effective in augnenting T-Stability, instead -

"central agents nust rely on positioning the system
(i.e. selecting its operating point) prior to the
occurrence of a contingency.

17 Security

The termsecurity refers to a systems ability to
remai n norrmal despite the occurrence of contingencies.
Intuitively, a systemwould be perfectly secure if
all its possible termnal configurations were nornal;
it would be perfectly insecure if it were guaranteed
to reach an abnornal terninal configuration during the
operating horizon. It makes good engi neering sense to
allow for a continuum between these two extrenes*and
to arrange for an actual systemto occupy a portion
in the continuum depending on the |ikelyhood of its
attaining an abnornal terninal configuration and the
degree of abnormality that would result.

1.8 ABinary Security Metric [3] and its
D sadvant ages [1].

The only netric now avail abl e for neasuring sec-
urity is binary. It construes the systemas bei ng
secure when the systemis normal and none of the con-
tingencies in C could cause a transition to an emnerg-
ency state; otherw se the systemis construed as
being insecure. This nmetric has several major fail-
i ngs.

It misses the fundamental |y continuous nature
of security.

« It does not take into account the probabilities
of contingencies. A contingency that is only
noderately likely to occur is given as much im
portance as a contingency that is very likely.

+« |t does not take into account the degree of ab-
normality. Aninor transgression of the |oad
or operating constraints is given the sane im
portance as a maj or transgression.

. It provides little prescriptive information.
It nerely indicates which contingencies would
cause violations of the |oad and operating con-
straints.

It is profoundly difficult to eval uate accur-
ately —a consequence of the problens inherent
In predicting termnal configurations (see 1.5)

These failings are not critical in the operating
environnent that now exists. The reason is that a
scalar netric is not absolutely necessary. D spatchers
can and do use judgenent to factor concerns |ike con-
tingency probabilities and inpacts into their security
rel ated decisions. However, if security maintenance
is to automated, it will be best to start with pre-
cise, nurerical representations for security |evels.
The difficulties Involved in Including fuzzy processes
l'i ke judgerment make the automation probl em several
times nore conplex. This nmeans that new security
metrics will be required; the failings of the binary
metric render it unfit for use in automated processes.

1.9 The Need for Autonatic Security Mintenance[1]

The basic functions of a centralized control fac-
ility are: data collection and display, analysis
(limt checking, state estimation and conti ngency

- checking) and control for the normal, energency and

restorative states.  these, the control function
is least automated. There are no provisions for
automatical ly scheduling voltages nor any for ac-
comodati ng security except to the extent of meeting
total load. Only the real power outputs of the gen-
erators are autonatically schedul ed and then, only
-when the systemis nornmal. Al other decisions are
left to the dispatcher.




The conplexity of the decision making environment
is increasing. Sone of the reasons are |ncreasing
i nterconnections, increasing amounts of energy ship-
ped between and across systens and increasing nunbers
of decision variables. D spatchers could use sone
hel p in handling decision making chores, particularly
in the area of security where the amount of detail is
| arge and the consequences of errors, serious.

1.10 Qperating Variables and Constraints.

The variables of interest to dispatchers can be

divided Into two categories —discrete and continuous.

The former, consisting largely of generator comit-
tments and breaker positions, can be used to nake
configurational changes. The latter can be divided
into four vectors:

Uc RY,a vector of variables whose values are control -
led by regulators. U consists largely of genera-
tor-vol tage- magni tudes, generator-real - pover - out -
puts, transforner tap positions and | oads that can
be continuously managed, mis typically of order
100.

E e RY a vector of exogenously specified variables.
E consists largely of unmanaged | oads.

X e R, a set of state variables consisting largely of
generat or-reacti ve- powers, generator-vol tage-angl es
and the magni tude and angl es of the voltages at
non- generator-buses, nis typically of order 1000.
In a steady state, X is related to E and U by the
power flow equations that can be put in the form
[1]:

HT, X, E) -0 (1)

where H R* * " * 9 _«*"  The Load Constrains nent-
ioned inl.l are a subset of (1). °

Bc Rr, a set of critical variables such as the power
flows through najor lines. HEements of B are
either nonitored-by the dispatcher or cause rel ays
to trip when they cross preassigned threshol ds.

In a steady state, Bis related to X, E and U by
a set of strongly nonlinear algebraic equations
that can be put inthe form[1]:

B- QU X E) (2)
where G R"* " +9 ->R. The (perating Constraints
menti oned | I consist of limts on B of the form

ni.
B>3 (3)

1.11 Rescheduling W ndows

As far as the continuous variabl es are concerned,
the dispatcher's neans of control are limted to ad-
justing the set of points of the regulators that act
on U Sone of the regulators are fast acting and the
associ ated elements of U |like transforner tap posi-
tions, can be changed very quickly. Ohers, like gen-
erator power outputs, are rate limted. As a result
the anount by which D can be changed intinet Is
limted to a wi ndow about the initial operating point,
UQ. The larger t, the larger the window. The con-
straints that delineate this rescheduling wi ndow can
be put in the forns:

Up " A (Ugnt) 1ugu o5 (Vg ,t) (4
ar
U e WU,t) (s)

-

where D, 5: i -R-

1.12 A Wtatlonal Convention

I n subsequent devel opments we will attach the sub-
script k to the symbols defined in1.10 and 1.11 to
associate themwith the minimally depleted config-
uration. Thus, \g Xi, Ex, etc. are the values of U,
X, Eetc. in 5",

1.13 oti num Power Fl ows (CPFs)

An OPF is a schene for scheduling the continuous
variables in a power system It does this by minim -
zing a cost function while maintaining a set of al-
gebraic constraints that constitute a static nodel
of the system The economic dispatch is the sinplest
forn of an OPF. It contains only one constraint -
that total generation be equal to total load plus an
approxi mation to total |osses. More elaborate forns
can include thousands of constraints [1], [15].

We focus on OPFs because as far as the continuous
vari abl es are concerned, they are , and will in all
probability continue to be, the basic engines for
automati c deci si on neking.

The alternatives are formulations that use dynanic
nodel s and artiflcal intelligence techniques |ike
Expert Systens [14]. The dynanic nodels involve a
great deal of conplexity and do not necessarily pro-
vide wore reliable' results than good static nodels
augnented by judiciously chosen safety margins (see
I11.1) The artificial intelligence techniques have
nore promise for discrete variable decisions, and, in
any case, require nuch nore research to be serious
contenders [16]. For further details on OPFS see [1],
[15], [17].

1.14 Goals

W seek a schene for automatically scheddl i ng all
the continuous variables by solving an OPF of the
form
(OP1): Mn <KU,, Xp, Eo)

Uy

St.: S>a (6)
>0 (7)
wher e:
*is a cost function selected by the dispatcher
U,t Xo, Eo are the values of U X and E for the exist-
ing configuration.
S is the security of the existing configuration
a is the mni.mum acceptable |evel of security
(7) is a set of any other constraints the dispatcher
woul d like to inpose, for instance, caps on the"
rates of production of various emi ssions.
To devel op and inplement this scheduling schene
five maj or tasks must be conpl eted:
define a metric for nmeasuring security that is
continuous, reflects contingency probabilities
and by and | arge, better agrees with the notion
of security (1.7) than the binary metric des-
cribed in 1.8
express (7) in terms of schedul abl e variabl es
devel op an algorithmfor solving (OP1)
. develop the hardware for running the algorithm
» translate the algorithminto software.

The literature on security, eg [5] - [9], has been
concerned nore with analysis than prescription and
hence, has not addressed these tasks in great detail.

In the rest of this paper we will focus on the
first .three of the.flv* tasks..




Il. AH | MPROVED SECURI TY METRIC

11.1 Contingency Types

In terns of thelr severity, contingencies can be

divided into three categories:

e minor - if the systemis properly positioned
before the contingency the nminimally depleted
configuration will be T-Stable and normal. The
di spatcher need take no further action. A snall
mnority of all contingencies belong to this
cat egory. -

+ nmoderate - proper positioning can nake the nin-
imally depleted configuration T-Stable and nor-
mal but only if short termratings and resources
are used. The dispatcher has to make conflg-
urational changes before the short term capabil -
ities run out. Mst contingencies belong to
this category.
maj or - there is no position for the pre distur-
bance systemthat will cause the minimally de-
pl eted configuration to be T-Stable and normal.
A loss of normalcy is inevitable. Should such
a contingency occur the dispatcher's objective
is to restore normalcy with a mninmmof trauma.
A small minority of contingencies belong to
this category.

11.2 Concerns

I.1 indicates that the principal concern in making
a systemsecure is to position it, prior to the occur-
rence of any contingency, so that the mnimally deple-
ted configurations resulting fromthe occurrence of
the minor and moderate contingencies, will be T-Stable
and normal .

Auxiliary concerns are:

for noderate contingencies to have enough resched-

uling roomto nove the systemto a |ong-termnor-

mel - oper ating-point before the short term capabil-

ities run out.

To mininmze the adverse inpacts of major contin-

gencies (i.e. to develop energency and restorative

strategies).

In the subsequent material we will focus on the
principal concern and wite expressions in terns of
the two configurations involved with this concern,
namely, the incumbent configuration, N,, and the m n-
imally depleted configuration, 5% However, the OPF
formul ations we devel op can be applied to reschedul -
ing and restorative problens by replacing and N
by the configurations relevant to these problens.

11.3 The Probability of Normalcy

Ve wi T now define a continuous security netric
that Includes contingency probabilities.

To make a systemperfectly secure we would have to
insure that the minimlly depleted configuration for
every possible contingency woul d be T-Stable and
normal . For high but not perfect security, we need
the chances of 8" being T-Stable and normal to be
hi gh, especially if the associated contingency, c*,
is likely. This idea can be captured in a metric
inthe followng way. Let:

L be the length of the horizon considered

Ny be the incunbent configuration (that exists at the
begi nning of the horizon), N, nust be T-Stable
and normal. Qtherwise the systcm js either in an
emergency or a restorative state and security con-
siderations are irrelevant.

QQ be the probability that no contingency occurs In L,
i.e., the probability that N, persists uninterrup-
ted over L.

Gk be the probability that dc will be the first con-
tingency to occur In L.

P, be the probability that T is T-Stable

PE£ be the probability that N is normal or can be
made normal in tinme ty. (The value of ryis to be
sel ected by the dispatcher. Mre will be said
about thisinll.4(a)).

Sc [0,1] be the value of security. S| neans that
N, is perfectly secure. S*0 neans that the sys-
temis guaranteed to become abnormal in the opera-
ting horizon.

We define S as foll ows:

K
S- 9 +k§10a Py P} (8

Inwords, Sis the probability that either no contin-
gency occurs over the entire horizon or, if a contin-
gency occurs, the systemwill remain normal.

I1.4 Remarks

(a) The definition of the metric makes no explicit
mention of contingency inpacts - the degree of
abnormality, if any, produced by contingencies.
In other words, a contingency wth a small im
pact, like a small violation of the operating
constraints, has not been explicitly distin-
gui shed for a contingency with a large Inpact.
V¢ might arrange for an Inplicit distinction
through the values of the probabilities Py.
However, we prefer a more direct approach. W
allow the dispatcher to choose a time, ty, for
each contingency. |f the minimally depleted con-
figuration of the contingency is initially ab-
normal but the abnormality is small enough to
be elimnated by rescheduling int, , then the
configuration will be treated as if it were un-
interruptedly normal.

(b) W note in passing that the security metric is
akin to the probability-of-Ioss-of-load-netric
used in expansion planning.

I 11. SECDRITY ENHANCENMENT

Contingencies and their occurrence probabilities
are outside the dispatcher's control. Therefore, the
only way for a central agent (human or nechanical) to
change the value of S is by changing Pc and PE£, K«l,
-...‘.

I11.1 Using Safety Margins to Increase Py

Cef RQ be the region in the space of Uthat is
feasible in terms of the load and operating constraints
enbodied in (1) - (3) for the incunbent configuration,
N,. In other words

Ro - {U |H(UXE) - 0,G(UXE) - " 20 (9)

Actually, all of RQis not used for operations.
Instead it is reduced by the addition of safety mar-
gins (sonetimes called stability margins) to the op-
erating constraints. Let these margins be denoted by
Mand the reduced region they produce, by RQCM). Then

MMM - {UHAU X Eg) - 0, Co(U X Eq) - »>M (10)

RQand R, are illustrated in Fig. 2.

The plrpose of the margins is to enhance the chan-
ces of the minimally depleted configurations of the
m nor and noderate contingencies being T-Stable. The
greater the value of Mthe greater the values of P
for these contingencies.

Over the years a great deal of thought, judgnment,
anal ysis and experience have gone into the determn-
ation of avalue for Mthat makes Pk *I*°st unity
for the minor and rmderatg contingencies. W will de-
note this value of Mby M". Some representative ex-
anpl es of the elements of M_are: 20%reserve margin




Spaceof U

‘Fig. 2. Rq the normal region for N, and ~( M), the

region obtained by the addition of M the
vector of safety margins.

on generation and at nost
key transm ssion |ines.

20° of angle spread across

L}
I11.2 Mking Py « 1
Let R* be the region in the space of U that is
feasible in terms of the load and operating constraints

for configuration N*. That is*
R, = {Uj® (U, XEC) - 0, GUXEfc) - " 3 0} (11)

To ensure that N. can be normal in the tine, t7,
allotted for rescheduling by the dispatcher, we need
to ensure that R* is reachable fromU, the operating
point of the Incunbent configuration, that is:

We(Uot) >0 (12)
1
Wien (12) is met P - 1. A pictorial view of satisfy-
ing (12) is givenin Fig. 3.

1 V. SEQURI TY CONSTRAI NED CPTI MM
PONER _FLONS

W are now In a position to express (6) In terns
of schedul abl e variables and thus, to rewite (OPl1)
in forns necessary for the devel opment of sol ution
algorithms. We will describe two ways of rewiting
(OP1). In both cases, our approach will not be to
deternine the actual value of S, but rather, to ensure
only that S >o0. As aresult we will not have to ex-
plicitly conSider all the possiblle contingencies but
only some subset of them For instance, if Q< a
then we nust find a subset of contingencies, KQC K,

such that by protecting against the occurrence of
the contingencies in t” we obtain the desired |evel
Thus, we seek a KQ so that

of security.

"y

Spaceof U
1" can be made normal in time ty if W, the

reschedul i ng wi ndow, and B*, the normal re-
gion for &£, have a non-enpty intersection.

Fig. 3:

' -
“E‘u Qrr 20-10, (13
We will call K- a protected set. Before proceeding
further, we reénphaslze that if ~ Is propertly sel-
ected (i.e. (13) is satisfied),then we need do noth-
ing about the contingencies outside KQ. AS one
m ght suspect, KQis not unique and finding a solut-
ion of (13) is not trivial but can be done by tech-
ni ques to be discussed in V.

In both the following refornulations of (OPl) we
will make Py - 1 by the technique described in I1l.2.
The refornulations differ only in the manner in which
they handl e Py.

IV. 1 Contingency Constrained Optimum Power Fl ows

This first and sinpler fornulation uses the
contingency constrained scheme suggested by Stott,
et.al. [15]. The assunption is that the safety mar-
gins M guarantee the T-Stability of all configurations
of interest, that is P - 1. Wth this assunption
(OP1) can be rewitten in the form

(COPF):  MIn #(0,,X,,E)
[+ ]
* 14
st: U, £ R O() (14)
B 1w (U ,t) > 0, keK, (15)
1 Qq2a -Q (16)
kek ®
a
V =2 0 (17)
(14), (15) ensure that Ny, keK,will be T-Stable and
normal and the protected~set |arge enough to make se-
curity at least equal to a. .

(COPF) Is a very large nonlinear programing pro-
blem To enphasize this we note that (14) is equiva-
lent to:

VW n o (18)
&
Gy (UgeX0E) - B, 2 M (19)
and (15) is equivalent to:
lkﬂ?k.xt.lk) =0 (20)
k£K°

G X ) - f 20 (21)
(18) and (20) contain about twi ce as many nonlinear
al gebraic equations as there are nodes in the network.

1V.2 A Chance Constrained Optinmum Power Fl ow

The safety margins, M, used In the preceeding for-
nulation are fairly restrictive. Can they be rel axed
to provide nore operating roomand therefore, |ower
operating costs, while still maintaining the desired
security level? If this cannot be achieved with the
(COPF) fornulation, can the safety margins be specially
adjusted to make it achievable? The answer to both ques-*
tions is "yes" provided that nmore information is
avail able. Specifically, we need to know f (M, the
probability distribution of the safety margin M In
expl anation, we note that Mis an uncertain vector -
all the uncertainties in our abilities to predict the

. dynanic responses of a power systemmake it inpossible

to precisely deternine the least nargins M, that
woul d make N.‘ T-Stable. However, if we Know f, such
t hat -

Pr obabi Iity'{Mz_l_!k} - (M
Then we can use an approach called Chance Constrai ned
Programming [12], [13] to Insert P and Minto the
overal | problemformulation thereby, allowing their
values to be chosen by the solution algorithmrather




than being prescribed,a priori, as in (COPF). Speci-
fically, to ensure that the probability of J" being
T-Stable is at |east P&(, we need to satisfy:

£y (oorRgEy o)l B, (22)

o' o
Now, we can rewite (QP1) in the form

(CHPF): Mn  <UswXo, Eo)
IJO T
mi V % (23)

kK (wv -~ Kk (24)
EAWNT,,.) >0 kek,  (25)

<P <1 (26)
Y or > a —0 (27)
keK

a
VA0 (28)

V. A DECOWPOSI TI ON FOR ASYNCHRONOUS
PARALLEL PROCESSI NG

In"this section we will develop algorithns for
solving the security constrained optinum power flow.
Since both the Contingency Constrained and Chance
Constrained fornul ati ons have the same structure, we
do not have to devel op separate algorithns for both of
them Instead,we will focus on only the (CCPF) version.

There are between 2 and 6 times as nany |oad and
operating constraints as there are nodes in a net-
work. If we want to deal with full size systens (of
the order of 1000 nodes) and reasonabl e nunbers of
contingencies (of the order of 10) then (CCPF) grows
to include tens of thousands of constraints and de-
cision variables —altogether too much for solution
in any reasonabl e amount of time on existing unipro-
cessors, array nachines and pi peline machi nes. The
only viabl e approach appears to be the use of MM
(Multiple Instruction Miltiple Data) nachines and
asynchronous al gorithms. An M MD machi ne contains a
nunber of independently progranmabl e processors that
can cooperate by exchanging information. An asyn-
chronous al gorithmkeeps the information exchange-
mechani sns from degradi ng perfornmance as rapidly as
happens in a synchronous algorithm This is because
synchronous procedures include synchronization points.
The first processor to reach one of these points nust
wait for the slower processors to catch up. This
introduces del ays and conmuni cati on overheads that
can quickly overwhel mthe benefits of deploying sev-
eral processors on the problem In an asynchronous
al gorithm however, each processor is allowed to pro-
ceed down its job streamat its own pace, regardl ess
of the progress nade by the other processors. For
further details on asynchronous process see [10].

V.l _An Overview

* \}¢ begin by selecting for further consideration a
set K, of contingencies. Eventually, we will choose
lg; a subset of KQ, and arrange to protect agai nst
the || effects of the contingencies in this subset.
The size and entries in Kg wll
I evel of security.
Koo Nothing will,
genci es outside K,,

The sel ection of KQ and the positioning to protect

agai nst the occurrence of Its nenbers will be done by
breaking (COPF) into N + 1 separate subprobl ans,
each of which will be assigned to a separate processor.
One of these subproblens is associated with the incum
bent configuration and will be called the "Master
Probl emf. The others are associated with the contin-
gencies and will be called Sl ave Probl ens.

depend on the desired
The higher the | evel, the bigger;
nor need be, done about the contin-

The Master Problemwill be fornulated in tw ver-
sions. The first is used to select KQ and achi eve the
desired security level, This version is of the mxed
integer linear progranmng cype. The second version
is used to mnimze cost without degrading security.
It is of the nonlinear progranmng type as are all the
Sl ave Probl ens.

V.2 A Heuristic

The decision variables in (CCPF) are U, and U, k«l ,
es. K Suppose we elect to solve (COPF) iteratlvely.
Let U be the estimate of U, after the i-th Iteration.

Mbst of the decision variables and conpl exity of
(CCPF) arise fromhaving to satisfy (15). This con-
straint requires non enpty intersections between Wt he
reschedul i ng wi ndows, and R, the normal regions ot the
associated nmininally depleted configurations. W can
deconpose this constraint for parallel processing by
selecting a single point, uf, to represent each reg-
ion, R«. How should this point be chosen? An intuit-
ively appealing way is to place it inside R* and as

close to U, as possible. Thus, uf is found by sol v-
i ng:
(SPK): M"E g - o2l
4
st: l{‘ e n
(SPk) is referred to as the k-th Slave Probl em

Once uf has been found for all ke”, we can pro-
ceed to reposition U, to maxinize security, if the
desired level has not yet been reached, or to mni-
m ze cost, once it has been reached. The security
nmaxi m zation can be posed as a mixed integer pro-
gramming probl emof the form

(MPL): Mx T QB _ -
0, kK,
st U B -8 2By ()
kel
T-v,+ DD > (-B)y L (30)
Bk - Oor 1 (31)

where y is a large negative nunber, say -100, and 5k>
D. deternine the rescheduling wi ndow, W (see (4)
-
and (5)).
The net effect of (29) - (31) when
”lz'e W(Uuf). Qherwise, p~-0. ‘.
The solution to (MP1) is the newestimte, U ~,
for the operating point of the incunbent configuration.
If this estinate is outside ~( M) we discard it and
the associated val ues of ufE. W continue solving
(MP1) until the desired |evel of security, a, is
reached. That is until

g bk 20 % (32

is to make 6|

Then &-1 « kEKg and we can turn our attention to

mnimZing cost while preserving security by solving
the nonl i near programm ng probl em
(MP2) : Mn e (U, X, Ey)
a L
o

st: U+ ﬁk(ﬂi) - II: 0
% Bo* Skl J e
U C B, 0™

W will call (MP1) or MP2), which ever |a being
used, the Haater Problem




V.3 __An Asvnchronous Procedure

A synchronous procedure for coordinating the Master
and Slave Problens Is as fol |l ows:

Step 0: Quess uf. Set i - 0.

Step 1: Solve each of the Slave Problens to get
u,1eR,.

Step 2: Solve the Master Problemto get U:ﬂ‘

Step 3: Have the results converged sufficiently

or |Is there evidence that they are not
going to converge? If so, stop; otherwise
Increment 1 by 1 and return to Step 1.

As asynchronous extension of this procedure |s
obtai ned by replacelng "1" by "latest available" and
al l owi ng the processors assigned to the Master and
Sl ave problens to proceed at their own rates.

V.4 Discussion

The deconposition and asynchronous procedure des-
cribed In the prereedl ng material are neither unique
nor, as we shall see, without fallings. However, they
have educational merit and considerabl e potential -
we feel that nodifications can be made to elimnate
their fallings. The other deconpositions we have ex*
perl mented with have less potential. ne of themis
described in the compani on paper [10] as an illustrat-
ion of the way in which asynchronous procedures may be
constructed. In a sinulated multiprocessing environ-
nent it perforned reasonably well with a 550 bus ex-
anpl e and 2 contingencies. However, it cannot accom
odat e reschedul i ng.

The deconposition described In this paper is radical
in the sense that it breaks the conputations into in-
tense, concurrent processes thst require only relative-
Iy sparse exchanges of information. Infact, the Master
Process needs only to broadcast the current estimate
of the vector Uy to the Slave Processes. They in turn,
need only to pass the current estimates of their sol -
ution vectors, Ug, back to the Master Processes.

These rel atively nodest interprocess comunications
can readily be handl ed by existing technol ogy. For
Instance an architecture that coul d be used would con-
tain Rg* 1 miniconputers |ike VAXs (one for the Master
Process and one for each Inportant contingency) inter-
connected by a data highway |ike the Brown Boveri

Part nerbus. However, before undertaking the assenbly
of hardware there are some Inproverents that need to
be nade to the deconposition. These will be identi-
fied and expl ai ned bel ow.

The second part of the Master Process, (MP2) and
all the Slave Processes, (SPk), are of the standard
OPF form There are good reasons to believe that
they can be effectively processed asynchronously.
Among the reasons are that effective techniques, e.g.
[11], are now avail able for sol ving CPF probl ens |ike
(MP2) and (SPk). Also, it is difficult to envision
the circunstances under which the asynchronous com
bi nation of (MP2) and(SPk) would fall to converge.
Therefore, it seens reasonable to conclude that the
procedures described earlier will be effective In mn-
imzing cost while preventing degradations in an al -
ready established security |evel.

This | eaves the issues addressed In the first part
of the Master Process, (MP1), nanely: the |nprovenent
of security until a desired level, a, is achieved.

The basic problemin naking the Inproverents is to
find a subset of contingencies, Ka. against which to
protect the system Kg rmust be chosen to neet two
criteria. First, it must include likely contingencies
In nunbers sufficient to neet the security level.
Second, there nmust be at |east one operating position
for the Incunbent configuration fromwhich the nornal
regions of the contingencies in t” nust be reachabl e

wi thout going outside the associated reschedul i ng
wi ndows. .

(MP1) can be solved by commerlcally avail abl e m xed
Integer |inear progranm ng packages such as [18].
Aso it can be shown and our experience confirns that
the asynchronous processing of (MP1) with (SPk) Is con-
vergent. - The difficulty is that (MP1) can have many
local maxinma with significantly different val ues.
Therefore, (MP1) can honme In on a local nmaximumthat
does not provide sufficient security while there are
other maxi ma that do. Ways to remedy this falling
is amtter of continuing research. One possibility
is to run (ML) concurrently on several processors
with different starting points.But this could require
an excessive nunber of processors.

VI . OONCLUSI ONS

Thi s paper has:
defined a new security netric

¢ described two ways of |ncorporating the security
netric into OPF fornul ations.

" Qutlined an asynchronous procedure that with fur-
ther research and nodification could yield a good
way to solve the OPF fornul ations.

The security nmetric is continuous, includes con-
tingency probabilities and can be made to reflect con-
tingency Inpacts. In these respects it represents a
significant inprovenent over the existing binary net-
ric.

The choice of CPFs to handl e security issues stemns
fromour belief that OPFs will continue to be the
basi c engines for automatic decision maki ng over the
horizons and variables inportant to security.

O the two OPF fornul ations described, the first,
called a Contingency Constrained Qptimum Power Fl ow,
requires no new information to assenble. The second,
called a Chance Constrained Qopti num Power Flow allows
nore freedom of movenent but needs |nfornation not
currently available. Specifically, it needs the pro-
bability distributions of the effectiveness of safety
nmargins (stability margins) in maintaining the T-
Stabillty of the configurations that would result
fromthe occurrence of contingencies.

The conputational procedures we have outlined are
based on our belief that asynchronous multi processing
is the only viable way to handl e the enormous conpl ex-
ity of automatic-security-naintenance probl ens. The
procedural outlines suggest pronmising directions to
pursue but a great deal of work remains to be done in
this area.
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