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Abstract

Designing CMOS circuits is quite different from designing nMOS circuits. This is especially true
for CMOS Bulk, ‘The following notes are not a course on CMOS design. They simply ate a collection of
information, basic concepts and methodelogics aiming at simptifying the very first impact with
complementary MOS design. A basic knewledge of nMOS design and nMOS CAD tools is assumed; no
knowledge of CMOS is required. Therefore, this documcent docs not give a very deep insight on cach

aspect of CMOS design but only a general overview of the probiems this technology arises.

This brici survey on CMOS design is divided into two parts: part one introduce; the basic
concepts of CMOS technology, deals with some design methodologics and aims at giving all the
necessary information to start designing CMOS chips. Part two. which will be available in 1484, will

present experimental results and, hopefully, will be the compiement and conclusion of part one.
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1. introduction

In this period (Fall 1983} MOSIS has started to regulariy offer CMOS-Buik runs (basically one
cach month). Time to design CMOS chips has come. As we shall see in this report, CMOS design is
neither very easy nor free from drawbacks: why should we design CMOS chips, then? Because CMOS,
whatever is its fabrication process (i.c. Buik P-well, Bulk N-well, twin-tub, SOS, SOI) ts one of the main
technologies of the cighties. Actually, many commercial chips arc alrcady built in CMOS and an cven
greater number will be built in the Future. CMOS is no more a technology zeod only for wrist watches,
washing-machiucs or toys: floating point chips are buiit in CMOS, 32-bit microprocessors are built in
CMOS, state-of-the-art A/ converters are built in CMOS. Time has come to design CMOS chips in

the universities.

1.1. What is CMOS

CMOS means Complementary Metal Oxide Semiconductor. While in nMOS we have only one
type of switching device, i.e. the n-channel (the depletion transistor acts as a resistar), in CMOS we have
both the n-channcl and the p-channel available. As we shali see later on, a problem in CMOS is not only
to isolate similar devices among theiaselves, but 4iso to isolate different devices among themselves (Le. to
isolate the n-channel's from the p-channel's); also for this reason, CMOS design is significantly different

trem nMOS design.

Figure 1-1: Two different symbols for p-channei and n-channcl

In Fig. 1-1 two different representations of the n-channe! and p-channel transistor are shown. The
representation on the left will be used from now on. In Fig. 1-2 an nMOS iaverter (left) and a CMOS
inverter are shown. Note that the input signal, in the CMOS inverter, is connected also to the gate of the

p-channel transistor, in & typical pudh-pull configuration. While in nMQOS the pull-up is a depletion
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Figure 1-2: nMOS and CMOS inverters

device, basically a resistance and therefore acting as a current source, in CMOS we have an active

pwll-down (like in nMOS) and an active pull-up: the p-channel device.

This simmetry leads to the following results:

e Up-down and bottorm-up iransition delays are, theoretically, the same’.

o One of the two transistors is always “on™ and one transistor is always “off", In nMOS , when
the pull-down is on (logic input = 1), its ioad is the depletion device that has a low resistance
{several kOhim). Thercfore, in this state, the nMOS inverter dissipates power, while the
CMOS counterpart, being the pull-up off {several thousands of MOhan), docs not dissipate

lAt:tual]y. the two dclays depend on many parameters, €.2. the mobiliiy of holes and clzctrons sl the prescnee of the well. The
formner is & paramcier of the process and can be very different for the two deviees; die laiter trns i to be a highly capacitive load
{bcing a heavily doped region) and thercfore up-down and bottom-up transitions we diffcrent louds,
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power. A CMOS inverter dissipates only in the very short period {swilching) whea both
devices are conducting, :

e Unlike nMOS, the output of a CMOS gate makes a full excursion between Vdd and GND.
"This is important in order o increase the insensitivity to the noise (“noise margin®). It also
allows design methedologices that uniquely characterize CMOS.

In the long range, CMOS should benefit from the scaling in feature size, while nMOS, basically for
power consumption reasons, would create more problems. Some expert even claims that CMOS couid
be a good subnanosccond technology and 300 psec. gate delays have alrcady been achicved. This is

approximately one order of magnitude higher than a 0.7u GaAs technology (7 ~ 60ps).

While it seems still difficult to consider CMOS a “very fast” technology, even at very low feature

size, its speed-power product will always be one of the most favourable, at least at room temperature.

1.2. Nand, Nor and Transmission Gate

In Fig. 1-3 a three-input NAND (left), three-input NOR (right) and a transmission gatc are
shown. The full complementarity between the pull-up and the pull-down stage and a redundancy in the
structures are evident; the pull-up oaly (or the pull-down enly) would be sufficient to implement the
logic Function. This obscrvation leads to different, less redundant. irmplementations of the basic gates, as
we shall sce later on in this document. TMOS is a ratiofess legic: this means that no special ratio
between pull-up and pull-down is neceded: the ratio influences only the dyramic behavior of the circuit.
In other words, a wrong pull-up/pull-down ratio can still produce a working chip, preswnably much

slower than expcctcdz.

From Fig. 1-3 and Fig. 1-4 it is evident that CMOS gates are much more complex (and area
consuming) than their naMOS counterparts: this is true if we use siatic gates only. i.c. one puli-up
(p-channel) for each pull-down (n-channel). Luckily, there are other design methodoiogies overcerming
this probletn that, otherwise, would have made this technology useless in all the applications in which the

noise margin and/or the power censumplion were not a major constraint (see chapter 2).

In Fig. 1-4 a comparison between a CMOS inverter and an aMOS inverter {up) and between 4
CMOS nor gate and an nMOS nor gate is presented, nMOS is a 3p feature size MOSIS process and
CMOS is a 3p feature size MOSIS process. Buried contact and P-well are depicted in the same way for

sake of simplicity.

2W]h‘1 “wrong”, it is meant “reasonably wrong™, obviously!
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Figure 1-4:  CMOS inverter and nMOS inverter (up), CMOS nor and nMOS nor
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This comparison is normaliy unfair and is more qualitative than quantitative. 'The ratio between
the area of the CMOS and nMOS inverter has almost nothing to do with the circuit density factor of the

two technologies. The figure simply aims at showing that static CMOS is more arca-consuming than
staric nMOS.

As far as the CMOS transmission gate, the parallelism with the nMOS pass-transistor is evident,

There arc two major differences, however:

1. The CMOS transinission gate, if “bilateral” as in Fig. 1-3, docs not need a level-restoring
logic circuitry (the well-known 8:1 ratio in nMQOS). It is evident that the transmission gate
can also be implemented “unilaterally” (i.e. with the n-channcl device or the p-channei
device only}: in this case, a level-restoring gate is needed: this dogs not mean that a spegial
ratio (c.g. 8:1) must be used in the restoring-level circuitry; it simply means that the signal
does not make a fitll excursion any more and a gate is needed to restore the full excursion.
However, the use cof unilateral gates, unless carcfuliy considered, can lead to serious
mistakes: sce section 2.4 for details.

2. The CMOS transmission gate necds both control signal polarities; this leads to a greater
complexity in the control structure if compared to the simplicity of an aMOS pass transistor.,
Actually, many CMOS chips arc implemcenied with unilateral transmission gates: although
this approach partially aftects the chip’s performance, the saving in area can make this choice
attractive,

It must be pointed cut that, whatever strotegy of implementaticn is chosen, nMOS circuit density is
higher than CMOS’s. More precisely, nMOS 15 deuser than CMOS-SOS which is denser than CMOS-
Bulk.

The delay of a minimum-size inverter loaded by ancther minimum-size inverter is:
T =1/2 (Ln/vn + Lp/vp) 4+ 1/2 (C[Vm/Irl -+ ClV b p/Ip)

where:

eL and L arc the channel lengths of, respectively, the n-channel and the p-channel
transistor;

sv_and v, are the carrier velocities;

. Vm and th are the threshold voltages;

) C‘1 is the load capacitance;

° In and Ip are the saturation drain currents.

— —— — ad 3
Letl, =L =3V =1V, C, ~ 30fF>.

th T vlp

JThe junction capacitance is 6{F and the parasilic capacitance is 181 2x 6 + 18 = 20,
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With W, = W = du, C = 57 *10% pi/em?, [ = 450pA @V = 5V and [, = SOpA
@VGS =2V, from: ‘ _
v = 1AW C (Vg -V )

I ox

and

v, = LAWC (V- V)

we have:
v~ 49000 m/s and vp ~ 21900 m/s,

and, finally, r ~ 450 ps (for CMOS-Bulk cnly).

For a more comprchensive analysis, the reader is referred either to [22] or to the introduction to
CMOS-S05 by Charles Seitz?.

4 . . , .
Availrble from MOSIS: it can be found also in /usr/cmos/sos. notes
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2. Design Metnodoiogies

This section doees not aim at giving a complete survey on CMQOS design methedologices; some
simple examples will be presented and attention will be focused on aspects that are peculiar o CMOS.

More precisely, the folowing topics will be dealt with:

» Static vs. dynamic design:
e miscetlanca: xor, latches, full-adders, multipliers ete.;
o PLA'sand RAM's;

¢ analug circuits.

As far as high-level design is concerned, a chip can be build out of a library of validated modules and
with automatic (although constrained) placing and routing, This would allow to reduce the turn-arcund
and experimeng different aichitectural approaches. This is the approach pursued by the speech chip

group {Anantharaman, Annaratone, Bisiani) {cven if the technology is still nMOS).

Anather very promising approach is the use of gate arrays (polyeell). Although this methodology
wouid indced require at least a second metal layer, 2 numbzr of interesting experiments could be carried
on using the process presentl offered by MOSIS (a second metad layer is in-the future, however). The
definition of the cell is not an casy task. The resistance of cuntacts, the sheet resistance of poly lines and
diffuscd regions are usually critical parameters. A 6K-gate CMOS gate array is presented in {20). Four
layers are reserved for user personalization. Presently, 8K-gate chips are available. Generally speaking,

the technology used to implenent CMOS gate arrays resembles the fabrication process for RAMs.

What is common to both methodologics (i.e. library of cells and gate arrays) is a bad utiiization of
the chip arca. On the other hand, there are many noticcable advantages: faster development, moce

reliable design, automatic {or computer-assisted) placement and routing.

Dasigning with CMOS gate arrays could be, at CMU, made much easier by the availability of the
Daisy system {together with the usuat VLSI tools). This idca is reaily worth being explored in the next

future.

2.1. Siatic vs. dynamic design
Static-gate CMOS design suffers from three major drawbacks:

® it is arca consuming;

e it can be slow: in a gate, die p~channel’s arc in parallel with ihe n-channels shoring the same
gate: hence, also their input eapacitance is in parallel;
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e astatic CMOS gate s intrinsicatly redundant, because it duplicates tic functionality in both
the puil-up and the pull-down scction,

[ifferent approaches can be pursued to reduce the arca and the redundancy and to increase the speed:

1. Extensive use of transmission gate;; to build up logic functions (i.c. stll a static-gate CMOS
design);

2. nMOS-like style of design (again, static);

3. dyvamic logic circuit design,

While all these approachies often reduce the arca occupation and the redundancy, the factor of speed-up
they can provide depends heavily on the application and the overall architecture of the chip; therefore, it
is not true, for instance, that both transmission gate-intensive circuits and dynamic logic circuiis are

always faster than their static counterpart (this is especially true for dynamic logic design).

Using transmission gates means, morcover, that we always need both control signal polaritics to
drive a transmission gate. The number of wires can therefore he high and, if one metal 'ayer is available,
routing can be very-arca consuming. ‘There are many wavs to avoid thie use of static gates. The simplest
onc, which is still a static approach, is the use of an nMOS-like structure (see Fig. 2-1); this can be done
at the expenses of power consumpiion, as we have a de path to ground. On the other hand, the saving in

area is considerable, redundancey is set to zero and the Input capacitance decreases.,

A more effective solution is to use dynamic logic. In Fig. 2-2 diffcrent “dynamic”
irwlem:entation of a three-inpul NANID gate are shown. Among the dilferent appreaches presented,
“domino logic” is maybe the most well-known. A good survey on dynamic logic design with an
introduction to domino logic can be found inI8]. The circuit shown in Fig. 2-1 can be implemented,
with doinino logic, as depicted in Fig. 2-3. Basically, the circuit is the logic AND between the boolean
function we want to implement and a “control” signal {clock}). When the clock is low, precharging is
performed; when the clock goes high, the evaluation takes place, This clock is common to all the blocks

and, therefore, during the evaluation, the signals “rippie throngh™ all the chip, as though the logic were
purcly static. If the final cutput is not consumed by off-the-chip circuitry, static latches are needed to
temporarily store the infermation. The inverter is a static CMOS butfer. All the input noedes, during

precharging, are low; during the cvaluation they can make one transition only (i.e. bottom-up).

It must be pointed out that domino logic is not a complete general-purpose solution. The
structure shown in Fig. 2-4 is vt well-suited for domino losic and, if snplemented via domino logic , it
might be more arca conswiming than if it were implemented statically. The problem can be solved, at a

different Jevel of abstraction, by re-organizing the overall iogic function; however, ihis might lead to a
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Iigure 2-1: Static, nMOS-like, structure

slower exccution,

2.2. Miscellanea
In Fig. 2-5 a straightforward topology for an exclusive-OR is shown (up). If inputs are available

with both pularitics and SOS is used, a more ifective impicmentations is shown in Fig, 2-3 (down).

Latch design can be critical. The gain of the gaies has to be carefully matched. otherwisc the latch
does not work. An cxample is shown in Fig. 2-6: all the units arc in micron. [¥ minimum-size inverters
were used in the loop, the Jafch could not work. Defore using a new latch in your chip, you shouid always

simulate it with SPICE. Alternative topologies are shown in Fig, 2-7.

It is interesting to notice that it is very simple (0 design a muller clement Its schoeme i3 shown in
Fig. 2-8; in this scheme the element is dynamic: if a static muller element is needed, a static flip-flop can

be used {e.g. cross-coupled inverters).
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Figure 2-2: Different dynamic approaches to implement a 3-input NAND gate

Full-adders can be implemented in many diffcrent ways in CMOS. The circuit here presented is
inieresting for its structure, which is typical of CMOS. The full-adder schemc (taken frout [10]) is shown
in Fig. 2-10. Itis worth noticing that two inverters in the second stage arc powered by the output signal
of a previous inverter. This is pussible only in CMOS, because the signal makes a full excursion between
vdd and GND. "This is a typical example of @ transmission-gate intensive design. In Fig, 2-9 an aMOS
full-adder (felt) (A = 2u) and a CMOS full-adder are shown. Although the nMOS layout was accurately

studied, while the CMOS layout was more or less “experimental”, the difference in size seains to be
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Figure 2-5;: A CMOS exclusive-OR

noticeable,

CMOS did not change the situation as far as multiplicr design is concerned.  Suill, the best
structure is a Booth multiplicr. Both Dadda and Wallace multiplicrs suffer frorn irregular wiring and do
not speed up siznificantly the exccution, for practical word-lengths. Morcover, the price to pay in terms
of arca is high enough to suggest different solutions, at the architectural level, able to speed up the overall
system, rather than focusing on a single unit without considering the timing relationships among afl the

different modules,
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Finaily, if the arez is not a major concern, very large multipliers can he built with static CMOS

gates. This was not possible in nMOS for power constimption problems.
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Figure 2-7: Latch design: some alternative topologics.

2.3. PLA’s and RAM’s

CMOS PLA’s are significantly different irom nMOS PLA's. While the AND-OR planes are
usually implemented in nMOS by means of a NOR-NOR approach, this is not possibie in CMOS for

reasons of performance. The NANID structure is preferred.

Although a purcly static PLA is feasible, dyvnamic PLA's urc more suited to CMOS. "The overall

timing scheme of 2 dynamic PLA proceeds through these steps:

1. bottom-up «lock transition: input data are Iaiched;
2. clock high: evaluation;
3. up-down clock transition: cutput data are latched;

4, clock low: precharging,
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Figure 2-9: nMOS full-adder (left) and CMOS full-adder
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Much work has been done to define in a formal way CMOS PLA’s. 1nteresting works are those of
Glasser (MI1) and Scitz (Caitech). Some details on PI.A’s design can be found in [4].

CMOS RAM's feature:

& low standby power;

out
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Figure 2-1% A full-adder scheme
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e soft error immunity (alpha particles inducing crrors are better handled by PMOS transistors);

@ wide operational margin.

RAM’s can be both static and dynamic (or pseudo-satic). Clearly, static CMOS RAM’s have the usual
advantage over nMOS counterparts that power coasumption is neglectable and therefore thermal
problems are far less important. As usual in RAM design, the fabrication process plays a very impoitant
rote: in CMOS, moreover, the only way to design state-of-the-art RAM’s that are latchup-free (sce
section 3.1) is by means of sophisticated fabrication processes, because other solutions to the probiem of

latchup preventicon cannot be applicd in this case or would affect performance.
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2.4. Watch cut!
Although CMOS is moere unconstrained than nMOS (ratioless the former, ratoed she latter), there

can always be {morce or Ioss subtle) mistakes or even wrong wpologies.

B-channel’s do not conduct low voltages well; n-channel’s do not conduct high voltages well (i.e.

large voluage drop may occur). Thercfore, the two configurations shown in Fig. 2-11 are bugs.

Figure 2-11:  Avoid these configurations
Therefore, wailateral transmission gates can be used only when:

1. the input signal of the transmission gate is a logic zero: a unilateral, n-charnel transister,
transimission gate must be used;

2. thc input signal of the transmission gate is 2 logic one: a vniluteral, p-chaneel transistor,
transmission gate must be used;

3. CMOS-SOS is used: in this case it is less dangerous to transmit low volmages through a
unilateral, p-channel, transmission gate (or, conversely, high voltages dircugh a unilateral,
n-channel, transmission gate).

If you are really intcrested in ultimate performance, an extensive use of buffered gates should be
done. This because the input impedance in a CMOS gate depends on the input configuration and,
therefore, very different input loads can be found. Input-output decoupling is therefore mandatory. A
buffered gate is simply a gate followed by mwo inverters. Buffering allows w achieve a higher noise

margin and faster speed.

[t is evident how this methodology is area-consuming; therefore, “ulthimate performance” should
really mean w/timate performance. The use of butfered gates is therefore requested if and only if some
nangpscconds make a difference, which vall not he the case in ninety-five percent of onr applications. A

compiomise is to put some decoupling logic, without buffering aff the gates. A good design practice s,
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anyway, to limit the number of inputs in the static gates. I this is cither impossible or very difficult

achicve, dynamic logic design should be taken into serious consideration.

Latchup can be fired morce casily by boutstrapped gates; if this technique is used, special care

must be taken in the choice of the devices and in the layout.

2.5. Analog circuits
' MOSIS is presently offering a process, called CBPE2. that features, for the first time, the
availability of an integrated capacitor. This feature should not influence digital circuit design in a great
extent (unless someone is interested in the implementation of cither some kind of EPROM or non-

standard storage technology).

On the other hand, this feature could be cxtremely useful in analog circuic design if it were
accompanicd by proper electrical parameters, which, unfortunately, is not the case. CBPE2 has a

maximum voltage supply which is too low and threshold voltages which are, presumably, too high.

Nevertheless some experimentation can be made even at very low supply voltages. For sake of
completeness, a brief overview ¢f CMOS analog design has been inctuded in this decurnent, however.

It is impossible to cover ail the possible topics and only three of thein will be dealt with:

« switched-capacitor technique;
o operational amplifier design;

e A/D conversion,

2.6. Switched-capacitor filter design

Accurate filters have always been a big headache. Accuracy mainly depends on the precision of
the passive components (given an operational amplifier with high input impedance and low output
impcdance) that build up the filter. Resistances with .001% accuracy and neglectable thermal drift are

available. Costs arc astronomical, however,

As far as capacitors are concerned, things are much worse: 0.1% accuracy is a very good
performance and, even using NPO capacitors, thermal drift is nof neglectable and costs are even higher

than resistances’.

The switched-capacitor technique is 2 clever solution to the problem of cost vs. accuracy.

Capacitors arc formed inside the chip and resistances arc situlated by switching-capacitors. Finally, the
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‘overall accurzey depends on the relative ratio among the various components and not on iwir absolute

value, i.c. it is the geomectrical accuracy of the fabrication process.

clk

& L

Figure 2-12: Switched-capacitor technique

In Fig. 2-12 the switched-capacitor technique is illustrated. The simulated resistance can be
computed by the following formula;
R = 1/Cf,
where fs is the switching frequency of the capacitor. Mate that, the higher the resistance is, the smaller

the capacitor (f.e. its area) should be. In Fig. 2-13 an integrator is shown.

The switched-capacitor technique allows to build any kind of filter and, obviously, it is ¢especially
powerful in those applications that require high accuracy; a typicai example can be a high-order etliptic
filter; tuning a high-crder elliptic filter can be considered onc of the most frustrating expericnce; this is

not truc any more with this technique,

Finally, it is intercyting to notice that, as Butterworth, Bessel and Chiebychev filters share the samie
topology, using switched-capacitors we can now on the sy chauge the type of filter. This was possible

also before, but with additional circuitry and higher instability {¢.g. using aralog switches).

The literature on this topic is extensive. The reader is referred to [3), [1] for a survey on this topic,

It is possible to find many applications in the 1EEE Jouinal of Sotid-state Circuit.
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Figure 2-13: An integrator: scheme (up) and its implementation

2.7. Operational amplifier design
CMOS operational amplifier design very orfien exploits the same topologies used in bipolar
operational amplifier design. A comparison between MOS and BIT transistor 1zacs to the following
results:
e [t is difficult to achieve high veltage gains from CMOS op amp’s {even though it is

questicnable, in soine applicaticns, whether a very high voltage gain @& dcsirab]es);

» the de offset in a bipolar op amp (with differential input stage) is basically influenced by the

Sz\lthougll a side-issue, ot us spend some words o this topic. For example, 2 very high open-lonp voltage g1in is not desirable,
unless it is not accompanied by a very wide operi-loop fTequenty response, i a poal I8 10 minimize all the possible causes of
distorsion.  TTIY (Transient Intermedulation Distorsion) and iy {Tansient ilarmenic Distorston). for nstaoce, are heavily
dzpendent on the open-loop vollage gain. Most of the opetational amplifiers that featie incredibly wide crased-loop frequency
response, achieve this paal with extreiely high opca-loop valiape tainy wnd poor open-loop frequeney resnense znd, therefore,
very often suffer from the kind of second-order dyuamic distorsions montioned cbaove.
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topology of the first stage: in MOS, the first and the second stage contiibute to the de offset,
because of the low gain achicvable from MOS transistors;

& current driving capubility is poor in MOS op amp's and off-chip load can heavily influence
the overall perforiance;

¢ an MOS operational amplifier occupics less arca than its bipolar counterpart and can more
easily cocxist with digital circuitry.
As far as noise is concerned, it depends on many parameters (¢.g layout, fabrication process, topology):
among them, the minimum feature size plays an important role; it is difficult to forecast MOS op amp’s

designed with a minimum feature size smaller than 4p.

The basic topology for a CMOS op amnp input stage is still the differential amplifier with current
mirror, which, unless additional circuitry is used, requires both +Vdd and -Vee power supply. Two
typical configurations for a CMOS differcntial amplificr are shown in Fig. 2-14: on the left a dual-input,
balanced output is shown; on the right a dual-input, unbalanced output is shown. If large voltage swing
is required and common modc range is not a major constraint, a differential/cascode configuration can
be used {as it it is done on bipolar op amp’s: sce Fig. 2-15). The differential/single-ended conversion is
usually performed by straightforward topologics (¢.g. common source). Dynamic biasing is sometime

used [7]: this design methodology was and is already used in the design of bipolar pawer ampiificrs.

In order to drive off-chip loads, output buffers are nccded. Class AR is the usual choice; if power
dissipation docs not represent a problem, class A can be considered. Finally, if crossover distorsion does
not represent a problem, a class B amplificr can be designed. The basic probiem, however, is the poor
voltage swing achievable, even using complementary push-pull configuration. This is especially true if
the {abrication process was oriented to digital application (i.c. devices with significant voltage threshold

and operating at low voltage).

As a conclusion, a comprehensive survey on MOS operational amplifier design can be found in

[5]; an interesting CMOS operational amplifier is presented in [17]

2.8. A/D conversion
CMOS can play an important role in analog-to-digital conversion.  Presently, apart from
extremely sophisticated applications in which discrete devices are still needed (sampling frequency

ranging in the order of hundreds of MHz), single-chip A/D converters arc widcly used.

‘The most used technique, for medium to high speed applications, works for “successive

approximations™: the overall scheme is basically a digital-to-analog converter inside a feedback loop.
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Figure 2-14: Differential amplifier with current-mirror: balanced (left) and unbalanced output

The conversion time takes n-cycles where n is the word-length in bit.

The ICL 7115 analog-to-digital converter, from Intersil, is a CMOS, successive-approximation,

analog-to-digital converter with interesting features:

» conversion time: SUusec.;
o resolution: 14 bit;

e on-chip PROM to achicve 14-bit linearily without luser-trimincred resistors,

“Flash” conversion is among the fastest techniques presently available. [ts only drawback is that a flash
converter necds as many operational amplifiers inside the chip as the number of quantization levels.
‘Thercfore, if we need an 8-bit A/ converter, we have to put 255 operational amplifiers inside the chip.
While, until some year ago, the maximum word-length was 6 bit, 8-bit tlash converters are presently

available.
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Figure 2-15: Cascode - differeatial input stage

Although CMOS cannet be considered a fast technology (but with dimensions scaling down this
cannot be any more necessarily true), a CMOS flash converter is feasible because a CMOS opcerational
amplifier occupies a small area and does not nced arca-consuming output buffers, The output of these
operational amplificrs remains in fact confined inside the chip. An ulra-fast CMOS analoz-to-digital

converter is presented in [2).

A block scheme for a flash A/ converter is shown in Fig. 2-16. One problem in flash analog-to-
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digital converters is that the input signal goes to all the operational amplifiers, i.c. for an §-bit A/DD we
have an input capacitance which is 255 times the input capacitance of the single operational amplifier; it

is therefore very important to use a technology that features low junction capacitance.

reference
analog in
R/2 D
>
I
R G
:D I
T \
R :1:::> A digital out
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|
i G
|
R I
C
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Figure 2-16:  Block scheme of a flash A/D converter
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3. CMOS-Bulk

One of the biggest issuc in CMOS is how to isolate the two devices. This can be accompliéhcd in
different ways, cither by using a proper isolating substrate (as in CMOS-808) or via a more complex
fabrication process. In CMOS-Bulk this isolation is achicved by forming the n-channel (p-channet)
transistor in a P-well {N-well). ‘Therefore we can have cither CMOS-Bulk P-well or CMOS-Bulk N-weli.
A third process, called twin-tub, prevides both the n-channct and the p-'channci with an isolating

structure (“wb™ and “well” are synonyms).

The well is the actual substrate (back-gate) on which one of the two transisior will be formed.
Therefore, in CMOS I™well, we shall form the p-channel’s on an n-type substrate and the n-channel’s on

a p-type substrate (the P-well). The well is surrounded by the n-type substrate.

Between P-well and N-well the winner is N-well. The reason why N-well is “better” than P-well is
basically the fact that N-well is nMOS compatible, i.c. it allows the fabrication of nMOS/CMOS chips.
As far as speed, it is more difficuit to determine a ciear superiority of one icchnology over the other; two

different considerations can be tound in the literature:

@ N-well could be faster but the: well influences so heavily the speed that there is no significant
dilference between P-well and MN-well (see, for instance, [19] pp. 482-433);

« the weil docs not play such an important role, therefore N-well is faster (see, for instance, {10]
pp.57-38).

As far as we are concerped, P-well and N-well aic interchangeable; therefore, we shall use P-well to

explain the fabrication process, as P-well is the techrology presently offered by MOSIS.

The fabrication process is shown in Fig. 3-1. The fabrication process proceeds through the

following steps:

1. the P-well is patterncd;
2. the active arca inside and outside P-well is established;
3. polysilicon is patterned;

4. the two implant masks are placed: the N+ mask is simply the negative {in the photographic
sense) of the - mask®:

5. contacts arc placed;

G'i‘his is the way i which the process supported by MOSIS is carried on; obviously, other processes could need explicitely an
N+ mask.
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Figure 3-1: CMOS-Bulk P-well fabrication process
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€. meral is placed.

The reader is referred, for more information on the fabrication process, to [19] pp.482-485 and, more
generally, to all the literature dealing with semiconductor technology.

As far as the MOSIS fabrication process, it is important to remind that:

1. the polysilicon sheet resistivity is higher than in the comparable nMOS process and this
contributcs to make the design of CMOS chips harder than the design of nMOS chips:

2. the resistance of the contact is higher than in the usual 4 nMOS process: although it docs

not yet represent a major problem (as far as 2u it cannot definitely influence the overall

design), it would be better to carcfully study the routing scheme in order 10 minimize the
number of contacts.

3.1. What is latchup and how to avoid it

Latchup can cause the complete destruction of the chip. Many researchers have tried to define in
a formal way under which conditions latchup is fired; the task is extremely compiex and the probiem is
still open. What makes a formalization of the phenomenon very difficult is, for instance, latchup strong

dependency on the layout.

Being so dangerous, very much carc has to be taken in order to avoid the oceurrence of this
phenomenon. Basically, latchup produces a “short circuit™ between Vdd and GND. Latchup is fired
when the output of the gate falls below GND or goes above Vild (for noise sprikes, clectrostatic discharge

and so on).

During the fabrication process, parasitic bipolar transistors are formed in the substrate (both
P-well and n-substrate: see Fig. 3-2); the bases of these transistors arc, respectively, the P-well (npn) and
the n-type substrate (pnp). The parasitic transistors are connected in such a way that an SCR is
generated (see Fig. 3-3). If the output of the gate gocs below GND for an amount comparable to the
threshoid of the device, the crnitter of the npn starts to inject current into the base (P-well); the clectrons,
from the collector, migrate to the Vdd node; if between Vdd and the source (p+ ) of the pull-up there is
enough resistance, a voltage drop occurs and the potential of the n-substrate is lowered of (he same
amount the P-wcll potential was lowered; holes will start to migrate from the emitter and, through the
pnp, they will reach the P-well and, if there is enough resistance between GNID and the n+ source, a
voltage drop will occur; therefore, the n+ source will start to inject clectrons in the P-well. As evident, a
positive feedback has been created. The only way to stop this destructive process is 1o disconnect cither
Vdd or GND.

For a more comprchensive survey on latchup, the reader is referred to [19] pp.A31-482 (the very
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first Lo be read), [211, [14] and [23].

How to avoid or limit the occurrence of latchup? One possibility is to drastically reduce the gain
of the parasitic transistors {i.c. h(npn) x he (pnp) < 1); this can be donc through sophisticated doping
procedures. Another solution, claimed to be “the™ solution, aims at “destroying™ the SCR; the approach

is interesting and the strategy to pursuc the goal is really peculiar [18).

A third solution is to use twin-tub, that significantly reduces the occurrence of Iatchup. However,
as far as the chips fabricated by MOSIS arc concerned, presenty they are built with a technology

{P-well) which is not intrinsically latchup-free.

In order to find some solution to this problem, let us summarize the basic information we have on

latchup;

1. latchup takes place for an imperfect isolation between the n-channel’s and the p-channel’s
(parasitic, aczive devices are present);

3

. latchup takes piacc if the output signal of a gate goes below GND or above Vdd;

s

.latchup is fired by a positive fcedback; the amount of feedback is inversely proportional to
the “resistance” between the n-chaunel and the p-channe! (this formawlation wil! disgust
many people but is simpie 10 understand and T ara going to take the risk of using it).

Pussible precautions 10 adopt are, therefore:

1. we can better isolate the n-channel from the p-channei: to this end, we can put a
“guard-ring” aound the P-well. in order to isolate the two devices. The guard-ring is simply
a grounded P+ ring (MOSIS design rules deal with it) around the P-well. We can also put
another guard-ring in the p-channel section, with n+ contacts to the substrate tied to Vdd,

2. the possibility that a signal goes betow GND or above Vdd is greater in the /0 section
{which is more sensitive to environmental influence): therefore a set of /0 pads which are
latchup-Tree is a must. Moreover, during power up, the chip can be more casily affected by
overvoltages that could in wrn fire latchup; a good precaution is to put a capacitor (47nF ...
470nF) between each Vdd and GND pad.

3, we can have higher resistance between the n-channel and the p-channel simply keeping them
far away: this scems o be an insane solution; nevertheless it is used and actually one big
issue in CMOS-Bulk is: “how far?”
As far as the last question, it is obvious that the spacing depends on the feature size we are talking about;
in some scnse, MOSIS design rules take into account this problem and it decs not seem useful to

significantly increase the natural spacing that we can achieve by simply following the design rules.

Many papers deal with the problem of tatchup prevention, from different points of view
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(fubrication process, design rules, substrate insulation): see, for example, [15], [2] and {19] p. 490.

3.2. Design Rules
This section will not deal with JPL. design rules; the new MOSIS design rules. referring to a 3p
feature size, are supposed to be “the™ rules for the next future. A copy of MOSIS design rules is

included at the end of the document.

Before considering these rules, it would be better to understand how the fabrication process works
{in a very general sense: why we need a well, why P+ and N+ cie.); this can help in the future when
some doubts will arise. Unlike nMOS, it is more difficalt to build a CMOS chip with no knowledge of
the process and its electrical features; in other words, the (nMCS) approach that sounds like: “green and
red make a transistor ...”; “if I put yellow T make a depletion transistor ...” and so on, is very dangerous.
A minimum level of knowledge about the mcaning and the acrual behavior of each layer is
recormmnended. When a library of cells becomes available, people not deeply involved (and intercsted) in
this kind of “electrical nightmares”, will be able to build CMOS chips as though they were nMOS chips.
Apart {rom that, some terminology is needed, anyway: |

8 uctive area: in this arca a transistor {either n-channel or p-channcl) will be formed; caesar

displays it in areen {according to the technology file and the colormap shown luter in this
report) and you can call it “diffusion™;

o P+ if implanted in an active area, it generates two p-doped regtons, i.e. the source and the
drain of the p-channel. Its color is yellow;

o N+ it does not cxist as an explicit layer. Even though specific design rules arc given for the
N+ mask, this mask is defined as the negative of the P+ mask, where “negative” is meant in
the photographic sense. In other words, where there is no P+ mask, a N+ mask will be
implanted automatically during the fabrication process. Saying that N+ docs not ¢xist means
that you do not have to worry about it, the silicen foundry will take carc of that. ‘The reason
why a sct of design rules for N+ mask has been introduced is because this set of rules should

- be valid for cither P-well and N-well (that might be available in the future). Another reason
is to allow the designer to explicitly define an N+ layer with its own design ules : before
submitting the chip, this layer must be removed from the cif file.

The most important design rules are graphically represented in Fig. 3-4, Fig. 3-5, Fig. 3-6, Fig. 3-7 and
Fig. 3-8.

Some comments: the metal-poly contact has a different geometry from either the CMOS-JPL
contact or the nMOS contact. Minimum metal width is smaller (scaling the process, obviously) than
nMOS metal width. This is a very good feature, being CMOS metal-intensive {poly and metal are

presently the only possible layers for interconnections),
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Finally, looking at the minimum-dimension inverter and transmission gaie (sec, respectively,
Fig. 3-9 and Fig. 3-10 and cspecially Fig. 1-4), it is cvident how thesc units ar2 larger than the

corresponding nMOS units. Therefore, a decision was made that:

a caesar unit is 100 centimicrons

This allows us to better approximate the design rules and to reduce the dimensions of the gates.
This choice has positively influenced, for instance, the absolute dimensions of the poly-metal contact,
atlowing the design of a 7 x 8 micron contact, instead of a 9 x 9 micron contact obtained with lambda-
based design rules (e. A = 1.5u). The fact that the design is no more structured “a la” Mcad & Conway

was not thought to be a drawback for the following reasons:

1. CMOS-Bulk chips designed in this environment in the next future will be either highly
experimental or “aggressive”, with no other target rather than to exploit the technology at its
most;

2. it is hard to believe that a chip built in CMOS-Bulk can be, at least in the next future, “the
first chip”: in other words, a designer interested in CMOS-Buik is supposed to have alrcady
designed at Icast some nMOS chips and thercfore will mot be worried by using
“unstructured” design rules. '

3. as the process scales down, it is reasonable to assume that a very different set of design rules
will be produced; dificrently from nMOS, that scaled duwn from 5u. through 4p, o Jp
keeping the relative ratio ainong dimensions almost unchanged. a chip builc with MOSIS Jp
design rules will hardly satisfy , let’s say, MOSIS 2u design rules, [his also because, at that
time, CMUOS-Bulk can be replaced by more powerful technologics {2.g. CMOS-501).

Finally, if you do not like this choicc or you do not agree, you can still use a A = 1.5pu (or cven
A = 2u) and live in a structurcd environment. As you will sce later on, the design rule checker ought to

be modificd, in this case.

3.3. Second metal layer and capacitor
Although a second metal layer is not presently fully supported by MOSIS, the desipn rules have
been released. In Fig. 3-11 they are shown. On the contrary, the capacitor (or “second poly™) is

supported and its design rules arc shown in Fig. 3-12.

Needless to say, a second metal layer would help us to solve the problem of interconnections that,

having only two possible layers presently, is particularly annoying.
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4. CMOS-508

CMOS-SOS is being offered experimentatly by MOSIS with a A = 22 (4-micron feature size).
Uniike Bulk. CMOS-SOS is not affected by latchup. because the sapphire substrate intrinsically isolates
the n-channel from p-channel devices and viceversa. An cxeellent introduction to CMOS-SOS has been
written by Charles Scitz and can be obtained cither by sending a *Request: Taformation - Topic:
SOS.INF” to MOSIS or in /usr/cmos/doc/sos.notes. Note that what was called “diffusion™ in aMOS
and “uctive area” in CMOS-Bulk, is called “isiand” in CMOS-S08. CMOS-508 is casivr to design than
CMOS-Bulk, because the well is not needed and latchup does not exist. 1t is possible w use lambda

rules.

4.1. Design Rules
A “verbose” presentation of the design rules now follows. The design rules for the pads are not

included and can be found in the document mentioned above.

o Island-poly minimum widths and spacings arc 2A. Minimum metal spacing and width is 3A.

e As far as iiaplant. it must overdap the p-island for LSA and not conic closer than 1.5A to the
n-island.  Poly cxtension bevond island is 20 (o make a transister), while pely to island
spacing i3 2X. Minknum spacing between paly over island (transistor) and contact is 2A.

o The contact size is 2A x 2A with poly tor island) vverlap of LA, Metal must overlap a contact
for 1A, Conrtact-to-contact spacing is 2A.

& As in CMOS-Bulk, ii is possibic to short n-island and p-island. This shorting contact is 2A by
47, with a 1\ curroind. making it 4X by 6 overall, and is p-istand on one ¢end and n-island
on the other end. The overall gcometry is therefore identical to that used in CMOS-Julk,

o If n-island and p-island are treated as layers, their minimum spacing is 3A.

In Figs. 4-1 and 4-2 a graphic representation of the design rules is presented. In Fig. 4-3 the basic

inverter is depicted.

Unfortunately. these design rules do not allow to “edit™ a CMOS-Buik cif file and automagically
create @ CMOS-SOS chip {c.g. there is a-mismatch between the two poly-metal contacts). [t could have

been an interesting experiment.

4.2, Bulk or 305?
The question cannot have a definite answer.  Nevertheless, a comparison between the two
technologics 5 intcresting to be made.  First of all, let us surunarize the pre's and con’s for cach

technology:
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CMOS-B3ulk: pro’s

® very good noise marging;
e faster than nMOS;

o reliable and commercially viable fabrication process.
CMOS-Bulk: con’s

e tatchup (twin-tub and/or more complex fabrication processes can reduce the problem, but
SOS behaves definitely much better);

¢ a guard-ring is needed to achicve radiation hardening;
o lower circuit density than nMQOS and CMO5-80S;

 design rules are more complex than cither nMOS or CMOS-SOS: they also heavily depend
on the fabrication process of the tub (both doping level and sinking depth).

CMOS-50S: pro’s

e much faster than nMOS; roughly twice as fast as a “comparable” CMOS-Pulk process;
e very good noise marging

o intrinsically radiation hardened;

» allows hizh integration (but less thaa tMOS);

o no latchup;

» design rules are simpler than CMOS-Bulk.
CMOS-S0S: con’s

e cxpensive fabrication process (due to the sapphire);
» sapphire variability;
e thermal mismatch between the sapphire substrate and silicon limits the carrier mobility;

& some experts claim that the fabrication process is critical and less reliable than the CMOS-
Bulk process; however, the technology has improved lately and a number of defects have
been climinated (for an overview of these problems, see [19] pp.82-81 and references);

e back channel leakage: not a viable technotogy for dynamic storage.

Many experts agree that, while CMOS-SOS can hardly replace CMOS-RButk, CMOS-SOI (Silicon-On-
Insulator) is “the” technolegy ot the future; the problem is to (nd an insulator without the drawbacks of

sapphire. For more information about this topic, the reader is referred to (124 {22, [13] and {11,
pp »
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5. tlow 10 start: Caesar, Lyra and other {ools

Some modifications have 1o ke made to some wols in order w make them capable o deal with
CMOS. In ihis section the same toois will be considered for both CMOS- Butk and CMOS-80S.
CAI'SAR.
Cacsar supports CMOS, both CMOS-Bulk and CMOS-SOS. Tt is up to you to decide your own
colormap and technology files. A technology file for a CMOS-Bulk process is shown below. This
technology file supports two metal layers, two different contacts and thic capacitor clecttode. The names

of the layers are MOSIS compatibic (/usr/cimos/cmos-pw.tech):

CmoS-pw
fusr/cmos/cmos-pw.barco
polystiiicon pr 0 solid 1
L CP

diffusion dg 0 solid 2

L CD

metal mb 0 s01id 4

L CM

n-well w 377 stipple 10
L. CW

210 42 210 42 210 42 210 42
p-plus Py 0 solid 29

L CS

contact ¢ 377 cross 40

L CC

cverglass o 0 solid 41

L C& ’

ervors @ 0 stipple 42

L CZ

377 0 377 0 377 6 377 0
metal-2nd-1vl & 377 11-ur 43

L CM2

second-contact s 377 horizontal 44

L CC2

capacitor-alectrode q 377 vertical 456
L CE

In order to use this technology file you have simply {o put the cmos-pw.tech file and the cmos-pw.barco
file (colormap) in your home dircctory and in each other working directory a cacsar file with the

command;

tzchnology Susr/emos/cinos-pw.icch

The colormap is (/usr/cmos/cmos-pw.barco):
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230 red 0 green O blue

0 red 266 green 0 blue

0 red 0 groen 220 bilue

150 red 100 grean 0 blue
266 red 266 green 100 blue
0 rad 0 grean 0 blue

100 red 100 gresn 100 blue
265 red 266 greon 266 blue
260 red 0 green 260 blue

0 red 0 green 0 hlue

0 red 266 green 266 blue
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poly

active area (green)
motal

P-well

P+

contact

cut in the overglass
arror

second motal layer
second contact
capacitor elactrode

Needless to say, you can choose your own colormap, simply using the three cacsar commands: color,

cload, csave. As far as the pattern of the layers, you have to modify the cmos-pw.tech file (see the cacsar

manual). As far as CMOS-SOS, you can simply use the tMOS techuology file and rename. before cither

simulating or submitling the chip, all the layers according to the following CIF names

SIS or SE S0S island,

Sp 508 polysilicon,

SIM or SI S0S implant,

SM 508 metal,

sC S0S contact cut,

56G S0S overglass opening.

7.

Finally, it is impossible rot to mention another graphic editor that could have been very uscful,

i.e. electric [16]. Electric has many usetul features that make a structured design methodoiogy easier:

e it is library-oricnted;

e it handles the connectivity inside a cell and among cells;

» it has predefined symbols (e.g. p—chanﬁe], n-channel, poly-metal contact etc.).

The only serious drawbacks that elcctric has are the absence of a cif2electric program and the difficuity

1o embed a new technology. In a very short timie a version of eleetric that can cope with the MOSIS-

CMOS fabrication process should be available.

A third interesting IC layout system, presently under development at Berkeley, is Caddy. As far as

we know, it should feature many of the intercsting and useful characteristics clectric has. It should also

have a built-in channe! router.

There is also an explicit layer for pads to e bended (XP): this is used when your circuit nses overglass openings clsewhere in

the chip.
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CIIFPLOT.

Cifplot, in its originai form, clearly does not work. CMOS-Bulk differs from nMOS for number of tayers
and CIF names {c.g. nMOS poly is NP, CMOS-Buik poly is CP). However. it is sufficient to introduce a
new bit-map with the proper layer names and use the option -P for cifplot.

A solutinn is to introduce, in your .cshre file, the line:

alias emosplot ‘cifplot - P Zust/emos/. plotcnos \I*

The .plotemos file could look like the following (/usr/cmos/.plotcmos):

"CP" 0x08080808 0x04040404 D0x02020202 0xQ1010101
0x80808080 0x40404040 0x20202020 0x10101010

"CO" Qx22222222 0x000000C0 0x888383888 0x00000000
0x22222222 Ox00090000 0xB88888838 0400000000
"EMT 0x21010101 0x00200000 Ox10101010 0x0C0000G0
0x010101¢1 CxG0000000 Dx10101010 0x00000000
"CW" 0x21010101 0x02¢20202 Cx06GG0000 0x00000000
Gxi0101010 0x20202020 0x000200000 0x00000000
"CST 0x11121911 0x11111211 0x311171111 Ox11131111
0x11311111 Ox1:111112 0x11111311 0x11111111
"CC" OxFFFFFFFF OxXFFFFFFFF OxFEFFFFFF OXFFFFEFFF
OXxFFFFFFFF OxFFFFFFFF CxFFrrFFFF OXFFFFFFFF
"CG" 0x1CIC1CiC Ox3C3E3E3L 0x36363636 Ox3E3E3E3E
0x1C1C1C1C 0x00000006 Ox0O0CLOOCO 0x00000000

"CM2" Ox0CCCOCOC OxIEI1EIE1E 0x26363636 Ox1E1EIELE
0x0COCOCOT 0x10101010 0x10101010 0x1010i010
"CC2" 0x03030303 0x07070707 0x0Q7079707 0x07070707
0x18181818 0x07070707 0x07070707 0xQ7070707
"CL" 0(x22222272 0x25282828 0OxB3B888885 (xZB2FFB28
Ox222FF222 (0x28282828 0x888B8838 (x28282823
"CZ" OxFFFFFFFF 0xC0000000 Gx00000000 0x00000000
Ox00000000 0x0CONODOY 9xD000006GO Gx00000030

Giving the huge number of layers, a cifplot is hardly readable. However, if you are rcally going to
deciphier a cmos-ploi, in Fig. 5-1 and Fig. 5-2 you can find the layers (basic and composite) as the

bit-map shown above has produced,

As usual, if you do not like the way the layers are plotted, you can always change the bit-map. As

far as CMOS-SOS is concerned, you can simply use the sMOS bit map.
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Figure 5-1:  Basic and composite taycrs (a)
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Basic and compusite layers (b)
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CIF2CA
Mo problems for CMOS-SOS: it is always possible to let cif2ca belicve that we arc designing an nMOS
chip: for CMOS-Buik cif2ca has already embedded the technology.

LYRA.
I.yra had already embedded the cmos-pwl]PL design rules. Alan Sussman has embedded the CMOS-
Bulk MOSIS design rules (for both the ¢bpe2 and the chpem? processes) and the CMOS-S0S design

rules for a 2 process. As far as CMOS-Buik is concerned, lyra can work only if you consider one caesar

unit equal to 100 centimicrons. A minimum-width poly line is therefore 3 cacsar unit (i.e. 300

centimicrons), The lyra design rule checker for cbpe?2 is called plyra while for chbpem?2 (with second
metal laycr and second contact) is called p2iyra. See the “man” entry at the end of this document. In
order to usc the design rule checkers, simply put
alias plyra "lyra -r Zusr’cmos/lyra/pwell/cmos-pwMOSIS"
alias p2lyra "lyra -r Zust/emos/lyra/ pwell/ cmos-pwnil2MOS "

in your cshre fite,

Lyra does not check maximum dimensions. This is not a preblem, apart from the contact,
Thercfore, it would be better to predefine a subcell containing a poly-metal confact ard define a macro

command in cacsar to “get” the cell. Finally, lyra does not check design rules relited to pads or scribe,

MEXTRA,

Mextra supports CMOS. Nevertheless some modifications were necessary. The version of mextra able
to cope with both CMOS-Bulk P-well and CMOS-S0S is called e¢mextra and its “man” entry is at the
end of this manual, Mextra did not know about CMOS-S0OS and therefore it was necessary to embed

this knowledge in the program. To run cmextra, simply add /usr/cmos/bin in your PATH.

Apart from that, some precautions are neccssary during the 'ak-Hing af the nodes. The correct

procedure is here presented.

First of ali, each Vdd node should be labelled Vdd!, while cach ground node should be labelled
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GNIY.  This allows other programs (c.g. sin2spice} to work bettei. What mextra dues with nodes

tabelled with “*'™ is to consider them global nanies and therefore to awromatically connect them together.

It is evident that. if you arc looking for some missing councction in the Vdd or GNID paths, this

feature is a drawback. You can uss the -g option o “disconncet” them.

SIM2SPICE
Sim2spice produces, from a sim file, a .spice file, However, it is not possible to feed spice with this file
for problems of formatting. A program, called ¢format docs the job (sec the “man™ entry at the end of

this manual). To run cformat, simply add /usr/cinos/bin in your PATH.

SPICE,

Chviousty, spice has no problem with CMOS. If vou have labelied cach Vdd node with Vdd! and cach
GNWL node with GND! sim2spice will automaticaily assivn node #1 to cach node contiected to Vdd
and node #0 to cach node connceted to sround. Moreover, as far as the substrare is concerned, it will
assign two different numbers (2 and 3) for the p-channa! subsirate and the n-channel substrate. You can
either ignore rhese two numbers oc st them o Vidd (1) and GNI () respectively. In order to know the

number of each node you are intercsted in, simply look at the .nodes file generated by cmextra.

The usual problem is tie definition of the model with the .model cards. A “fast”™ model and a

“slow” model arc included. 1Towever, please, keen in mind that;

1. We arc “too far’” from the site of fabrication to be able to have a precise control on the
parameteis of the fabrication process;

2. the variance of the paramecters from one process to anvther is even greater than in the nMOS
process;

3. the model is largely incomplete;

4, the designer will use these tmodels at his/her own risk,
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FASTMODEL
.model n nMOS vto=0.4 Lox=0.7e-7 lambda=1le-7 1d=1,0e-6
+xj=1.1e-6 gamma=.3 uo=500 cbd=5c-4 cbs=He-4

.model p pmos vto=-0.4 tox=0.7e-7 lambda=1le-7 1d=1.0e-6
+xj=1.1e~-6 gamma=.3 vo=300 cbd=3.5e-4 ¢hs=3.5e-4

SLOWMODEL
.model n nMOS vto=1.0 tox=0.8e-7 lambda=le-7 1d=.5e-6
+xj=.6e-6 gamma=1.3 uc=400 cbd=6e-4 cbs=6e-4

.model p pmos vto=-1.0 tox=0.8e-7 lambda=le-7 1d=.5e-6
+xj=.6e-6 gamma=.9 uo=200 cbd=4.le-4 chs=4.1e-4

Remember that:

® It is possible to use, if necessary, a slow n-channel model and a fast p-channel modei {or
viceversa);

e the “fast” model is probably too optimistic and the “slow” model is too pessimistic;

s the difference in performance between de fast and the slow model is considerablz (sce the
results referred in appendix A);

o thz hoics and clectrons mobility (o) is generally different (the clections mobyiily is (rom one
and u half o twice tic boles mohkility) and this would change the pull-down/pull-up ratio: a
discussion of this problem is presented in the inwodustion to CMOCS-S08 by Charles Seitz;
the author clalins that a 1:1 ratio has more advantages than drawbacks while other
communitics, MIT for instance [4], conroniy usc a 2:1 raio between pall-down and pull-
.

CRYSTAL
The first release of crystal couid not be modified in order to deal with CMOS, basically because it only
had built-in information on the transistor types. The sccond version is table-driven and therefore it is

possible to make it capable to handle CMOS circuits. This work is presently in progress.

NET/NL/RNL

NET, Ni. and RNL can handle CMOS circuits. A slighily different version of NET has been produced;
it is called cret and has embedded the concept of inverrer, nand, nor and tronsmission gate for CMOS.
Therefore you do not have to define a macrn but just use these predefined clements as you were

"

designiny nMOS circuits. Sec the “ma” entry of cnet at the end of the manuval. To run cnet, include
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Jusr/cmos/bin in your PATIH.

RNL and NL work finc with CMOS. The only problem arises in signal-powered gates (as in
Fig. 2-10). 1t scems that both RNL and NL do not understand this wpology. It is difficuit to claim that
this behavior is typical, as few circuits have been checked. 1f you are using this design methodology, you

should better watch out when you use RNIL/NL..

What RNL and NI do not like is the syntax of the sim file as produced by cither emextra or
mextra. A program, called ¢formar, will ke care of generating a .sim file (from a .sim file produced by

mextra) which is RNL/NL compatible, Sce the “man” entry of ¢format at the ond of this report.

LA GENERATOR

Presently we do not have any PLA generator cither for CMGS-Bulk or CMO5-503. There is ¢« CMOS-
SOS PLA generator at Caltech and various CMOS-Bulk PLA generaters at MI'T. however. A CMOS
PLA generator is not casy to build, as already pointed ot in chapter 2. One possible solution is to design

the appropriate “tiles” that, used by pla. will gzencrate a CMOS PLA.

What could be done more easily would be 2 ROM gencrator. Although RCM gencrators ave less

common {and uscful) than PLA generators, two considerations can be made:

e Small PLA's very often use all the minterms and therefore could be implemented more
cificientdy with a ROM,;

» scnse amplifiers can be more casily designed in CMOS; this would allow the implementation

of very large ROM’s {especiaily with a second metal layer available),

The idea of building a ROM gencrator can be considered feasible and uscful, therefore. Tn the next

future we shall try to find out a solution to this problem.

5.1. Future trends
CMOS design in the universides is prescndy (January 1984) o fairly intricate and unclear business,
Theretore, sone “practical” information that was previously given can hecome cbgolete in few months,

What follows is a possible trend of the CMOS fabrication process, as vifered by MOSIS.

® 3 fubrication process. A 3 p fabrication process will be avatlable for at least a decay. What
can change i the ncar fturc-are the destgn rules, because difterent vendors, other than the
two presenily used. will be present,

o Second mewl layer. On Junuvury 15th 1984 the first vificial run for a 3p P-well CMOS
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fabrication process featuring a sccond mictai layer has taken place.

e rurm-arownd.  Starting from the next year, the wrn-urcund is expected to be about two
months.

e /25 p CMOS. In 1934 a 1.25 p process will be offercd. This process will have a slow
turn-around, presumably. The design rules of this process cannot be scaled down from the 3
g process. A sccord metal layer will be available. Four vendors arc available.

As far as design tools are concerned, it is reasonable to forecast that, in the near future, cacsar will be
abandoned; cither caddy, clectric or something with the same philosophy will be used (symbol-nriented.
built-in router, library-oriented, built-in design rule checker). in the near tuture, TV (the Stanford
idming analyzer) will be availabie; some modifications will be necessary because it cannot hardle CMOS.

SPLICE will alsu substitute SPICE in many applications.
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Appendix A
CMOS-Bulk: 1/0 Pads

When this document was wiitten, no pads were available from MOSIS. When they will be
available, the best thing is to use them. In the mcanwhile it is possible to use cither “very cxperimental”
pads designed at MIT or “extremely experimental™ pads that have been designed here, at CMU,

There are important differences between the two sets of pads (CMU pads - MIT pads):

o CMU pads are far less conservative, as far as design rules, and therefore could be more
affected by latchup,;

o MIT pads, on the other hand, are very large;

@ MIT pads werc already partially tested; CMU pads have not been tested ycts.

A.1.CMU 1/0 Pads
The? scope of this section is to present some pads that were being used while MOSIS pads were

not available yet. Their spice simulation is presented. The complete set of pads can be found in
Jusr/cmos/cbpe/pads.

The pads are:

o padin;
* padout,
e padvdd;

® padgnd,
PADIN

The protection is achicved via a guard-ring and a resistance-diode stiucture. The resistance is simply a
long poly line,
PADOUT

The output pad ieatures guard-rings for protection. Tts design is still far from a stable situation.

iy W . w N S

An [0 pad will be available when the “final” version of the output pad has becn designed.

The output pad was simulaied with SPICE using the two different .model cards shown in this

document. The load was the TTL load used in [6] to simulate the nMOS output pad. The circuit is

simply four inverters scaled by approximatively a factor of 3 (sce Fig. A-1). The spice deck is shown in

SA comprehensive analysis of 170 pads will be available in the second part of this scport, available during 1984

Remember that these pads were designed with A = 1 and therefore. of you are nsing A = L5, they need Lo bz modified.
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Fig. A-2. The slow-model and fast-model vutput responses are shown, respectively, in Fig. A-3 and
Fig. A-4.

A.2. MIT Pads
The comglete set of MIT pads can be found in /ust/cmos/pads/MIT. Basically, a resistance-

dinde structure is used for protection.
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—dE 3/18_(“: 3/54_41: 3/162_4; 3/486

3/6

|

C i/

3/18 3/54 3s162 3/486

1/w {micron)

Figure A-1: Output pad: input gate, pad circuitry and load



Figure A-2: Circuit description for Spice,

.option nonode nopage noacct nolist nomod
.width in =80 out =80

vdd 105

vin 5 0 pwi{Ons 0 2ns 5 52ns 5 54ns 0 100ns Q)
Aran 1ns 100ns

.plot tran v(10) v(8) (0,5)

mi11563p!=3.0uw=6.0u
m21673pl=3.0uw="18.0u
m31783pi=3.0uw=54.0u
m4 186 3pl=3.0uw=182.Cu
m519103p1=3.0uw=486.0u

me0562n!=3.0uw=6.0u
mr0672nl=3.0uw=18.0u
m30782nt=3.0uw=54.0u
mo08YZni=3.0uw:=162.0u
mio08102ni=3.0uw=486.0u

c110050p
r110 11 2k
vitl 1102

CMOS-505: 170 PADS

rmodel n nmos vto = 1.0 tox = 0.8e-7 lambda = 1e-7 Id = .5e-6
+ Xj = .6e-6 gamma = 1.3 uo = 40C cbd = 6e-4 Cos = Le-4

.model p pmos vto = -1.0 tox = 0.8e-7 lambda =

1e-7 id = .5e-6

+Xj=.66-6 gamma=.9 uo=200cbd=4.1¢-4 chs=4.1e-4

.end
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Figure A-3: Spicc output with a slow-modcl

Q**** transient analysis temperature = 25.000 deg &

L L R L L R e L e e A e AL L]

Clagend:

w10y
+:vi8)

x
tme  v{10)}

0.0008 + 00 4.833e + 00. . . . c+
1.0006-09 4.833a+00. . . . + "
2.0000-00 4.833e¢+00. + . . ..
3.000e-08 4.836#+00. + . . . ..
4.0008-08 4.611e+00. + . . . ..

5.000e-03 3.588a + 00+ . . Lt

6.000e-09 3.378e+ 00+ . . .,

7.0000-03 2.78%e + 00+ . Lt

8.0008-09 2.233a + 00+ . ..

9.000e-09 1.740@ + 00+ LT

1.0008-08 1.328e + 00 + -

1.100e-08 9.87Be-01 + ',

1.200a-08 7.4350-01+  *

1.3000-08 5525601+ =

1.400e-08 4.1200-014+ *

1.500e-08 3.0008-01+ ¢

1.6000-08 2.3648-01+ *

1.700e-08 1.8380-01+ *

1.800a-08 1.466e-01+ *

1.900e-08 1.201e-01+*

2.000e-08 1.0140-01+*

2.100e-05 8.8268-02+ *

2.2008-08 7.8950-02+ ° . .

2.300e-08 7.2200-02+ * . .

2.400e-08 €.7780-02+* . .

2.5000-08 8.4530-02 +*

2.600e-08 6.2250-02+ "

2.700e-08 6.0648-02+* . .

2.800e-08 5851802+ * . .

2.900e-08 5.6710-02+* . . . .

2.000e-08 5.8160-02+° . . . . B
3.100e-08 5.7768-02+* . . . .

3.200e-08 5.7400-02+ *

3.300e-08 5.7200-02+ *

3.4008-08 5.7T109-02+ °

A5000-08 5706602+ "

A.600a-08 5.6008-02+ * . .

3.7008-08 5.664a-02+ " . .

3.8000-09 5.6510-02+° . .

3.9008-08 5.680e-02+ *

4.000e-08 5.887e-02+" .

4.100e-08 5.60080-02+ ° - . . .
4.2000-08 568502+ * . . . .
4.3008-08 5.6858-02+ " . . . .

4.4008-08 5.604e-024+° .

4.5000-08 5.684e-02+° . .
4.6000-00 5.804e-02+"* . .
4.700e-08 5.6840-02+ " . .
4.800e-08 5.683e-02+ * . .
4.000e-08 5.683e-02+ * . .
5.000e-08 5.583e-02+* . . .
5.100e-08 5.683e-02+* . . .
5.2000-08 5.683e-02+ * . . .
5.3008-08 5.685e¢-02.° + . .
5.400e-08 5.681p-02.* . .+ . .
5.500e-08 £5.6840-02.* . . . ..
5.6008-08 1.285e-01." . . . +.
5.7000-00 4.728e-01. * . . . +
5.800e-08 B.093e-01. L . . +
5.900e-08 1.1389¢ + 00. ..

6.000e-08 1.461a +00. ..

6.1000-08 1.7758 + 00, .

6.2000-08 2.081e + 00, . .. .
6.300e-08 2.3760 + 00, . . .
6.4000-08 2.6560 + 00, . .. .
6.500e-08 2.9186 + 00, . .t
6.600e-08 3.156e + 00, . R
8.7008-08 3.373e + 00 . . L
8.8000-08 3.560e + 00, . . ..
6.9008-08 3.7420 + 00, . . .
7.000e-08 3.8856 + 00, . . .

PEE L E AL+
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Figure A-4: Spicc vutput with a fast-model

Q****  iransient analysis temparature = 25.000 deg <

oopco..o-----o-----no--c-o--------cooon.co-o.c------..o-oo-c--c-.-------

egena:

= v(10)
+:vi®)

x
tme w10}

0.000@ + 00 4.956a + 00, . . . x
1.0008-03 4.856e +00. . .+ .
2.0008-08 27750+ 00 + . .
3.0008-09 9.0538-01+ AN
4.000e-00 3.379e-01+ °
5.000a-03 1.2149-01 +*
6.0000-08 4064002+ *
7.0000-09 2.673e-02x
8.000e-09 2.0478-02x
9.000e-03 1.568¢-02x
1.0008-08 1.817e-02x
1.100e-08 1.B02e-02x
1.200e-08 1.7088-02x
1,3008-08 1.767e-02x
1,4006-08 1.706e-02x
1.5000-08 1.7966-02x
1.600a-08 1.7968-02x
1.700e-08 1.706e-02x
1.8008-08 1.796e-02x
1.900a-08 1.796a-02x
2.000e-08 1.7068-02x
2.1000-08 1.708e-02x
2.200e-08 1.796e-02x
2.300e-08 1.796e-02x
2.400e-08 1.796a-02x
2.500e-08 1.706e-02x
2.600a-08 1.796e-02x
2.700e-08 1.7960-02x
2.8008-08 1.796e8-02%
2.0009-08 1.796e-02x
3.000e-08 1.7960-02x
3.100e 08 1.79684-02x
3.2008-08 1.7968-02x
3,300e-08 1.7968-02x
3.4000-08 1.708e-02x
3.5008-08 1.708e-02x
3.600e-08 1.7968-02x
3,700e-08 1.796e-02%
3.800e-08 1.7968-02x
3.000a-08 1,796e-02x
4.000e-08 1.70Ge-02x
4.100e-08 1.706e-02x
4,200a-08 1,7968-02x
4.900e-08 1.7066-02x
4.400e-08 1.7060-02x
4.500e-08 1.796e-02x¢
4.600e-08 1.7988-02x
4.700e-08 1.7080-02x
4.8000-08 1,706e-02x
4.600e-08 1.7968-02x
5.0008-08 1.706e-02x
5.1008-08 1,708e-02x
5.2000-08 1.7988-02x .
5.3000-08 1.796e-02° +

5.400e-08 1.0158+00. .. . -
5.5008-08 2.656e+00. . . . +
5.6008-08 3.7016+00. . . .. +
5.7009-0B 4.309a + 00, . . .ot +
5.8008-08 4.828e+ 00, . . . L
5.800a-08 4.791e+ 00. . . . h
5.000e-08 4.8736 +00. . . . *+
6.100e-08 4.9148 +00. . . . s
6.2008-08 4.G35e « 00. . . . s
6.3008-08 4.045¢ +00. . . . ‘v
£.400e-08 4.9508 +00. . - . ‘s
6.500a-08 4.953a + 00, . . . e
6.6008-08 4.9548+00. . . . A
6.7000-08 4.955e+ 00. . . . b
6.8008-08 4.955e +00. - . . *+
6.900e-08 4.955@ + 00, . . . ‘e

7.000e-08 4.955e +00. . . . “+
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MIT Tnput Pad

Figure A-7
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Figure A-8: M1t Output Pad
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CMOS-508: 170 PADS

Figure A-9: MIT Vdd Pad
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MIT GND Pad

Figure A-10
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Figure A-11: MIT 170 Pad
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Appendix B
CMOS-505:1/0 Pads
These are the CMOS-SOS pads used at Caitech in the CMOS-S0S design course held by Charles

Seitz. The following is the ducument, as supplied by MOSIS, on the SOS pads.
L X R

CMOS 508 PAD LIBRARY DFSCRIPTION

‘The library consists of a set of CMOS SOS pads designed for a 2.5p lambda process.  Ali pads
have 48 lambda square overglass holes and arc designed to be packed (in any order) with a 1C0 lambda

pitch. Since pads arc all 104 lambda wide, they are cxpected ro overlap 4 lambda when packed densely.

All pads have the geometry in padblank in commmon. This includes the pad per sc, and 8-lambda-
wide power and ground wires. Their center lines are:
Vad: (-2,-4) to {102,-4)
Ground: (-2,-[00) t (102,-100)

Note that except for these, the conncction points to aii pads are on the lower boundary of the cell.
' TIIESE PADS ART UNTESTED!H!

MBB
CIF SYMBOL LLX LLY URX URY
padbiank -2 -104 102 0
padground -2 -104 102 0
padvdd -2 -104 102 0
padin -2 -104 102 o
meanpadin -2 -104 102 )
padout -2 -135 102 0
tripadout -2 ~163 102 0

PADBLANK
Geometry common to all pads. Cuntains metal pad, overglass cut, vdd wire at top and ground wire at

bottom.

PADGROUND

Padblank with a connection to the ground wire.

PADVDD


http://tripadoi.it

76 CMOS-308: 70 PADS

Padblank with a connection o the vdd wire.

PADIN
[nput pad with lightning arrcster consisting of a 1K ohm resistor and diodes to vdd and ground.

Conncction point: padin—out (94.-103) on island. Scc Fig. B-1.

MEANPADIN
Same as padin cxcept that the 1K ohm resistor is replaced with a metal short. To be used when driving
farge on-chip loads, when the resistor would introduce significant delay. Mcanpadin provides less static

protection than docs padin as a result. Connection point: padin—out (94,-103) on island. See Fig. B-2.

PADOUT
Drives the pad with the signal on padout—in amplified through 4 stages of inverter. Pad is driven to
ground with approx, 75 ohms or to vdd with approx. 200 chms. Connection point: padout—in
{64,-134) on poly. See Fig. B-3,

TRIPADOUT
Tristate ousput pad. When the level on tripad ~ cna is HI, the pad is driven with the signal on tripad—in
amplificd through 4 stages of inverter. When the level on tripad —ena is LO, the pad is not driven at all,

The level on the pad itsclf appears 4t the connectien poing iripad -- out, Scc Fig. B-4.

Connection points: tripadena (30,-162) on poty
tripadin (73,-162} on poly
tripad-out (96.5,-162) on metal

ERR

The complete set of SOS pads can be found in /usr/cmos/sos/ pads.
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SOS input pad without filtering resistance

.
.

Figure B-2
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CMOS-50S: 170 PADS

Figure B-3:  CMOS-SOS output pad
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Figure B-4:  CMOS-S0S 1/0 pad
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Rules.

2.0 Geometric Line qu:: The following key provides the symbols used to describe
opoiogica

LEVEL IGNS 7 LINE KEY
2.} P-WELL WAFER FLAT
L-—J
2;2 P+ RING P-WELL -
2.3 ACTIVE AREA P-WELL
2.4 POLY ACTIVE AREA
.
2.5 Po ACTIVE AREA
2,6 N+ ACTIVE AREA |
' | I
2.7 CONTACT POLY
2.8 METAL CONTACT

2.9 PASSIVATION - METAL




i —— -t -~ J S —

3 wic_-'l_lwiﬁ'm= {Revised Layout Rules)

3.1 Powell

2. P-wall width ;,g,

, P-well to P-wm1] spacing
b (d{fferent potentials) 18

c. P-wmll to P-well spacing
(same potential 9

-

ol

R U

l
N N

l;{; L

3.2 P+ Ring: (Optional = for radfation hardened applications only)
a. P+ ring overlap of P-well gutside Pewmll 3
b. P+ ring overlap of P-well fnside P-well L
€. P+ ring width . 4

“—l — ]
B —i _Il |
c— e )}

3



Rt bt e ——

3.3 Active Ares:

h.

W thout
P+ Ring
Active srea opening 4
P+ active arsa to P+ active ared
spacing _
N+ active area ¢0 N+ active ared 4
spacing .
P+ active area in Nesubstrate to [ ]
P-we1l edge spacing
N+ active area in N-substrats to 7
P-wall edge spacing
N+ active ares in P-well to P-well 4
edge spacing :
N+ active area to P+ active area 4
spacing outside P-well
N+ active ares to P+ active area 4
spacing inside wall
B )
A I—::P'.-" P Ne -=

F_Fﬁ —_}':“"“"—————

A : & N. "

b

» N+ fe=

> P

L__.



‘3.3 Active Ared:

(continued)

area in N-substrate A (6)
1 P ring spactng
f:n arsa in N-substrate MA (s)
3. "r:‘:inn spacing
k. N+ active ares in P-well to inside A (s.5)
" T ofPering - -
I
r—_?——ﬁ ‘ |
K ' ’ Y P.’
=t |
T : Ne : T
) ; Ll___.-.‘_l : .r——1
L—l—--———l | N’ l
- S [ | Spmp—
“
3.4 Poly: d
a. Poly width 3
b. Poly to poly spacing 3.0
¢. Field poly to active area spacing 2.0
d. Poly gate extansion over field 3
¢. Gate poly to active area spacing 3
o —]A e
o el e
T TP}l
: | 1% |
I I I l  ——
N I
I ' ' | —
N
o I
]

|



T e T T s T ST e TR
A ee——— s s et -

a. P+ mask overlap of active ares 2
b. P+ mask overlap of poly in active ares 3.5
c. P+ mask to P+ mask spacing In active arma s

4; p+ mask to N+ active area spacing (1f P+ masi and
N+ sask sre coincident)

e. P+ mask overlap of N+ mask to achieve shorting
contact 0

T

L —

L

[ il |
J
| e |

.L——--——d




-«

N+ mask overlap of active area ?
N+ mask overlap of poly in active area 3.3
N+ mask to N+ mask spacing in active area 3
N+ mask to P+ active ares spacing (1f M+ mask

and P+ mask are coincident) 3
N+ mask overlap of P+ mask to achieve

shorting contact

Rl

|

- Rl
|
-




. ntact size
; ::xim contact size

¢. Contact to contact spacing

(LY

d. Poly overlap of contact 2
e. Poly overlap of contact in direction of mta} 2.5
f. Contact to poly channel spacing 3
g. Metal overlap of contact : 2
E. Contact to active area spacing 2.0
1. Contact to P+ and N+ mask spacing 3
J. Ne/P+ ghorting contact size I3x8
c
G
H+ — S — j P —
| B Jeéb[aA l——' 3
rd =
m————e——a1
h D S el TEES G S e —— S —
f —
-———n ) !
N* (SR Pr) cy J G P (DR N+)
T
1f contact overlap of active area s permitted:
k. Contact size to guarantee a. 3 x 3u contact .85x8
drea when contact adge 1s cofncident with
active ares edge. -
1. Contact sfze to guarantee a 3 x 3. contact 3x8
ared when contact edge 1s 2.5y from active
area edge.
== - .
e I

ml_.

&»




3.8 Metal:

a. Metal width (interconnect) 3

b. Buss metal current density {max) 0.7 Ay

c. Metal to metal spacing i s ,
| lea SCALE:  2000X

d. BSonding pad metal area 100 x 100
e. Bonding pad spacing (pad metal to pad metal) 100
f. Probing pad metal area : Bx7s
g. Probing pad spacing (pad metal to pad metal) 30

. Bonding pad to probing pad spacing 30

{. Pad metal to circuit metal, active ares '

poly spacing . 40

i. Pad meta) overlap of P-wel) 3

. Pad metal to-scride [))

o

— e i A S
—— g — R SN  — -

000000 anotIon
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I
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3.9 Passivation:

a. Bonding pad opening 90 x 90
b. Probing pad opening 65 x 65 .
} | -
! i
SCALE: 500X

3.10 Please specify any additional design rules you require:

10
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A ¢rical Parameters: In order to wodel device rfom in a computer
4. %at‘loﬂ program, ‘t is necessary to know the electrical parametars of
ur

silicon gate bulk CMOS process{es). In particular, we would 11ke to
{:,, what your typical process spread 1s (1.%., what you would be willing
to process to) for the parameters Tisted balow. Please descride your test
sethods f they differ from those presented here. Also, {f have any
{nternally generated documents on device modeling, we would 1ike to review

thenm.

To clarify how we measure threshold voltage and process constant, the
following discussion i3 presented. Threshold voltage (Vy) and the procsss
constant (K') are obtained from a Jow drain voltage (Vds s SOmV) conduce
tivity curve of drain current (Ids) versus gate voltage (Vos). In the
Tinsar portion of the curve (1.e., where Vgs has not yet started to affect
mobility), the squation presentad below describes the transfer characteris-

tic of the curve. y
- [ ] f -
lgg = If" “'gs' %) _'ds"

Note that Vy 13 the extrapolated x-intarcept (I4g=0) and X' {3
determined from slope of the curve.

¥Reference = K. S. Grove, Physics and Technology of Semiconductor Devices,
(New York: Wiley and s:ms_qﬂ R p—m—”——_. . '

N
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is a 1ist of worst case electrical

Towin
“ mczio’}cd ntgzs°l:. (Revised electrical paramsters

0.

q‘

p-channel threshold voltage - max
- min
N-channel threshold voltage - max
- min
P-channe]l process constant - min
A(K'p = uCo/2)
- max
N-channel process constant - min
(X'n = uyCo/2)
- max
Gate oxide capacitance (600 A)
Metal over substrate capacitance
Field poly over substrate capacitance
Metal over field poly capacitance
N+/P- junction capacitance
N-/P+ Junction capacitance
Lateral diffusion (source/drain)
Maximmm operating voltage
P+ Sheet Rho
N+ Sheet Rho
N+ Poly Sheet Rho
N- Poly Sheet Rho
P- Sheet Rho

12

e e -—'r'_.._:w

e O —

1.3

é
12
15
30
§.7¢4
§.263
6.583
1.22E4
6.08E4
4.1E4

" |
i‘4!5 (simulations)

30
35

pl’u-un used {n design

volts
wits
wits
wolts
Wi
w2
wArv?
wv?
pf/cat
pt/cal
pf/en?
pt/c®
pf/cal

pf/ e’

volts

R 2R RER



" & The following tolerances, doping concentrations, and Junction depths are
assumed.

a. Photolithographic Dimensfonal Tolersnces

1h Photomask

2)

"

3)
4)

(Except contact and lh'tn', Tevels)

Photoresist .
(Includes effects of ovér/under
expogure and dcu‘lop.gt)

“ Alignment accuracy betwee§ 2 levels'

Positive photoredist shal) be used

b. Etching Dimensional Tolerances (af)

1)

.2

3)
4)
5)
6)
7
8)
- 9)

P-well leavel

P+ ring level, ocutside well
inside well

Active area level
Poly level

P+ level

N level

Contact level
Metal level
Passivation Tevel

c. Doping Concentrations

1)
2)

Starting mterial

P-well concentration

d. Junction Depths

1)

P-wel)

2) Sourca/drain

“ ar

13

&P = 2.5m
&P ® 2. 25m

ﬂ-t.t.'n-

Mo g5

AE = s1lym

AE = 2lim
AE = $2um

AE=0
AE = 2.5,
AE =0
AE = 0
AE ® 2.5y
AE= 0
AE = 2.5y

0.60:-(1:10‘5 n”)ﬂ-tne
' 8x10'6 ex”3

xj = 3“

Nl



CFORMAT(1) 7 UNIX Programmer's Manual CFORMATI(1)

NAME
cformat — change format for different programs
SYNOPSIS
cformat {-s] [-m] infile outfile
DESCRIPTION

With the -s option cformat generates, from a .spice file produced
by sim2spice, a sccond file which is spice compatible (believe it
or not).

With the -m option cformat generates, from a .sim file produced
by mextra (cmextra), a .sim file which is nl/ml compatible
(after presim).

FILES
/usr/cmos/sic/cformat.c
/ust/cmos/bin/cformat
EXAMPLE
cformat -s myfile.spice myfile.sp
cformat -m myfile.sim myfile.simnl
BUGS ‘

cformat does not work with sim files generated by mextra
with the -0 option.

HISTORY ' ,
14-Oct-83 CMOS (cmos) at Carnegie-Mellon University
Created. :

7th Edition _ 10/18/33 1
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CNET(1) UNIX Programmer’s Manual CNET(1)

NAME
cnet — like "net” but with CMOS built-in capabilities.

SYNOPSIS
cnet -0r-
cnet infile -or-
cnet infile outfile

DESCRIPTION
cnet is a net program that can directly handle cmos static gates.
The following circuits are available:

- cinvert : cmos inverter

- ¢cnand : c¢mos nand gate

- CNOr  : CIMOoS nor gate

- ¢xmit : cmos transmission gate

- benand ; buffered cmos nand gate
- benor  : buffered cmos nor gate

Format.

w is transistor width and 1 is transistor length. Both w and [ are
always optionai; default is always w = 4.00,1 = 3.00 (i.e. the
minimum feature size of the MOSIS-CMOS technology).

{cinvert out (in w 1)) 7

{cnand out (inl w1 11) (in2 w2 12) ... (in_nth w_nth 1_nth))

{cnor out (inl wl 11) (in2 w2 12} ... {in_nth w_nth {_nth))

{cxmit out in (c_gate w_e 1_e) (p_gate w_p I_p))

(bcnand out (A wA 1A) (B wB 1B) (inl wil 11) ... {in_nth w_nth 1_nth})
{benor out (AwA 1A) (B wB 1B) {inl wl 11) ... {in_nth w_nth 1_nth))

Where, in cxmit;
out = the output of the transmission gate
in = the input of the transmission gate
e_gate = the n-channel transistor gate node-
p_gate = the p-channel transistor gate node

Where, in bcnand, benor:
out = the final output of the buffered gate
B = output of the nand/nor and input of the first inverter
A = output of the first inverter and input of the second inverter
inl ... in_nth = the actal inputs of the buffered gate,

FILES
/ust/cmos/src/cnet.c
(which substitutes /ust/vlsi/mitsim/net.c)
/ust/mxa/cmos/bin/cnet

ENVIRONMENT
PATH: /usr/mzxa/cmos/bin
MPATH: /usr/mxa/cmos/man

7th Edition | ) 1/16/84 1
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CNET(1) UNIX Programmer’s M anual CNET(1)

SEE ALSO

User's Guide to NET, PRESIM, and RNL/NL by C.J. Terman.
MIT VLSI Memo No. 82-112 - July 1982

EXAMPLE

Threc-input buffered nand gate. inl, in2, in3 are the three inputs. out_nand is the output of the
nand. first_not_out is the output of the first inverter. final_out is the output of the buffered gate.
The nand gate has w = 4 and | = 2 transistors. The first inverter has a w = § and | = 2 transis-
tor. The second and last inverter has a w = 16, 1 = 2 transistor.

{bcnand final_out (first_not_out 16 2) (cut_nand 8 2) (inl 4 2) (in2 4 2)
(in3 4 2))

DIAGNOSTICS

BUGS

Same as in net

If dimensions are assigned t¢ nodes that are supposed to
be dimensionless, the program enters an endless loop.

Example: (cinvert (out 2 4) in} WRONG!
{out in cinvert is dimensionless. See DESCRIPTION: Format)

P-channel transistors always have the dimension of the
corresponding N-channel, Presently, the fabrication process
is extremely unstable and it is impossibie to decide a fix
holes/electrons mobility ratio. Therefore, if the ratio is
different from 1, you’d better define your own macro,

The modifications have not been thought for analog applications.
It does not deal either with clocked gates or domino logic (meaning:
you have to build your own macro).

If you use cnet for nMOS, keep in mind that the default dimension of the
enhancement transistor is 4 x 3.

HISTORY

16-Jan-84 CMOS (cmos) at Camegie—Méllon University
Modified the default minimum feature size. Now it is 4 x 3 and is MOSIS-CMOS compa-
tible, thererore.

06-Oct-83 CMOS (cmos) at Carnegie-Mellon University
Created.
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NAME
cmextra — mextra for CMOS (both Bulk and SOS)

SYNOPSIS
Same as in mextra.

DESCRIPTION
cmextra handles both CMOS Bulk and CMOS-S0OS. cmextra can be used
in the same way mextra is used.

As far as CMOS-S0S, keep attention to the names of the layers, that
must be compatible with the MOSIS naming scheme.

cmextra dees not support, for CMOS-808, both P+ and N+ masks, but
P+ mask only. This is standard MOSIS.

cmextra decides the technology accordingly to the .cadre file
in your home directory. To use CMOS P-well, just put in the .cadre
file:

tech cros-pw
or, for CMOS-S0S:;
tech cmos-sos

Default is NMOS.

FILES
/fusr/cmos/include/archiv/».h
/ust/emos/include/cmextra/s h

/usr/cmos/lib/cmextra/=.lib

/usr/cmos/src/cmextra/*.c
/usr/cmos/sic/archiv/»c

Jusr/cmos/bin/cmextra
/ust/cmos/bin/extname

SEE ALSO .

The mextra man entry
DIAGNOSTICS

As in mextra.

BUGS
CMOS-S0S not extensively tested yet

HISTORY
18-Oct-83 CMOS (cmos) at Carnegic-Mellon University
Created.

7th Edition ‘ 10/18/83
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PLYRA(1) ' UNIX Programmer’s Manual PLYRA(1)

NAME
plyra — p2lyra : design rule checkers for cbpe2 and cbpem2 processes

SYNOPSIS
plyra filename.ca

p2lyra filename.ca

DESCRIPTION :
plyra and p2lyra are design rule checkers that handle the two CMOS-Bulk fabrication processes
presently offered by MOSIS. '
plyra copes with cbpe2 (CMOS-Bulk, capacitor clectrode),
p2lyra copes with cbpem2 (CMOS-Bulk, capacitor electrode, two metal layers, two contacts),

Both piyra and p2lyra are lyra programs with embedded design rules for the proper process.

FILES
The design rules for plyra are in:
Jusr/cmos/lvra/pwell/cmos-pwMOSIS.r
The design rules for p2tyra are in:
/usr/cmos/lyra/pwell/cmos-pwm2MOS.c
BUGS
They do not check design rules related to pad or scribe.
They do not check MAXIMUM dimensions. Therefore, they cannot check the maximum dimen-
sion of a contact-cut.
HISTORY
16-Jan-84 CMOS {cmos) at Carnegie-Mellon University
Created.
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