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#### Abstract

A noncontact multi-light source optical proximity sensor which can measure the distance, orientation, and curvature of a surface has been developed. Beams of light are sequentially focused from the ends of fiber optic cables onto a target surface. An analog light sensor - a planar PIN diode area sensor chip - measures the position of the spots of light on the surface, and the 3-D locations of the spots are computed by triangulation. By fitting a surface to a set of points, the distance, orientation and curvature of the target surface is calculated. The number of light sources, and their positions and orientations were chosen so that the uncertainty in the measurement of distance would be within 0.05 mm and the uncertainty in surface orientation would be within $1.0^{\circ}$.

Since there are no moving parts and the spot position sensor chip outputs the position of the spot directly without scanning its field of view, fast operation of the proximity sensor can be realized. Earlier prototype versions of the sensor can give approximately 1000 measurements of distance and orientation per second with precision of 0.07 mm for distance and $1.5^{\circ}$ for surface orientation. This proximity sensor will be useful for such applications as tracing an object surface by a robot manipulator with a specified distance and orientation relative to the surface.


Noncontact proximity sensors which can measure the range and shape of a surface have useful robotic applications such as surface tracking and homing a manipulator to an object. The proximity sensor we have developed can measure the distance, orientation, and curvature of a surface, along with surface properties such as reflectivity. Because the focus of the proximity sensor is on a small area of surface, measurements can be fast and precise.

Many optical proximity sensors have been built. The simplest sensors use the sensitive-volume technique [1]. A beam of light originating from a sensor's light source illuminates a surface. The closer the surface is to the sensor, the greater the intensity of the reflected light reaching the sensor. This technique is sensitive not only to the distance of a surface, but also to its orientation and reflectivity. One way to overcome these sensitivities is to use several light sources and compare the relative intensities of the reflected light to measure distance [7].

Our proximity sensors differ from other proximity sensors in that they are based on triangulation, that they use an analog light sensor with two-dimensional spatial resolution, and that they exploit redundant multiple light sources to increase accuracy. The fast, high spatial-resolution light sensor chip provides the proximity sensor with the capability of accurate and fast measurement of light spot position. The multiple light sources enable the sensor to measure surface orientation and surface curvature, and to measure distance with increased accuracy by virtue of its geometrical redundancy.

This paper first discusses a basic model of the multiple light source proximity sensor. This model enables us to calculate the necessary number of light sources and their appropriate orientations to achicve a specified accuracy when measuring distance and orientation. After presenting the results of earlier prototypes of the sensor we present a new proximity sensor with a range of 10.0 cm , and a precision better than 0.05 mm for distance and $1.0^{\circ}$ for surface orientation.

## 2. Measurement of Distance and Shape

### 2.1. Overview

Figure 1 shows the basic configuration of the type of proximity sensor we are developing. The sensor head consists of a ring of light sources, a camera lens, and a light-spot position sensor chip. The light sources focus beams of light towards a point along the optical axis of the sensor. The precise geometry of the sensor is determined by its required range and resolution.

The arrangement of the lens and spot position detector is basically that of a camera. One light source is
sensor chip through the lens. The sensor chip then measures the spot position on its active two-dimensional face. Knowledge of the spot position on the sensor chip, together with the camera optics, and the trajectory of each light beam, allow us to perform triangulation in order to determine the three-dimensional coordinates of each light spot on the target surface. From the measurement of multiple points in the field of view, the orientation and curvature of the surface can be calculated. In addition, since the sensor chip also measures the intensity of light incident on its surface, we can calculate the reflectivity of the target surface.

The sensor chip which detects the light reflected from a surface is an analog device. The chip, a planar PIN diode, measures both the intensity of the light which strikes it and the position of the light spot on its surface [3]. If the spot of light on a surface is distorted because of the curvature or orientation of the surface, or if the spot is out of focus, the sensor chip still responds to the stimulus with coordinates corresponding to the centroid of the light spot. Together with the fast response time, this feature has advantages over an imaging device composed of discretc pixels (such as a CCD camera), which would require computation to find the centroid of the light spot. To minimize the error in the measurement the light spot size must still be kept to a minimum. To achieve this capability in the proximity sensor wc are building, each light source will focus light emitted from the end of fiber optic cable. In this way the light spot size can be kept on the order of the size of the fiber core.

### 2.2. Measuring the Distance of a Surface

The trajectory of each light beam which illuminates a surface is fixed and can be calibrated in advance, and the line of sight to the light spot is obtained from the sensor chip. The calculation of the coordinates of a spot of light on a surface by triangulation is based on a simple optical model: first, the light source beam is a line, and thus the projected light spot is a point; second, the camera lens forms a flat, undistorted image; and finally the sensor chip is linear in finding the light spot position and is insensitive to defocus. Of course, the sensor is subject to small errors because of deviations from the simple model. However since the errors are small and fixed over time, we treat them as perturbations from the model and calculate error correction terms beforehand.

The position and orientation of a line in 3-D space can be defined by the coordinates of a point on the line and the direction cosines of the line. In Figure 2 the line of light beam is defined by the light source origin $\overrightarrow{\mathrm{P}}_{s}=\left(\mathrm{x}_{s}, \mathrm{y}_{s} \mathrm{z}_{s}\right)$ and the light beam direction vector $\overrightarrow{\mathrm{A}}_{s}=\left(\mathrm{a}_{s}, \mathrm{~b}_{s}, c_{s}\right)$. The line of sight has an orientation $\overrightarrow{\mathrm{A}}_{o}=\left(\mathrm{a}_{o}, \mathrm{~b}_{0}, \mathrm{c}_{0}\right)$ which is defined by the camera lens center $\overrightarrow{\mathrm{P}}_{o}=\left(\mathrm{x}_{0}, \mathrm{y}_{0}, \mathrm{z}_{0}\right)$ and the centroid of the spot of light $\left(x_{c}, y_{c}\right)$ on the sensor chip. Let us denote the coordinate of the spot position we want to locate as $\overrightarrow{\mathrm{P}}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$. In theory, the two three-dimensional lines (the light source beam and the line of sight) should intersect at the location of the spot on the surface. In reality, however, the two spatial lines thus obtained only
come very close due to noise and the simplified optical model being used. We therefore determine me spot location $\stackrel{\rightharpoonup}{\mathrm{P}}$ to be located along the line of closest $\operatorname{approach}_{-\mathrm{x}}$ (i.e., along the common normal) between the two skew lines. The direction of the common normal is $A=A^{\wedge} X_{0}<$ By noticing that $P$ is on the common normal, we obtain the following equations:

$$
\begin{align*}
& \left(\overrightarrow{\mathrm{P}}-\overrightarrow{\mathrm{P}}_{s}\right) \cdot\left(\overrightarrow{\mathrm{A}_{s}} \times \overrightarrow{\mathrm{A}}\right)=0, \\
& \left(\overrightarrow{\mathrm{P}}-\mathrm{P}_{\mathrm{o}}\right)-\left(\overrightarrow{\mathrm{A}_{o}} \times \overrightarrow{\mathrm{A}}\right)=0 .  \tag{1}\\
& \left(\overrightarrow{\mathrm{P}}-\overrightarrow{\mathrm{P}}_{o}\right) \cdot \vec{\Lambda}=\lambda\left(\overrightarrow{\mathrm{P}}_{s}-\overrightarrow{\mathrm{P}}_{o}\right) \cdot \vec{\Lambda} .
\end{align*}
$$

The first two equations define the intersection of two planes along the common normal of the two skew lines. The factor $X$ in the third equation determines where $\overrightarrow{\mathrm{P}}$ is located along the common normal depending on which of the two spatial lines are more reliable. In our sensor we have chosen X to be 1.0 , that is, P falls by definition on the line of the light source beam. By solving the above simultaneous linear equations, we obtain the spatial location of a spot on the surface for each light source.

As already mentioned, we assume a line of sight can be drawn from the image of the light spot on the sensor chip through the effective center of the lens towards the light spot on the surface. The distance between the effective center of the lens and the sensor chip cannot be measured directly. Instead, a flat surface is brought into focus on the sensor chip at a typical distance $D$ from the sensor chip. Then the distance /between the sensor chip and the effective center of the lens is calculated in terms of the focal length /of the lens and the distance $D \backslash$

$$
\begin{align*}
& \frac{1}{i}+\frac{1}{D-i}=\frac{1}{f} \\
& I=-\frac{D}{2}(1-\mathrm{V} \overline{1-4 / / \mathrm{Z})}) . \tag{2}
\end{align*}
$$

### 2.3. Surface Fitting

To estimate the position and orientation of a surface, a plane is fit to the set of three dimensional data points obtained by the proximity sensor. To estimate the curvature of a surface, a second order equation is fit. The accuracy of the calculation of position, orientation and curvature depends, therefore, on the accuracy of the individual data points, and the number and distribution of the data points on the surface. For example, if the points are too closely spaced, the orientation of the plane which is fit to the points will be very uncertain. We will analyze these relationships and use the results to design a sensor whose expected uncertainties are less than the design specifications.

Let us suppose that we have $n$ measured points on a surface, where each point $\left(x_{i}, y_{i}, z_{i}\right)$ has an estimated total uncertainty in position of $\sigma_{i}$ A surface can be fit to this set of points using the method of least squares to determine the cocfficients $a_{j}$ in the equation

$$
\begin{equation*}
z(x, y)=\sum a_{j} X_{j}(x, y) \tag{3}
\end{equation*}
$$

where $X_{j}(x, y)$ is a polynomial of the form $\sum c_{q r} x^{q} y^{r}$. For example, when fitting a plane, $q+r \leq 1$, and when fitting a quadric surface, $q+r \leq 2$. We are concerned with how the uncertainty in the measured points and their distribution on the surface affects the uncertainty of the computed coefficients.

The values of the coefficients $\mathrm{a}_{j}$ are chosen so that they minimize the aggregate error $E$ :

$$
\begin{equation*}
E=\sum_{i=1}^{n}\left\{\frac{1}{\sigma_{i}^{2}}\left(\mathrm{z}_{i}-\mathrm{z}\left(\mathrm{x}_{i}, \mathrm{y}_{i}\right)\right)^{2}\right\}=\sum_{i=1}^{n}\left\{\frac{1}{\sigma_{i}^{2}}\left(\mathrm{z}_{i}-\sum \mathrm{a}_{j} \mathrm{X}_{j}\left(\mathrm{x}_{i} \mathrm{y}_{i}\right)\right)^{2}\right\} \tag{4}
\end{equation*}
$$

By minimizing $E$, each $\mathrm{a}_{j}$ can be computed by:

$$
\begin{align*}
& \mathrm{a}_{j}=\sum_{k} \varepsilon_{j k} \beta_{k}  \tag{5}\\
& \text { where }\left[\varepsilon_{j k}\right]=\left[\alpha_{j k}\right]^{-1}  \tag{6}\\
& \alpha_{j k}=\sum_{i=1}^{n}\left\{\frac{1}{\sigma_{i}^{2}} \mathrm{X}_{j}\left(\mathrm{x}_{i} \mathrm{y}_{i}\right) \mathrm{X}_{k}\left(\mathrm{x}_{i} \mathrm{y}_{i}\right)\right\}=\frac{1}{2} \frac{\partial^{2} E}{\partial \mathrm{a}_{j} \partial \mathrm{a}_{k}}  \tag{7}\\
& \beta_{k}=\sum_{i=1}^{n}\left\{\frac{1}{\sigma_{i}^{2}} \mathrm{z}_{i} \mathrm{X}_{k}\left(\mathrm{x}_{i} \mathrm{y}_{j}\right)\right\} . \tag{8}
\end{align*}
$$

The symmetric matrix $\left[\alpha_{j k}\right]$ is known as the curvature matrix because of its relationship to the curvature of $E$ in the coefficient space [2].

We can estimate the uncertainties of the coefficients, and determine their dependence on the geometry of the proximity sensor if we assume that fluctuations in the coordinates of the individual data points are uncorrelated, and assign the total uncertainty in the measurement of position to the variable $z$. The uncertainty of the coefficient $a_{j}$ is then

$$
\sigma_{\mathrm{a}_{j}}{ }^{2}=\sum_{i=1}^{n} \sigma_{\mathrm{i}}{ }^{2}\left(\frac{\partial \mathrm{a}_{j}}{\partial \mathrm{z}_{i}}\right)^{2} .
$$

By calculating the partial derivatives of equation (5), it follows that the uncertainties of the coefficients are proportional to the diagonal elements of the inverse of the curvature matrix [2], that is

$$
\begin{equation*}
\sigma_{\mathrm{a}_{j}}^{2}=\varepsilon_{i j} \tag{10}
\end{equation*}
$$

Let us first examine the case where the plane

$$
\begin{equation*}
z=G x+H y+I \tag{11}
\end{equation*}
$$

is fit to a set of data points. Here we have set $a_{1}=G, a_{2}=H, a_{3}=I, X_{1}=x, X_{2}=y$, and $X_{3}=1$ in equation (3). The local surface normal is $\vec{N}=(G, H,-1)$. Since all of the measured points on a surface are at about the same distance from the sensor in any one measurement cycle, the total uncertainty $\sigma_{i}$ can be taken as a constant $\sigma$ for all of the data points. The curvature matrix for this case is

$$
\alpha=\frac{1}{\sigma^{2}}\left(\begin{array}{ccc}
\sum x_{i}^{2} & \sum x_{i} y_{i} & \sum \mathrm{x}_{i}  \tag{12}\\
\sum \mathrm{x}_{i} y_{i} & \sum \mathrm{y}_{i}^{2} & \Sigma \mathrm{y}_{i} \\
\sum \mathrm{x}_{i} & \sum \mathrm{y}_{i} & \mathrm{n}
\end{array}\right)
$$

In many applications the proximity sensor will be used to maintain an orientation normal to a surface. The light sources can be arranged symmetrically so that the resulting spots of light on a flat surface facing the sensor perpendicularly satisfy the condition

$$
\begin{equation*}
\sum \mathrm{x}_{i}=\sum \mathrm{y}_{i}=\Sigma \mathrm{x}_{i} \mathrm{y}_{i}=0 \tag{13}
\end{equation*}
$$

that is, the $\alpha$ matrix is diagonal. The uncertainties in the coefficients of equation (11) are then simply

$$
\begin{align*}
& \sigma_{\mathrm{G}}=\frac{\sigma}{\sqrt{ } \sum \mathrm{x}_{i}^{2}} \\
& \sigma_{\mathrm{H}}=\frac{\sigma}{\sqrt{\sum \mathrm{y}_{i}^{2}}}  \tag{14}\\
& \sigma_{\mathrm{I}}=\frac{\sigma}{\sqrt{\mathrm{n}}}
\end{align*}
$$

The angle between the optical axis of the proximity sensor and the surface normal is $\varphi=\operatorname{atan} \sqrt{\mathrm{G}^{2}+\mathrm{H}^{2}}$. The uncertainty in the angular orientation of a surface perpendicular to the sensor can be estimated by

$$
\begin{equation*}
\sigma_{\varphi}^{2} \leq \sigma_{\mathrm{G}}{ }^{2}+\sigma_{\mathrm{H}}{ }^{2} . \tag{15}
\end{equation*}
$$

Equations (14) and (15) then, relate the uncertainty in the measured position and orientation of a surface with the number of data points, the uncertainty in their measurement, and their distribution on the surface.

A proximity sensor which measures surface curvature can be used, for example, to track the edge of an object, guided by the principal axes of curvature. The radii of curvature provide useful information for
maintaining a constant distance and orientation with respect to a surface. To calculate surface curvature, a second order equation

$$
\begin{equation*}
z=A x^{2}+B x y+C y^{2}+D x+E y+F \tag{16}
\end{equation*}
$$

is fit to the set of data points. The principal axes of curvature are at an angle

$$
\begin{equation*}
\psi=\frac{1}{2} \cot ^{-1} \frac{A-C}{B} \tag{17}
\end{equation*}
$$

with respect to the $x-y$ coordinate axes.

Equation (16) can be transformed by rotating the coordinate axes to eliminate the cross term, and translating the coordinate axes to eliminate the linear terms. In this new coordinate system the equation of the surface is

$$
z=A^{\prime} x^{\prime 2}+C^{\prime} y^{\prime 2}+F^{\prime}
$$

The principal normal curvatures $\kappa_{1}$ and $\kappa_{2}$ of the surface are given by

$$
\begin{align*}
& \frac{\kappa_{1}}{2}=\mathrm{A}^{\prime}=\mathrm{A} \cos ^{2} \psi+\mathrm{B} \sin \psi \cos \psi+\mathrm{C}^{2} \sin ^{2} \psi, \\
& \frac{\kappa_{2}}{2}=\mathrm{C}^{\prime}=\mathrm{A} \sin ^{2} \psi-\mathrm{B} \sin \psi \cos \psi+\mathrm{C}^{2} \cos ^{2} \psi . \tag{18}
\end{align*}
$$

The uncertainty in the measured curvature of a surface is given by

$$
\begin{aligned}
& \sigma_{\kappa_{1}}^{2}=4 \sigma_{A^{\prime}}^{2} \\
& \sigma_{\kappa_{2}}^{2}=4 \sigma^{2}{ }_{C}
\end{aligned}
$$

The uncertainty in the orientation of the principal axes $\sigma_{\psi}$ can be estimated by

$$
\begin{equation*}
\sigma_{\psi}{ }^{2}=\sigma_{\mathrm{A}}{ }^{2}\left(\frac{\partial \psi}{\partial \mathrm{~A}}\right)^{2}+\sigma_{\mathrm{B}}{ }^{2}\left(\frac{\partial \psi}{\partial \mathrm{~B}}\right)^{2}+\sigma_{\mathrm{C}}{ }^{2}\left(\frac{\partial \psi}{\partial \mathrm{C}}\right)^{2}=\frac{1}{4} \frac{\sigma_{\mathrm{B}}{ }^{2}}{\left(\mathrm{~A}^{\prime}-\mathrm{C}\right)^{2}} . \tag{1}
\end{equation*}
$$

This means that the ability of the sensor to detect the principal axes of curvature depends on the difference $A^{\prime}-C^{\prime}$ between the principal curvatures of the surface; or in other words, the eccentricity of the surface which is fit to the data points.

Fitting the second order (and higher) equation of a surface to a set of data points requires practical consideration because of the finite word length of the computer. The computation of the coefficients of higher order terms is dependent on the computation of lower order coefficients, and the results can be inaccurate. The appropriate method for removing the interdependence of the coefficients is to first calculate a set of polynomials $X_{j}(x, y)$ which are orthogonal to each other over the set of data points and then perform a
regrouping terms of corresponding order.

### 2.4. Error Correction

As we have mentioned, the optical model used so far includes a few simplifications. Because of the existence of various distortions and nonlinearities in the sensor chip, the optics and the electronics, the calculation of the spatial location $\overrightarrow{\mathrm{P}}=(\mathrm{x}, \mathrm{y}, \mathrm{z})$ of the spot using equation (1) includes errors. Suppose that ( $\tilde{x}, \tilde{y}, \tilde{z}$ ) is the correct location. Let us set

$$
\begin{aligned}
& \tilde{x}=\mathrm{x}+\varepsilon_{\mathrm{x}} \\
& \tilde{y}=\mathrm{y}+\varepsilon_{\mathrm{y}} \\
& \tilde{z}=\mathrm{z}+\varepsilon_{\mathrm{z}} .
\end{aligned}
$$

It would be very difficult to model the effect of the departures from the simplified model preciscly to determine the terms $\varepsilon_{\mathrm{x}}, \varepsilon_{\mathrm{y}}$, and $\varepsilon_{z}$. However, since the errors are small and usually repeatable with respect to the measured spot position ( $\mathrm{x}_{\mathrm{c}}, \mathrm{y}_{\mathrm{c}}$ ) on the sensor chip, we can model them as a whole by means of polynomials, for example, by third order correction polynomials of the form

$$
\begin{align*}
\varepsilon_{t}=f_{t}\left(x_{c}, y_{c}\right)= & a_{t 1} x_{c}{ }^{3}+a_{t 2} x_{c}{ }^{2} y_{c}+a_{t 3} x_{c} y_{c}{ }^{2}+a_{t 4} y_{c}^{3}  \tag{20}\\
& +a_{t 5} x_{c}^{2}+a_{t 6} x_{c} y_{c}+a_{t 7} y_{c}{ }^{2} \\
& +a_{t 8} x_{c}+a_{t 9} y_{c}+a_{t 10}
\end{align*}
$$

where $\mathrm{t}=\mathrm{x}, \mathrm{y}, \mathrm{z}$.
When the proximity sensor is calibrated, these polynomials are designed for each IED using a calibrated data set. During operation, the values $\varepsilon_{\mathrm{x}}, \varepsilon_{\mathrm{y}}$, and $\varepsilon_{\mathrm{z}}$ computed by equations (20) are added to the spatial coordinates ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) computed by triangulation to obtain the corrected location of the spot.

## 3. Early Multi-light Source Proximity Sensors

Two prototype versions of the proximity sensor were built to test the basic principles of sensor operation, and the usefulness of the analog sensor chip. The first version of the sensor used six infrared LEDs oriented in a conical pattern at a $45^{\circ}$ angle, all aimed towards a point on the optical axis 4.5 cm from the sensor chip [5, 6]. The distance of this point from a simple lens was equal to the distance of the lens from the sensor chip. Hence the area of the field of view over the range of the sensor was about equal to the size of the sensor chip, or 13 mm square. The range of measurement depth of the sensor was $\pm 5.6 \mathrm{~mm}$. Because all of the light sources were focused towards one point, the orientation of the plane fit to the data points on a surface located at this singular point was not accurate.

The second version of the proximity sensor, shown in Figure 3, was designed so that the light source positions could be measurably adjusted, and standard camera lenses could be used. This sensor covered a
larger range of $\pm 2.5 \mathrm{~cm}$, centered about a point approximately 10 cm from the sensor chip. To ensure that the field of view would be much larger than the spots of light on a surface, an area four times the linear dimensions of the sensor chip was brought into focus. Instead of a single cone of light, two cones were formed: three light sources were focused towards one point on the optical axis, and three others towards a second point 0.5 cm beyond the first. In this way, the singularity which occurred in the first version was removed. The proximity sensor could measure surface orientation throughout its range. Again, all of the light sources were oriented at a $45^{\circ}$ angle.

### 3.1. Performance

In order to measure the accuracy and sensitivity of the proximity sensors, a flat test surface was moved linearly and rotated by high resolution platforms in the sensors' field of view. The equation of a plane fit to the six measured spatial points on the test plane was compared with the known equation of the test plane. The error in measured distance was taken as the difference between the points where the two planes intersected the optical axis. The error in orientation was evaluated by the angle made by the surface normals of the two planes.

The position and orientation errors for the second version of the sensor with all of its light sources focused towards a single point are displayed in Figures $4(a)$ and $4(b)$ as a function of the distance and orientation of the test surface. In this particular configuration the sensor had a useful range of about $\pm 1.25 \mathrm{~cm}$. The height of cach graph shown is proportional to the measurement error. The distance and orientation of the surface was varicd in .254 mm and $1^{\circ}$ steps. The singularity at the distance $\mathrm{d}=50$ where the beams of light converge is evident in both figures. Near $\mathrm{d}=0$ where the test surface was very close to the sensor, and near $\mathrm{d}=100$ where the surface was further away, the light source beams enter and leave the field of view. These are the boundaries of the sensor's useful range. The results of these tests for both sensors showed a central region where the error in orientation was typically less than $1.5^{\circ}$, and the overall error in the measurement of distance was less than 0.07 mm .

As the test surface facing the proximity sensor perpendicularly was moved from $\mathrm{d}=0$ to $\mathrm{d}=100$ along the optical axis, the light spots traced individual paths on the surface. The trajectories of the x and y coordinates of the light spots on the surface are displayed in Figure 5. The endpoints of the trajectory of light source number 4 are labcled in the figure. As has been mentioned, when a surface is close to the sensor the light spot projected by a light source can fall partly outside of the field of view. As a result, the calculation of the light spot position for a light source can be in error. This effect is seen in the deviation of the trajectory of light source number 5. However because multiple light sources are used, several light spots can always be focused in the center of the field of view. In this way, accurate position information about a set of points can alwave he acouired

Although their performance was good, the usefulness of these earlier versions of the sensor was limited by several factors: first, the range of distance measurement was not long enough; second, the total number of light sources was not large enough to ensure high accuracy; third, the size of the light spots which they projected onto a surface was not small; and finally, these sensors were not compact enough to be mounted on a robotic manipulator. In the following discussion we outline the design of a new proximity sensor using multiple conical arrays of light sources. In addition to making the sensor compact, the design method is based on the statistical discussion of the previous section, and takes into account the resolution of the sensor chip, the number and orientations of the light sources, and the desired range and resolution of the final sensor.

## 4. The Design of a Sensor using Multiple Conical Arrays

Uncertainty in the measurement of surface orientation ultimately depends upon the uncertainty with which the sensor chip measures light spot position. Although the resolution of the sensor chip is potentially high (about $1 / 5000$ across its surface), the precision of a single measurement is limited by several factors. The intensity of the light which reaches the sensor chip depends upon the distance, orientation and reflectivity of the measured surface. The shape of a surface also affects the intensity distribution of the light spot on the sensor chip, causing a small error in measurement. However because the sensor chip is very fast, we can use redundant multiple light sources and choose the orientations and positions of the light sources so as to increase the accuracy of the sensor.

When measuring the distance of a surface, the region of greatest interest is generally the center of the sensor's field of view. The effects of the various distortion and non-linearity are smallest near the optical axis. In addition, even if a spot of light is out of focus or grossly distorted by a surface, errors which are the result of a portion of the light spot falling beyond the edge of the sensor chip will be minimized. For these reasons the proximity sensor is configured using multiple conical arrays of light sources. In this way, several light sources are always focused near the optical axis over the range of the sensor.

Since the sensor chip measures the centroid of the intensity distribution on its surface, the distortion of the spot of light on a flat surface does not lead to an appreciable error. However, a large light spot size does decrease the linear range of the proximity sensor, and certainly will affect the measurement of curved surfaces. To minimize the size of the light spots, the new design will use narrow core fiber optic cables. Use of narrow core fiber optic cable lets us generate a point light source which we can focus using a simple lens without having to worry about the size or shape of the original light emitter. Also, there is no intervening material, such as the micro-lens on an LED, to scatter light and form an image of an entire light source on the target surface. The light emitters can be positioned remotely and, during adjustment, the fiber cables can be coupled temporarily to a visible light source such as a laser to facilitate focusing and alignment.

### 4.1. Placement and Orientation of Conical Arrays

Having decided that all of the light sources are to be arranged in multiple conical arrays, we first determine the angles of orientation for these light sources, and then the number of light sources comprising each cone, the number of cones, and the placement of the cones by means of the statistical analyses of errors.

Figure 6 shows the locations of the sensor chip, the lens, and one light source focused on a point along the optical axis. The angle of the light beam relative to the x axis is $\theta$. $\Lambda$ line is drawn from the point on a surface interrupting the light beam, through the effective center of the lens, to the sensor chip. The equation of the beam of light in the $x-z$ plane is

$$
\begin{equation*}
\mathrm{z}=\mathrm{x} \tan \theta+\mathrm{d} . \tag{21}
\end{equation*}
$$

The x coordinate of the spot of light on the sensor chip is

$$
\begin{equation*}
x_{c}=-\frac{L}{z-L} x \tag{22}
\end{equation*}
$$

A small change in the z coordinate of the target surface by $\Delta \mathrm{z}$ corresponds to a shift in the spot of light on the sensor chip by $\Delta x_{c}$ :

$$
\begin{equation*}
\mathrm{S}=\frac{\Delta \mathrm{x}_{\mathrm{C}}}{\Delta \mathrm{z}}=-\frac{\mathrm{L}}{(\mathrm{z}-\mathrm{L}) \tan \theta}+\frac{\mathrm{L}(\mathrm{z}-\mathrm{d})}{(\mathrm{z}-\mathrm{L})^{2} \tan \theta} \tag{23}
\end{equation*}
$$

The larger the magnitude of S , the more sensitive the measurement. The orientation of the light beam $\theta$ can be chosen so any measurement of distance using a single light source will have a nominal sensitivity $\mathrm{S}_{N}$ in the center of the field of view, i.e., at $z=d$. This condition places an upper bound on the value of $\theta$ :

$$
\begin{equation*}
\theta<\arctan \left[\frac{\mathrm{L}}{(\mathrm{~d}-\mathrm{L})} \frac{1}{\mathrm{~S}_{N}}\right] . \tag{24}
\end{equation*}
$$

Suppose one particular cone of light is generated using $n$ light sources equally spaced in a circle. When a flat surface intersects the cone of light beams normal to the axis of the cone, the spots of light fall on a circle. The radius R of the circle is given by

$$
\begin{equation*}
\mathrm{R}=|\mathrm{z}-\mathrm{d}| \cot \theta \tag{25}
\end{equation*}
$$

To determine the uncertainty in the orientation of a plane which is fit to these points, the mean-square values of the coordinates are first calculated.

$$
\begin{align*}
& \sum_{i=1}^{n} \mathrm{x}_{i}^{2}=\mathrm{R}^{2} \sum_{i=1}^{n} \cos ^{2} \frac{2 \pi i}{n}=\frac{n \mathrm{R}^{2}}{2}+\frac{\mathrm{R}^{2} \cos (2 \pi / n) \sin 2 \pi}{2 \sin (2 \pi / \mathrm{n})} \\
& \sum_{i=1}^{n} \mathrm{y}_{i}^{2}=\mathrm{R}^{2} \sum_{i=1}^{n} \sin ^{2} \frac{2 \pi i}{n}=\frac{n \mathrm{R}^{2}}{2}-\frac{\mathrm{R}^{2} \cos (2 \pi / n) \sin 2 \pi}{2 \sin (2 \pi / \mathrm{n})} . \tag{26}
\end{align*}
$$

When $n \geq 3$ both of these expressions converge to $n \mathrm{R}^{2} / 2$. Using equations (14) and (15), the uncertainty in measured orientation when using a single cone of light can be calculated in terms of the uncertainty $\sigma$ in the measurement of spot position, the radius of the circle of points and the number of light sources.

$$
\begin{equation*}
\sigma_{\varphi} \leq \frac{\sigma}{\mathrm{R}} \frac{2}{\sqrt{n}} \tag{27}
\end{equation*}
$$

When using multiple cones of light, where the $j$ th cone consists of $n_{j}$ light sources focused towards a point $d_{j}$ the radius of the $j$ th cone at $z$ is

$$
\begin{equation*}
\mathrm{R}_{j}=\left|\mathrm{z}-\mathrm{d}_{j}\right| \cot \theta_{j} \tag{28}
\end{equation*}
$$

The mean square value of the x coordinates of the data points is then

$$
\begin{equation*}
\sum_{i} x_{i}^{2}=\frac{1}{2} \sum_{j} n_{j} \cot ^{2} \theta\left(z-\mathrm{d}_{j}\right)^{2} \tag{29}
\end{equation*}
$$

The uncertainty in measured orientation bccomes

$$
\begin{equation*}
\sigma_{\varphi} \leq \frac{2 \sigma}{\sqrt{\sum n_{j} \cot ^{2} \theta_{j}\left(z-\mathrm{d}_{j}\right)^{2}}} \tag{30}
\end{equation*}
$$

This equation guides the determination of the number of light sources $n_{j}$ in each cone, their orientation $\boldsymbol{\theta}_{\boldsymbol{j}}$ and their placement $d_{j}$

### 4.2. The New Proximity Sensor

The design of the new proximity sensor is guided by several design goals: the sensor should be compact, with dimensions on the order of 10 cm , in order that it can be used by a robotic manipulator; the sensor should have a useful range of about 10 cm ; the incident angle of the light beams on a target surface should be small to minimize light spot distortion; there should be at least three separate conical rings of light sources; and each individual light source should measure position with a sensitivity of at least 0.25 mm .

The major constraint on the design of the proximity sensor is the light source intensity. The intensity of the light which is incident on a target surface depends on the intensity of the light emitter, the diameter of the fiber optic cable, and the diameter and focal length of the focusing lenses. These last two quantities determine the size of the sensor and the number of lifht sources which can be mounted on the sensor head. The intensity of the reflected light which reaches the sensor chip depends on the distance of the camera lens from the target surface and the diameter of the lens.

In a tradeoff between sensitivity, range, and the size of the field of view, the distance from the camera lens to the plane which is in best focus was chosen to be 3.42 times the distance from die sensor chip to the lens. As a result, the area of the field of view which is in best focus is approximately 4.0 cm square. In the new version of the sensor we use a $16 \mathrm{~mm}, \mathrm{f} / 1.6$ camera lens. A camera lens with a shorter focal length would allow us to build a smaller sensor focused at a closer range with a wider field of view, but at the expense of losing long range sensitivity as the field of view rapidly expands. If we used a longer focal length camera lens the angular field of view would be smaller, and the sensitivity greater, but it is difficult to focus small spots of light with sufficient intensity at the greater distance which would then be in focus.

Figure 7 shows the configuration of the proximity sensor we are currently building. To begin theanalysis, we choose three cones of light each consisting of three light sources. Equation (24) determines the choice of the angle of orientation of the light sources. With this angle chosen, we use equation (30) to calculate the minimum spacing between the vertices $\mathrm{d}_{12} \mathrm{~d}_{2}$ and $\mathrm{d}_{3}$ of the cones of light, where $\mathrm{z}=\mathrm{d}_{2}$ is in best focus.

First we have to estimate the uncertainty $a$ in the measurement of spot position at $\mathrm{z}=\mathrm{d}_{2}$. Referring to equation (23) and equation (24), we first set $6=60^{\circ}$, and $\left(d_{2}-\mathrm{L}\right) / \mathrm{L}=3.42$ and find $\mathrm{S}^{\wedge}=6.67$. A smaller angle would increase the sensitivity of the sensor, but the light spot on a surface would then be further elongated. We assume that when a flat surface is measured, a signal to noise ratio can be achieved so that the effective resolution of the sensor chip is at least $1 / 500$ its linear dimensions. This corresponds to $\mathrm{Ax}_{\mathrm{c}}=.026 \mathrm{~mm}$, and a shift in the position of the target surface by $\mathrm{Az}=.15 \mathrm{~mm}$. This value of Az is used to estimate or $r_{z}$. The total uncertainty a is estimated by observing that when the position of a point is calculated by triangulation, the solution is constrained to lie on the line determined by the light beam. Since $a^{2} \operatorname{s} a_{-}^{2}+a_{-.}^{2}+a_{-}^{2}$, and $\tan 60^{\circ}=\sqrt{3}$,

$$
\sigma_{z}^{2} \approx 3\left(\sigma_{x}^{2}+\sigma_{y}^{2}\right)
$$

The maximum value of the uncertainty in the measurement of surface orientation $a_{\varphi}$ occurs near at the vertex of the middle cone. We use equation (30) to calculate the minimum spacing between the vertices $d_{v} \mathrm{~d}_{\sim}$ and $\mathrm{d}_{3}$ of the cones of light by insisting the uncertainty in any single measurement of orientation at $\mathrm{z}=\mathrm{d}_{2}$ be less than $1.0^{\circ}$ (17.4 milliradians). Assuming these three cones are equally spaced, and consist of three light sources, we find

$$
\begin{equation*}
14.0 \mathrm{~mm} \leq \mathrm{d}_{2}-\mathrm{d}_{\mathrm{x}}=\mathrm{d}_{3}-\mathrm{d}_{\mathrm{r}} \tag{31}
\end{equation*}
$$

Figure 8 shows how the uncertainty in orientation $a_{\varphi}$ calculated by equation (30) decreases as cones of light are added to the proximity sensor head, $a_{\phi}(1)$ is graphed assuming a single cone of light consisting of three light sources is focused towards $d_{2}$. Then $a_{\varphi}(2)$ and $a_{\varphi}(3)$ are graphed as successive cones of light are added: first the cone with a vertex at $\mathrm{d}_{3}$, then the cone with a vertex at $\mathrm{d}_{1}$.

To further increase the accuracy of the sensor a second cone of light is focused at $d_{x}$ to augment the original light sources. In order to extend the range of the sensor, two more cones of light with an orientation of $70^{\circ}$ are focused towards points farther along the optical axis. As a result, the range of the proximity sensor consists of two overlapping regions: first an inner region with a small field of view, a depth of 6 cm , and many redundant light sources where the sensor accurately measures the distance and shape of a surface, and then an outer region which extends the range of the sensor by another 4 cm .

This new proximity sensor uses a total of 18 light sources arranged in 5 conical arrays. The overall accuracy in the measurement of position when using the innermost 12 light sources is expected to be on die order of .05 mm . The accuracy in the measurement of surface orientation is expected to be better than $1^{\circ}$. The diameter of the sensor is 11 cm across. To summarize, the final parameters of the proximity sensor are:

Camera lens focal length: /= 16 mm
Sensor chip to lens distance: $\mathrm{L}=20.67 \mathrm{~mm}$
Distance from sensor chip to plane in best focus: $D=9.14 \mathrm{~cm}$
Orientation of inner rings of light sources: $0^{\wedge} 1=\wedge^{\circ}$
Orientation of outer rings light sources: $\#_{45}=170^{\circ}$
Number of light sources in ring $1: \mathrm{n}_{\mathrm{x}}=6^{\prime}$
Number of light sources in outer four rings: $\mathrm{n}_{2345}=3$
Distance between inner light source target points along the optical axis: 15.24 mm

## 5. Conclusion

A new compact multi-light source proximity sensor has been developed. The sensor is based on the principle of active illumination and triangulation: each time a light source is pulsed, the coordinates of the resulting spot of the light on a surface arc calculated. Two prototype proximity sensors have been built. The first was a very short range sensor with a precision of .07 mm and $1.5^{\circ}$ over a range of 40 mm to 50 mm . The second version has a range of 5 cm . These prototypes acquired data at a rate'exceeding 1000 points $/$ second.

The design of a new version of the proximity sensor was guided by a statistical analysis of the uncertainty in the measurement of position using a single light source and the measurement of surface orientation using several light sources. The analysis related the number of light sources needed to measure orientation within a specified accuracy to the distribution of light spots on a target surface. The new design is ${ }^{1}$ also intended to be a compact sensor for use on a robotic manipulator.

The previous prototypes focused beams of light from LEDs to illuminate a surface. Although this method is useful and inexpensive, to accurately measure the orientation and curvature of a curved surface the sensor will have to project narrower beams of light onto a surface. To achieve this capability the new version of the sensor uses fiber optic cable to generate points of light in the field of view of the sensor.

The features of this proximity sensor include its simple principle of operation and fast speed. The sensor chip which detects the spot of light on the target surface is an analog device which outputs the position of the centroid of a spot of light on its surface. Although the accuracy of any individual measurement of light spot position is limited by the distortion of a spot of light by a surface, and the noise and sensitivity of the sensor, we take advantage of the speed of the sensor and use multiple light sources to increase the overall accuracy of measurements. The geometrical arrangement of the light sources was guided by the statistical analysis to achieve the design specification for accuracy. Measurement of distance, surface orientation and surface curvature can exploit the geometrical redundancy of the device.
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Figure 1: The multi-light source proximity sensor uses a position sensitive analog light sensor and multiple rings of infra-red light sources. The light sources in this sketch of a basic sensor are focused towards a point on the optical axis.


Triangulation:
$\bar{p}_{0}$ : Center of the camera lens
$\bar{A}_{0}$ : Vector defining the line of sight "
$\bar{p}_{\mathrm{s}}$ : Location of light source
$\bar{A}_{s}$ : Direction of light source
$\overline{\mathrm{P}}$ : The chosen result of triangulation
$\bar{A}$ : A vector along the common normal

Figure 2: The coordinates of a spot of light on a target surface are calculated by triangulation. The direction of each light source beam is fixed. The sensor chip provides a line of sight towards the light spot. The location of $P$ is determined by solving the simultaneous linear equations:

$$
\begin{aligned}
& \left(\bar{P}-\bar{P}_{s}\right) \cdot\left(\bar{A}_{s} \times \bar{A}\right)=0 \\
& \left(\bar{P}-\bar{P}_{0}\right) \cdot\left(\bar{A}_{0} \times \bar{A}\right)=0 \\
& \left(\bar{P}-\bar{P}_{0}\right) \cdot \bar{A}=\lambda\left(\bar{P}-\bar{P}_{0}\right) \cdot \bar{A}
\end{aligned}
$$



Figure 3: In this second version of the proximity sensor three light sources are focused towards one point on the optical axis and three sources are focused towards a second point on the axis. As a result, this sensor can measure surface orientation throughout its linear range of 4 cm .

Error in measured distance


Figure 4: Figure 4(a) depicts the error in measured distance, and Figure $4(b)$ depicts the error in measured orientatation, as a function of the distance and orientation of the sensor with respect to a flat test surface.

## Error in measured orientation




Figure 5: As a flat surface perpendicular to the sensor is moved along the optical axis the light spots on the surface along the optical axis the individual trajectories. The sudden shift in the trajectory of light source number 5 occurs asthe light spot leaves the field of view.


Figure 6: The relative positions of the sensor chip,
the camera lens, and a light source.


Figure 7: The new proximity sensor is configured using multiple cones of light sources. The light beams are focused towards points along the optical axis.


Figure 8: The uncertainty in the measured angular orientaion of a flat surface facing the proximity sensor perpendicularly is graphed

