
NOTICE WARNING CONCERNING COPYRIGHT RESTRICTIONS: 
The copyright law of the United States (title 17, U.S. Code) governs the making 
of photocopies or other reproductions of copyrighted material. Any copying of this 
document without permission of its author may be prohibited by law. 



A Tutorial on Techniques and Appl icat ions 
for Natural Language Processing 

P h i l i p J . H a y e s and J a i m e G. C a r b o n e l l 

Carneg ie-Mel lon Universi ty 

17 Oc tobe r 1983 

This research was sponsored in part by the Defense Advanced Research Projects Agency (DOD), ARPA Order No. 3697, 
monitored by the Air Force Avionics Laboratory under contract F33615-81-K-1539, and in part by the Air Force Office of 
Scientific Research under Contract F49620-79-C-0143. The views and conclusions contained in this document are those of the 
authors and should not be interpreted as representing the official policies, either expressed or implied, of DARPA, the Air 
Force Office of Scientific Research or the US government. 

This report is a revised version of a set of notes originally prepared for the Natural Language Tutorial presented in 
conjunction with the Eighth International Joint Conference on Artificial Intelligence held in Karlsruhe, West Germany in August, 
1983. 



Conc lus ion 

Table of Contents 
1. In t roduct ion 

1.1. The nature of natural language process ing 
1.2. The basic prob lem of natura l language process ing 

2. Natural Language Analysis Techn iques 
2 . 1 . Pattern Match ing 
2.2. Syntact ica l ly-Dr iven Pars ing 

2 .2 .1 . Parse trees and context - f ree g rammars 
2.2.2. Trans format iona l g rammar 
2.2.3. Augmen ted t ransi t ion ne tworks 

2.3. Semant ic Grammars 
2.4. Case-Frame Instant iat ion 

2 .4 .1 . What are case f rames? 
2.4.2. Requ i red , opt ional , and fo rb idden cases 
2.4.3. Concep tua l Dependency 
2.4.4. Parsing into case f rames 

2.5. Robust Pars ing 
3. Dia logue Phenomena 

3 . 1 . Case-Frame Ell ipsis Reso lu t ion 
3.2. More complex phenomena 

3 .2 .1 . Goal -determinat ion in fe rence 
3.2.2. Soc ia l ro le const ra in ts 

4. Conc lus ion 



ii 

List of Figures 
F i g u r e 1 : Trans lat ion f rom a natura l l anguage ut terance into unamb iguous internal 4 

representat ion 
F i g u r e 2 : Parsing by pattern ma tch ing 7 
F igu re 3 : A parse tree for " t he rabbi t n ibb led the c a r r o t " 11 
F i g u r e 4 : Transformat iona l g rammar 13 
F i g u r e 5 : An example ATN 14 



1 

1 . Introduction 
Natural language commun ica t i on wi th compu te rs has long been a major goa l of Art i f ic ial 

Inte l l igence both for what it can tell us about in te l l igence in genera l and for its pract ica l uti l i ty — data 

bases, sof tware packages, and Al -based expert systems all requi re f lexible in ter faces to a g row ing 

commun i t y of users w h o are not able or d o not wish to c o m m u n i c a t e wi th compute rs in fo rmal , 

art i f ic ial c o m m a n d languages. Whereas many of the fundamenta l p rob lems of genera l natural 

language process ing (NLP) by mach ine remain to be so lved, the area has matured in recent years to 

the po in t whe re pract ica l natural language in ter faces to so f tware systems can be cons t ruc ted in many 

restr ic ted, bu t nevertheless usefu l , c i r cumstances . This tutor ia l is in tended to survey the cur ren t state 

of appl ied natural language process ing by present ing computa t iona l ly ef fect ive NLP techn iques , by 

discuss ing the range of capabi l i t ies these techn iques prov ide for NLP systems, and by d iscuss ing 

their cu r ren t l imitat ions. Fol lowing the in t roduc t ion , this documen t is d iv ided in to two major sect ions: 

the f i rst on language recogni t ion st rategies at the s ingle sen tence level, and the second on language 

process ing issues that arise dur ing in teract ive d ia logues . In both cases, we concen t ra te on those 

aspects of the p rob lem appropr ia te for in teract ive natura l language inter faces, but relate the 

techn iques and systems d iscussed to more genera l work on natura l language, independent of 

appl icat ion doma in . 

1.1. T h e n a t u r e o f n a t u r a l l a n g u a g e p r o c e s s i n g 

We def ine natural language process ing (NLP) to be : 

the fo rmula t ion and invest igat ion ofcomputationally effective 
mechan isms for communication t h rough natural language. 

To take the h igh l ighted phrases in reverse order, f irst the subject area dea ls w i th natural ly occu r r i ng 

human languages such as German, F rench , or Engl ish . Second ly , it is conce rned with the use of 

these languages for commun ica t i on , bo th commun i ca t i on be tween people, the purpose for w h i c h 

these languages evo lved, and commun i ca t i on be tween a person and a computer , a convenience 

wh ich is becom ing increasingly feasible and des i red , and wh i ch is the pr imary mot ivat ion for this 

tu tor ia l . JThirdly, natura l language process ing does not study natura l language commun ica t i on in an 

abst rac t way, bu t by devis ing mechan isms for per fo rming such commun ica t i on that are 

computa t iona l ly ef fect ive, i.e. can be tu rned into compute r p rograms that per fo rm or simulate the 

communicationA It is th is th i rd charac ter is t i c that sets the natura l language process ing subarea of 

Art i f ic ia l Inte l l igence, itself a subarea of Compu te r Sc ience , apart f rom t rad i t iona l l inguist ics and other 

disc ip l ines that s tudy natural language. 

In order to prov ide suf f ic ient contex t for readers with b a c k g r o u n d s in other d isc ip l ines and to help 

everyone ga in a c learer perspect ive on the nature of natural l anguage p rocess ing (hereinafter NLP), it 
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is wor thwh i le to examine the re lat ionship be tween NLP and two other c losely related d isc ip l ines : 

l inguist ics and cogn i t ive psycho logy. 

L inguis t ics is t radi t ional ly conce rned w i th fo rmal , genera l , s t ructura l mode ls of natural l anguage . 

L inguists, therefore, have tended to favor formal models wh i ch al low them to cap tu re as much as 

possib le the regular i t ies of language and to make the most appropr ia te l inguist ic genera l iza t ions. 

Litt le or no at tent ion was paid in the deve lopment of these models to their computa t iona l 

ef fect ivenessj ' That is, l inguist ic mode ls charac te r i ze the language itself, w i thou t regard to the 

mechan isms that p roduce it or dec ipher it. J A g o o d example , as we shall see later is Chomsk ian 

t ransformat iona l g rammar [ 2 1 , 22] , pe rhaps the best known of all l inguist ic models , wh i ch tu rns ou t to 

be unsui table as a basis for computa t iona l l y p rac t ica l language recogn i t ion (a l though see work by 

Petr ick [53]) . 

The goal of cogn i t i ve psycho logy on the o ther hand is no t to model the s t ruc tu re of language, bu t 

rather to model the use of language, and to do it in a psycho log ica l ly p lausib le way, where plausib i l i ty 

here is def ined by cor re la t ion w i th exper imenta l resul ts, especial ly t im ing s tud ies of l anguage 

unders tand ing tasks (see Anderson [3] for a g o o d examp le of the f lavor of this app roach ) . Th is is 

somewhat c loser to the spir i t of A l -based NLP in its emphas is on the use of l anguage in 

commun ica t i on , but aga in it is not of pr imary impor tance to the cogn i t i ve psycho log is t whe the r his 

models are computa t iona l ly ef fect ive. Moreover , t h e mode ls p roduced are not of ten ta rgeted at 

language unders tand ing per se, bu t at more genera l aspects of human cogn i t i on and memory 

organ iza t ion , wi th natural l anguage serv ing only as t he vehic le t h rough wh ich these related 

phenomena are s tud ied . 

In addi t ion to relat ing NLP to the s tudy of language in o ther d isc ip l ines, we shou ld point ou t a major 

d iv is ion that ar ises wi th in NLP itself. The d is t inc t ion is be tween general and app l ied natural l anguage 

process ing . One can th ink of genera l NLP as a way of tack l ing cogni t ive psycho logy f rom a c o m p u t e r 

sc ience v iewpoint . The goal is to make mode ls of human language use, and also to make t hem 

computa t iona l ly ef fect ive. The vehic les for th is k ind of wo rk are genera l s tory unders tand ing , as in 

the work of Charn iak [19] , S c h a n k [ 5 9 ] , Cu l l ing ford [25] , Carbone l l [9 ] , and others, and d ia logue 

mode l ing as in the work of Cohen and Perraul t [23 ] , Al len [1] , G r o s z [ 3 2 ] , S i d n e r [ 6 6 ] , and o thers . 

One of the most impor tan t lessons learnt f rom this wo rk is that genera l NLP requires a t r emendous 

amoun t of real -wor ld knowledge, and most of the work just c i ted is mainly c o n c e r n e d wi th the 

representat ion of such real-wor ld know ledge and its app l ica t ion to the unders tand ing of natura l 

language input. Unfor tunate ly , Al has not yet reached the stage where it can rout inely hand le the 

amoun t of know ledge requi red for these tasks, wi th the resul t that systems cons t ruc ted in this a rea 
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tend to be "p i l o t " systems wh ich demons t ra te the feasibi l i ty of a concep t or app roach , but d o not 

conta in a large e n o u g h know ledge base to make them work on more than a handfu l of carefu l ly 

selected example natural language passages or d ia logues. 

Appl ied natural language process ing , on the other hand , is not typical ly c o n c e r n e d wi th cogn i t i ve 

s imu la t ion , but rather wi th a l lowing peop le to c o m m u n i c a t e w i th mach ines t h rough natural language. 

The emphas is is pragmat ic . It is less impor tant in appl ied NLP whe ther the mach ine " u n d e r s t a n d s " 

its natural language input in a cogni t ive ly p lausib le way, than whe ther it responds to the input in a way 

helpfu l to the user and in a c c o r d a n c e wi th the desi res expressed in the input. Typica l app l ica t ions 

are data-base inter faces as in the work of H e n d r i x [ 4 1 ] , G r o s z [ 3 4 ] , Kaplan [44] , and others, and 

inter faces to expert systems, as in the work of B rown and Bur ton [6] , and Carbone l l (J . R.) [8 ] and 

Carbonel l (J. G.) et al [13] . Because such systems must opera te robust ly wi th real users, in add i t ion 

to actual ly process ing well fo rmed natural language, they must be conce rned wi th the de tec t ion and 

resolut ion of er rors and misunders tand ings by the user. 

In this tutor ia l , we concen t ra te mainly on app l ied NLP, s ince it is representat ive of what is cur rent ly 

pract ica l in natural language process ing . But, as we p roceed , a number of po in ts wil l ar ise that 

demonst ra te some of the techn iques and p rob lems of genera l NLP. 

1.2. T h e b a s i c p r o b l e m o f n a t u r a l l a n g u a g e p r o c e s s i n g 

If there is one word to descr ibe why NLP is ha rd , it is ambiguity. It ar ises in natura l l anguage in 

many di f ferent fo rms inc lud ing : 

• Syntact ic (or s t ructura l ) ambigui ty : 

John saw the Grand Canyon flying to New York 
Time flies like an arrow 

Is it John or the Grand Canyon do ing the f lying? The answer depends on the amb iguous 
syntact ic role of the word " f l y i n g " in th is example . Aga in , is t ime f ly ing, or are we ta lk ing 
about a spec ies of insect ca l led t ime fl ies in the second example . It depends whe ther 
" f l i es " is a noun or a ve rb . 1 

• Word Sense ambigu i ty : 

The man went to the bank to get some cash 
and jumped in 

Here the wo rd " b a n k " refers ei ther a reposi tory for money or the s ide of a r iver depend ing 
on the two di f ferent cont inuat ions . 

• Case 

Actually, the second example here has at least six different parsings. See if you can find them all. 
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He ran the mile in four minutes 
the Olympics 

Linguist ical ly , a " c a s e " refers to the relat ion be tween a centra l o rgan iz ing concep t , here 
an act of runn ing , and a subsid iary concep t , here t ime or locat ion. In bo th examples , the 
same prepos i t ion , " i n " , indicates the two qui te d i f ferent re lat ionships. 

• Referent ia l 

/ took the cake from the table and ate it. 
What was eaten, the cake or the table? The answer is " o b v i o u s " , but , i ndependent of 

real -wor ld knowledge , " i t " cou ld refer to ei ther one . 

• Literal ness 

Can you open the door? 
I feel cold. 

What are the cor rec t in terpretat ions here? There are some c i r cums tances when the first 
quest ion might be answered qui te reasonably " y e s " or " n o " , e.g. be fore set t ing off on a 
long journey to the p lace where the doo r is. On the other hand , it is easy to th ink of 
c i r cums tances where the speaker might be very unhappy w i th such a reply. Aga in , the 
second example might be a s tatement of fact or a request to c lose a w indow. The 
ambigui t ies here lie in whether to in terpret the u t te rance literally, or whe the r to treat it as 
an indirect speech act [64] , e.g. an impl ic i t request as in the examples above . 

Because of these and other k inds of ambigu i ty , the cent ra l p rob lem in NLP, and this is t rue for bo th 

the general and app l ied variety, is the t rans la t ion of t he potent ial ly amb iguous natura l language input 

into an unamb iguous i n t e rna l 2 representat ion, as sugges ted by F igure 1. 

n a t u r a l l a n g u a g e 

u t t e r a n c e 

i n t e r n a l 

r e p r e s e n t a t i o n 

"who i s t h e 
\ 

( (NAM EQ JOHN^F.KENNEDY 

c a p t a i n o f t h e ( ? COMMANDER)) 

K e n n e d y ? " 

F i g u r e 1: Trans lat ion f rom a natural l anguage ut terance in to unamb iguous internal representa t ion 

2. internal to the program doing the processing, that is. 
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The second layer of Figure 1 shows an example t rans lat ion of a natural l anguage database query 

into an express ion in a database query language - the one used by the LADDER [57] system for 

access to its da tabase of in format ion about U.S. Navy ships. Note how a potent ia l ly amb iguous word 

such as " K e n n e d y " is resolved into the internal name, J O H N # F.KENNEDY, of a speci f ic sh ip, or 

" c a p t a i n " is resolved into the name, COMMANDER, of a f ield of the relat ional database concep tua l l y 

under ly ing the LADDER system. The spec i f ic internal representat ion used here is, of course , h ighly 

specia l ized. In genera l , there is no common ly agreed s tandard for internal representat ions, and 

di f ferent types are useful for d i f ferent purposes , a part ial list inc ludes: 

• express ions in a database query language (for DB access) 

• parse t rees wi th word sense terminal nodes (for mach ine t ranslat ion) 

• lisp express ions (most of ten for exper t system requests) 

• case f rame instant iat ions (for a var iety of appl icat ions) 

• concep tua l dependency (for s tory unders tand ing) 

In genera l NLP, t rans lat ion of an u t te rance into an unamb iguous internal representat ion can requ i re 

in ference based a potent ia l ly u n b o u n d e d set of rea l -wor ld knowledge . Consider , for instance: 

Jack took the bread from the supermarket shelf, paid for it, and left. 

Coming up wi th an unamb iguous representa t ion for th is requi res answers to s u c h quest ions as: 

What did Jack pay for? (the referent of " i t " ) 

What did Jack leave? (the el l ipsed object of " le f t " ) 

and possibly even: 

Did Jack have the bread with him when he left? 

To answer these quest ions, in format ion on supermarkets , buy ing and se l l ing, and other rea l -wor ld 

top ics is requ i red. As ment ioned above, Al know ledge representat ion techn iques have not yet 

deve loped to the s tage where they can handle at an acceptab le level of e f f ic iency the large quant i t ies 

of such know ledge requi red to do a comp le te job of unders tand ing a large variety of top ics . 

Moreover , even if the know ledge cou ld be represented, unreso lved prob lems in in ference techn iques 

remain a barr ier to apply ing the cor rec t know ledge to the input in order to p roduce the des i red 

unamb iguous internal representa t ion . The result is that cur ren t genera l NLP systems are 

demonst ra t ion systems that operate wi th a very smal l amoun t of carefu l ly handcra f ted know ledge , 

speci f ica l ly des igned to enable the process ing of a smal l set of example inputs .^ The main po in t of 

such systems is to invest igate the feasibi l i ty of cer ta in in ference or know ledge representa t ion 

techn iques , rather than to achieve b road coverage in the natural l anguage process ing they per fo rm. 
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Appl ied NLP systems potent ial ly face exact ly the same prob lem, but they f inesse it by tak ing 

advantage of cer ta in character is t ics of the highly l imited doma ins in wh ich they opera te . Suppose the 

input : 

How many terminals are there in the order? 

was addressed to an expert system that ac ted as a c o m p u t e r sa lesman's assistant. Such a system 

need not cons ider many of the potent ia l ambigu i t ies lurk ing in th is example. The wo rd " t e rm ina l s " , 

for instance, can be assumed to refer to compu te r te rmina ls , rather than a i rpor t terminals or terminal 

values of a mathemat ica l series. Also, assuming the system processes one sales order at a t ime, " the 

o rde r " can be assumed to refer to the cur ren t order w i thou t cons ider ing any others. In genera l , the 

techn ique is to pre-make as many in ferences as poss ib le in a way appropr ia te to the task at hand . For 

su i table tasks in many restr ic ted doma ins , this has been used very successfu l ly to reduce the amoun t 

of know ledge that must be represented and the number of in ferences that must be made to 

manageab le p ropor t ions . 

By restr ic t ing the natural language deal t wi th by an in ter face to tha t requi red to hand le a l imi ted task 

in a l imited doma in , it is thus possib le to cons t ruc t pe r fo rmance systems capab le of useful natura l 

language commun ica t i on , and this represents the cur ren t s ta te of t he art in prac t ica l natura l language 

process ing . Clearly, this is far f rom sat is factory , s ince in par t icu lar , each task and doma in that are 

tack led requi re carefu l preanalysis so that the requ i red in ferences can be p re -encoded in the system, 

thus making it d i f f icul t to t ransfer success fu l natura l language in ter faces f rom one task to another . 

Some research (e.g. [34]) is being c o n d u c t e d to improve the portabi l i ty of cu r ren t in ter faces, but unt i l 

the prob lem of p re -encod ing in ferences is so lved in a more genera l way, the por tabi l i ty issue wi l l be 

the one that most h inders the w idespread use of natura l language in ter faces. 

2 . Natural Language Analysis Techniques 
In this sec t ion , w e examine in some detai l several of t h e more c o m m o n techn iques for natura l 

language analysis, i.e. for t rans lat ing natura l l anguage u t terances into a un ique internal 

representa t ion. Vir tual ly ail natura l l anguage analysis systems can be c lassi f ied into one of the 

fo l lowing categor ies : 

• Pattern match ing (e.g. ELIZA [72] , PARRY [51]) 

• Syntact ica l ly-dr iven pars ing (e.g. ATNs [75]) 

• Semant ic g rammars (e.g. LIFER [41] , SOPHIE [6]) 

• Case f rame instant iat ion (e.g. ELI [55]) 

• Wai t and see (e.g. Marcus [48]) 
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• Word expert (e.g. Smal l [68]) 

• Connect ion is t (e.g. Small [69]) 

• Sk imming (e.g. FRUMP [26] , IPP [63]) 

The examples prov ided wi th each ca tegory are the names of language analysis systems fo l lowing that 

app roach , or the names of bui lders of such systems. Of these categor ies , the first f ou r represent the 

bulk of the language analysis systems already cons t ruc ted , and are the only ones we will cover in 

detai l . The reader is encouraged to fo l low up the re ferences prov ided for fur ther deta i ls of the other 

methods. 

2 . 1 . P a t t e r n M a t c h i n g 

The essence of the pattern match ing app roach to natura l language analysis is to interpret input 

u t terances as a who le , rather than bu i ld ing up their in terpretat ion by comb in ing the s t ructure and 

meaning of words or other lower- level const i tuents . The approach is thus wholistic rather than 

constructive. Wi th th is app roach , the in terpretat ions are ob ta ined by match ing pat terns of words 

against the input u t terance. Assoc iated wi th each pat tern is an in terpre ta t ion , so that the der ived 

interpretat ion is the one at tached to the pat tern that ma tched . In the s implest case, th is a r rangement 

is s imply a list of co r respondences between equ iva lence classes of u t terances (the ones that match a 

given pattern) and in terpretat ions (the ones assoc ia ted wi th each pattern). In more sophis t ica ted 

var iat ions of the app roach , pat terns may involve higher- level const i tuents or semant ic e lements, so 

that some aspects of the in terpretat ion may b e c o m e cons t ruc t i ve , but the basic f lavor of the a p p r o a c h 

still remains to go as d i rect ly as possib le f rom the input u t te rance to the in terpreta t ion as sugges ted 

by Figure 2. 

n a t u r a l l a n g u a g e 

u t t e r a n c e 

p a t t e r n - m a t c h 

) i n t e r p r e t a t i o n 
n a t u r a l l a n g u a g e 

u t t e r a n c e 
i n t e r p r e t a t i o n 

Figure 2: Pars ing by pat tern match ing 

One of the s implest and earl iest examples of pat tern match ing pars ing was the ELIZA system of 

We izenbaum [72] . This system demons t ra ted how a very s imple mechan ism in the fo rm of a compu te r 

p rogram was able to mimic apparent ly intel l igent behavior . The care fu l ly se lec ted task of ELIZA was 



8 Pattern Match ing 

to s imulate a Roger ian psycholog is t as he in terv iewed a pat ient. The style of this schoo l of 

psycho logy a l lowed ELIZA to unders tand vir tual ly no th ing of what was said and sti l l , in many cases, 

come up wi th conv inc ing repl ies. ELIZA d id not cons t ruc t an internal representa t ion of its input as 

s u c h , but instead went d i rect ly f rom the input to its reply, wh i ch cou ld there fore be though t of as the 

" i n te rp re ta t i on " of the input. The input was matched by a smal l set of s ingle- level pat terns, each of 

wh i ch was assoc ia ted wi th several repl ies. The first pat tern found to match an input led to a se lected 

reply f rom the assoc ia ted set; if a pat tern matched again on a subsequent input , the next reply was 

g iven. Var iables in the pat terns wh ich wou ld match any sequence of words whatsoever a l lowed text 

f rom the input to be incorpora ted into the reply. Example pat terns and co r respond ing repl ies wi th 

var iables represented by 'X' and 'Y' inc lude: 

X a lways Y Can you th ink of a spec i f ic example? 

When? 

Really, always? 

X you Y me Why do you th ink I Y you? 

You l ike to th ink I Y y o u , d o n ' t you . 

Suppose that I d id Y you . What wou ld that mean? 

These wou ld a l low ELIZA (E) conduc t the fo l low ing d ia logue wi th a pat ient (P): 

P: People always stare at me matches first pattern 
E: Can you think of a specific example? 
P: For instance you keep Staring at me matches second pattern with Y matching "keep staring at" 
E: Why do you think I keep staring at you 

first reply for second pattern with appropriate substitution for Y 
P: Because you hate me second pattern again with Y matching "hate" 
E: You like to think I hate you, don't you. next (second) reply for second pattern 

The s impl ic i ty of the match ing and reply genera t ion meant that not all conversa t ions wi th ELIZA went 

as smooth ly as th is, but there are several anecdo tes about peop le be ing foo led into th ink ing they were 

ta lk ing to a real psycholog is t . 

ELIZA cou ld ach ieve its results w i th such a low level of analysis only by ignor ing most of wha t was 

said to it. To make more comple te analyses of the input us ing the same techn iques wou ld requ i re far 

too many pat terns - in the ext reme, one pat tern for every poss ib le u t te rance. Moreover , many of these 

pat terns wou ld con ta in c o m m o n sube lements because they ment ioned the same ob jec ts or had the 

same concep ts a r ranged wi th sl ight ly d i f ferent syntax. In order to resolve these prob lems w i th in the 

pat tern match ing app roach , h ierarch ica l pat tern ma tch ing methods have been deve loped in w h i c h 

some pat terns match only part of the input and rep lace that part by some canon ica l result . Other 

h igher- level pat terns can then match on these canon ica l e lements in a simi lar way, unti l a top- level 

pat tern is able to match the canon ica l i zed input as a who le acco rd ing to the s tandard pat tern 
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match ing parad igm. In this way, simi lar parts of d i f ferent u t te rances can be matched by the same 

patterns and the total number of pat terns is much reduced and made more manageab le . 

The best known example of h ierarch ica l pat tern match ing is the PARRY system of Colby [24, 51] . 

Like ELIZA, this p rogram operates in a psycho log ica l doma in , but models a parano id pat ient rather 

than a psychologis t . Using the t radi t ional pat tern match ing parad igm, PARRY interprets its input 

ut terances as a who le by match ing them against a set of about 2000 genera l pat terns. The internal 

representat ion into wh i ch the input is t rans fo rmed is a set of updates to a s imple mode l of the 

paranoid pat ient 's mental state, plus a representat ion of any factual con ten t of the input. Repl ies are 

generated f rom the updated paranoid mode l , p lus the factual content . However, before the genera l 

pat terns are app l ied, PARRY massages its input t h rough a ser ies of e ight canon ica l i z ing s teps, most 

of wh i ch are based on local ized pat tern match ing . Examples of these s teps inc lude: 

• canon ica l i z ing r igid id ioms ( "have it in f o r " -> " h a t e " ) * 

• noun phrase bracket ing using an ATN (see Sect ion 2.2.3) 

• canon ica l iz ing f lexible id ioms ( " lend [•] a h a n d " -> "he lp [ ] " ) 

• c lause spl i t t ing ("I th ink you need h e l p " -> "( I th ink) (you need he lp ) " ) 

Using rules of th is fo rm, an input such as: 

Do you have it in for me? I want to lend you a hand. 

can be canon ica l i zed into a form simi lar to : 

(YOU HATE ME) + INTERROGATIVE'? 
( I WANT) ( I HELP YOU) 

and an appropr ia te reply generated by match ing against Parry 's 2000 genera l pat terns. 

As wel l as ma tch ing pat terns of wo rds , it is a lso poss ib le to analyze natura l language input by 

match ing pat terns of semant ic e lements, w i th potent ia l ly very power fu l resul ts as s h o w n by the 

mach ine t rans lat ion system of Wi lks [73] . The goa l of th is system was to t rans late Engl ish input into 

French output . To do this it f irst analyzed its Engl ish input into an internal mean ing representa t ion 

f rom wh i ch it cou ld genera te the F rench . Th is analys is was per fo rmed by match ing the input against 

a very genera l set of pat terns such as: 

(MAN FORCE MAN) 

wh ich matches all events in wh ich a person compe ls ano ther person to d o someth ing . Other genera l 

pat terns involved people do ing th ings to ob jec ts , ob jec ts be ing in cer ta in states, etc.. To a l low 

matches against these pat terns, Wi lks represented word senses as fo rmu las of the same semant ic 

pr imit ives as appeared in the patterns, so for ins tance, " i n t e r roga te " was: 

((MAN SUBJ) ((MAN OBJE) (TELL FORCE))) 
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i.e. a person fo rc ing another person to tel l someth ing , and " c r o o k " was one of the two fo l low ing 

possibi l i t ies: 

((((NOTGOOD ACT) OBJE) DO) (SUBJ MAN)) 

((((((THIS BEAST) OBJE) FORCE) (SUBJ MAN)) POSS) (LINE THING)) 

i.e. a person who does bad th ings, or a long thin th ing that a person uses to fo rce animals (normal ly 

sheep) to do someth ing . As wel l as p rov id ing an in terpretat ion of the input , the p rocess of ma tch ing 

these formulas against the general pat terns also a l lowed wo rd senses to be d i samb igua ted . S o 

The policeman interrogated the crook 

is analyzed by match ing it against the (MAN FORCE MAN) pat tern , and th is also choose the bad 

person sense of c rook because it ma tches the second MAN of th is pa t te rn . There is also a 

(MAN FORCE THING) pat tern, but this does not match as wel l because the fo rmu la for " i n t e r r oga te " 

speci f ies MAN for its object . Note that the not ion of degree of match is present in this sys tem. As w e 

will see later in Sect ion 2.5, this idea makes pars ing by pat tern match ing cons iderab ly more power fu l , 

especial ly when the input con ta ins grammat ica l er rors . 

To summar ize this sect ion on pars ing by pat tern match ing , the basic pa rad igm is to recogn ize input 

u t terances as a who le by match ing them against pat terns of words , w i ldcards , a n d / o r semant ic 

pr imit ives. The result of the match is the in terpretat ion of the u t terance. Unless a very sha l low level of 

analysis is acceptab le , the number of pat terns requi red is too large, even for rest r ic ted doma ins . This 

prob lem can be ove rcome by h ierarch ica l pat tern match ing in wh i ch the input is gradua l ly 

canonica l ized t h rough pattern match ing against subphrases . T h e number of pat terns can also be 

reduced by match ing wi th semant ic pr imi t ives instead of wo rds . 

2.2. S y n t a c t i c a l l y - D r i v e n Pars ing 

Syntax deals wi th the ways that wo rds c a n fit toge ther to fo rm higher- level uni ts s u c h as phrases, 

c lauses, and sentences. Syntact ica l ly -dr iven pars ing is, there fo re , natural ly cons t ruc t i ve , i.e. the 

in terpretat ions of larger g roups of w o r d s are bu i l t up out of the in terpreta t ions of their syn tac t i c 

const i tuent words or phrases. In this sense, it is just t he oppos i te of pat tern ma tch ing in w h i c h the 

emphasis is on in terpretat ion of the input as a who le . The most natura l way for syntac t ica l ly -dr iven 

pars ing to operate is to cons t ruc t a comp le te syntact ic analysis of the input u t te rance first, and only 

then to cons t ruc t the internal representat ion or in terpre ta t ion. As we wil l see, this leads to 

cons iderab le inef f ic iency, and more recent syntact ica l ly -dr iven app roaches have t r ied to in termix 

pars ing and in terpretat ion. 
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2 .2 .1 . P a r s e t r e e s a n d c o n t e x t - f r e e g r a m m a r s 

t h e r a b b i t n i b b l e d t h e c a r r o t 

Figure 3 : A parse t ree for " t h e rabbi t n ibb led the c a r r o t " 

The most c o m m o n form of syntact ic analysis is known as a parse tree. F igure 3 shows a parse t ree 

for the sentence: 

The rabbit nibbled the carrot. 

The tree shows that the sen tence is c o m p o s e d of a noun phrase (subject) and a verb phrase 

(predicate) . The noun phrase consis ts of a de terminer (the) fo l lowed by a n o u n (rabbit) , wh i le the 

verb phrase consis ts of a verb (nibbled) fo l lowed by another noun phrase (the d i rect object ) , w h o s e 

determiner is " t h e " and whose noun is " c a r r o t " . 

Syntact ic analyses are obta ined by appl icat ion of a grammar that de te rmines what sen tences are 

legal in the language being parsed. The method of app ly ing the g rammar to the input is ca l led a 

parsing mechanism or parsing algorithm. A very s imple style of g rammar is cal led a context-free^ 

grammar, wh i ch cons is ts of rewr i te rules of the fo l lowing fo rm: 

S -> NP VP 

NP -> DET N | DET ADJ N 
VP -> V NP 
DET -> the 
ADJ -> big | g reen 
N -> rabbi t | rabbi ts | car ro t 
V -> n ibb led | n ibbled | n ibble 

As th is example shows , context - f ree g rammars have the advantage of be ing s imple to def ine. They 

context-free because the symbol on the left-hand side of a rewrite rule may be replaced by the symbol on the right hand 
side regardless of the context in which the left-hand side symbol appears. 
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have been widely used for compu te r languages, and highly eff ic ient pars ing mechan isms [27] have 

been deve loped to apply them to their input. However , they also suffer f rom some severe 

d isadvantages. It shou ld be clear that the above contex t - f ree g rammar accoun ts for the parse shown 

in F igure 3; rewr i te rules co r respond d i rect ly to b i fu rca t ions in that t ree. Whi le accoun t i ng for that 

and several o ther g o o d sentences, the g rammar also a l lows several bad ones, such as: 

The rabbits nibbles the carrot 

The prob lem here is that the context - f ree nature of the g rammar does not a l low agreements such as 

the one requi red in Engl ish between sub jec t and object . To en force such an agreement , w e wou ld 

have to have two comple te ly paral lel g rammars , one for s ingular sen tences and the other fo r p lura l . 

Moreover , a g rammar wh ich also a l lowed passive sentences such as: 

The carrot was nibbled by the rabbit 

wou ld have to have another complete ly d i f ferent set of rules, even though the passive and t he act ive 

forms of the same sen tence have a c lear syntact ic re la t ion, not to ment ion semant ic equ iva lence . 

These dup l i ca t ions are mul t ip l icat ive rather than addi t ive, leading to exponent ia l g r o w t h in the 

number of the g rammar rules. Thus in te rms of the number of ru les invo lved, and in terms of be ing 

unable to cap ture related phenomena by related rules, context - f ree g rammars turn ou t to be qu i te 

unsui tab le for natura l language ana lys is . 4 

There is one more point to be made w i th this example , one not speci f ic to contex t - f ree g rammars , 

but a ser ious p rob lem for all syntact ica l ly-dr iven pars ing . The above g rammar also a l lows: 

The rabbit was nibbled by the carrot. 

This is an example of a sentence that is per fect ly good syntact ical ly , bu t makes no sense at al l . For 

ut terances that are amb iguous syntact ica l ly (and for more comprehens i ve g rammars , syntac t ic 

ambigu i ty is very c o m m o n ) , such a c c e p t a n c e of nonsens ica l in terpreta t ions can lead to t h e h ighly 

inef f ic ient genera t ion of mul t ip le parses, on ly one of w h i c h has a reasonab le t rans la t ion into the f inal 

internal semant ic representa t ion . 

2.2.2. T r a n s f o r m a t i o n a l g r a m m a r 

The p rob lems ment ioned above as spec i f ic to contex t - f ree g rammars were tack led by l inguists, in 

par t icu lar Chomsky [ 21 ,22 ] th rough Transformat iona l Grammar. As shown in F igure 4, their answer 

was to add another type of rule to a contex t - f ree grammar. Space proh ib i ts a ful l example here, bu t 

the basic idea was to use the con tex t f ree g rammar to generate a parse t ree just as be fore , but add 

Although recent work by Gazdar [30] and others has shown that these problems of exponential rule growth can 
substantially be resolved with relatively minor extensions to the context-free formalism, and in particular without going to the 
transformational framework discussed below, the computational tractability of generalized phrase structure grammar, as the 
extended formalism is called, has yet to be determined. 
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S 
c o n t e x t - f r e e b a s e 

c o m p o n e n t 

t r e e s u r f a c e 

. s t r u c t u r e g rammar 

b a s e 

c o m p o n e n t t r a n s f o r m a t i o n s 

s u r f a c e 

. s t r u c t u r e 

F i g u r e 4 : T rans fo rmat iona l g rammar 

onto it cer ta in tags, such as one for a plural sen tence. The set of t rans fo rmat ions on the parse t ree 

wou ld then rearrange th ings so that the p lura lness was t ransmi t ted to all parts of the tree c o n c e r n e d 

and the required agreements cou ld be en fo rced . The t rans fo rmat ions that en fo rced agreements were 

cal led obligatory transformations. A second c lass of optional transformations was used to cap tu re 

the re lat ions be tween, for instance, act ive and passive sentences ; the act ive and passive vers ions of 

the same sen tence had the same representa t ion in the base componen t p r o d u c e d by the contex t - f ree 

grammar, bu t the passive vers ion was the result of app ly ing an ext ra opt ional t rans format ion . 

Trans format ions are context -sensi t ive rules that map a parse t ree into a related parse tree. 

Whi le t ransformat iona l g rammar d id a m u c h better j ob of accoun t i ng for the regular i t ies of natura l 

l a n g u a g e 5 than context - f ree grammar, f rom the po in t of v iew of compu ta t i ona l ef fect iveness it was 

m u c h worse . As the above descr ip t ion impl ied , it was set up as a genera t ive mode l , i.e. it to ld you how 

to p roduce a sentence star t ing f rom the symbol 'S ' . Runn ing the mode l in reverse to do sen tence 

analysis tu rned out to be a computa t iona l n igh tmare , largely because t rans format ions opera te on 

t rees, not s t r ings of words , and so are h ighly non-determin is t ic when run backwards . For ins tance, 

the "equ i -NP de le t i on " t ransformat ion deletes w i thou t t race the second occu r rence of a co-

referent ia l noun phrase in certa in s t ruc tures , and it is imposs ib le to run a de le t ion backwards if there 

is no c lue as to what was de le ted. Consequent ly , a l though some at tempts have been made 

(e.g. Petr ick [53]), parsers based on t rans format iona l g rammar have not p layed a major role in natura l 

language p rocess ing . 

2 . 2 . 3 . A u g m e n t e d t rans i t ion n e t w o r k s 

Largely in response to the prob lems of t rans format iona l g rammar , Bob row and Fraser [4] p roposed 

and W o o d s [75] subsequent ly deve loped a me thod of express ing a syn tac t ic g rammar that was 

computa t iona l l y t rac tab le and yet sti l l cou ld cap tu re l inguist ic genera l iza t ions in a conc i se way, in 

many cases more conc ise ly than t rans format iona l g rammar itself. The fo rmal ism Woods deve loped 

was k n o w n as an augmented t ransi t ion ne twork or ATN. It cons is ted of a recurs ive t ransi t ion ne twork 

Although, significantly, a complete transformational grammar of English has never been produced. 
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V by 

NP NP 

F i g u r e 5 : An examp le ATN 

( formal ly equiva lent in expressive power to a contex t - f ree g rammar ) , augmented by a set of tests t o be 

sat isf ied before an arc was t raversed and a set of registers that cou ld be used to save in termedia te 

results or g lobal s tate. An examp le ATN Is s h o w n in F igure 5. The network recogn izes s imp le 

sen tences wi th just a subject , verb and d i rec t ob ject in all comb ina t ions of act ive, passive, dec lara t ive , 

and interrogat ive. T h e symbols a t tached to the arcs show what cons t i tuen t must be recogn ized to 

t raverse the arc ; AUX is an auxi l iary verb (l ike " i s " or " h a v e " ) ; NP is a noun phrase wh i ch is de f ined 

by another ne twork in the same formal ism as th is o n e ; V is a verb ; a n d by is the w o r d " b y " . The 

numbers on the arcs serve as ind ices into the fo l lowing tab le wh i ch list the tests that must be t rue to 

t raverse the a rcs and the act ion that must be per fo rmed as t h e arc is t raversed. 

TEST 

3 

4 

5 

6 

7 

8 

(agrees * V) 

(agrees SUBJ *) 

(AND (GETF PPRT) ( = V ' B E ) ) 

(TRANS V) 

AGFLAG 

T 

PREDICATE 
(SETR V • ) 
(SETR TYPE 'QUESTION) 

(SETR SUBJ •) 

(SETR TYPE 'DECLARATIVE) 

(SETR S U B J *) 

(SETR V *) 

(SETR O B J SUBJ) 
(SETR V *) 
(SETR A G F L A G T) 
(SETR SUBJ 'SOMEONE) 

(SETR O B J *) 

(SETR A G F L A G FALSE) 

(SETR SUBJ *) 

In this Lisp- l ike no ta t ion , " * " refers to the cons t i tuen t just parsed, and SETR sets a register, whose 

name is speci f ied by its f irst a rgument , to the va lue of its s e c o n d argument . A conc re te examp le of 
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the network in opera t ion wil l make this c learer . Suppose we wanted to parse: 

The rabbit nibbled the carrot. 

. We star t at the lef tmost node in the* g raph , and at the left of the sen tence . T w o arcs lead f rom that 

node, but only arc 2 is appl icable s ince in the input we are not look ing at the auxi l iary verb requ i red by 

arc 1, but are look ing at a noun phrase, " the rabb i t " , as requ i red by arc 2. We can see f rom the table 

that a rc 2 has no addi t ional test ( ind icated by T), so we t raverse that l ink set t ing the SUBJ register to 

the t h i ng just parsed, viz. " t he rabb i t " , and the TYPE register to DECLARATIVE. W e are now at a 

node w i th only one arc, arc 3, and that arc requires a verb. Fortunately, w e are now look ing at 

" n i b b l e d " in the input, so we can try to t raverse it. Arc 3 has an addi t ional test requ i r ing that *, i.e. the 

verb, agrees wi th what is in the sub jec t register; th is is the way agreements are en forced in an ATN. 

In our case, the agreement is cor rec t and w e can t raverse the arc, set t ing the V register to the verb. 

The n o d e we get to now has a line t h rough it, ind icat ing that this can be t h e end of the parse prov id ing 

that t he re is no input left to consume, so " T h e rabbi t n ibb led . " w o u l d be accep ted here. In our 

example , there is another noun phrase, " t he c a r r o t " , and so w e fo l low arc 6, w h o s e test requi res the 

verb in the V register be transi t ive, wh i ch " n i b b l e d " is. So we end up at another terminal node w i th no 

fur ther input, and so the parse is comp le ted successfu l ly . The result of t he parse is the set t ing of the 

four registers: SUBJ, TYPE, V, and OBJ , and these can be comb ined into a t ree or whatever 

representat ion is des i red . 

A mo re interest ing use of registers can be seen f r om the example : 

The carrot was nibbled by the rabbit. 

To parse the f irst th ree words , we t raverse arcs 2 and 3 much as before, wi th t h e d i f fe rence that now 

" the ca r ro t " is in SUBJ and " w a s " is in V. Now w e canno t take arc 6 because we are only up to 

" n i b b l e d " in the input, but we can take arc 5 because " n i b b l e d " is a verb . T h e test on arc 5 also 

requ i res " n i b b l e d " to be a past par t ic ip le , wh i ch it is, and the contents, of V t o be " b e " , and s ince 

" w a s " is a fo rm of t he verb to be, the test is sat is f ied. The act ion on arc 5 is in terest ing; it puts the 

con ten ts of t he SUBJ register in t he OBJ register, overwr i tes the verb register w i t h the past par t ic ip le 

verb, sets a f lag to t rue, and puts a p laceho lder " s o m e o n e " in the SUBJ register. This co r responds to 

recogn iz ing that the sen tence is in passive fo rm, and in our case makes " the c a r r o t " the ob jec t and 

" n i b b l e d " the verb. Now w e reach " b y " in the input and so can fo l low a rc 7, wh i ch just requi res the 

passive flag to be set; its only ac t ion is to tu rn this f lag off, so that t he arc canno t be t raversed aga in . 

Final ly, we get back to the terminal node via arc 8 wh i ch puts " t h e rabb i t " in the SUBJ register. Note 

that t h e result of this parse is the same as the result of the first example. Now t ry yoursel f to fo l low the 

parses of: 

Did the rabbit nibble the carrot? 
Was the carrot nibbled by the rabbit? 
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These brief examples shou ld give you some idea of the power of an ATN and of how its tests and 

registers can be used to cap tu re the regular i t ies of language in a conc ise and e legant way. Very la rge 

ATN grammars of several hundred nodes [76] have been deve loped that cap tu re large sub jec ts of 

Engl ish. However, ATNs also have several d isadvantages: 

• c o m p l e x i t y a n d n o n - m o d u l a r i t y : As the coverage of an ATN increases, so does its 
s t ructura l complex i ty . It becomes ext remely d i f f icu l t to modi fy or augmen t an exist ing 
ATN wi thout caus ing large numbers of un fo reseen s ide-ef fects. For ins tance, if ano ther 
ou tgo ing arc is added to a node wi th a large n u m b e r 6 i ncom ing arcs in order to hand le an 
addi t ional type of phrase that is a val id con t inua t ion of the parse represented by one of 
the incoming aros, it cou ld to lead spur ious and incor rec t parses w h e n the node is 
reached via a d i f ferent incoming arc. 

• f r a g i l i t y : The cur ren t pos i t ion in the ne twork is a very impor tant p iece of s tate 
in format ion for the operat ion of an ATN. If an input shou ld be s l ight ly ungrammat i ca l , 
even by a s ing le w o r d , it is very hard to f ind the appropr ia te state to j u m p to that w o u l d 
enable the parse to cont inue, t h o u g h see the work by Kwasny and Sondhe imer [47] and 
Weischede l and Black [71] on dea l ing w i th such ext ra-grammat ica l i ty and the work on 
is land-dr iven ATN parsing for speech input by Bates [77 ] . 

• i n e f f i c i e n c y t h r o u g h b a c k t r a c k i n g s e a r c h : A l though the above examples are not 
complex enough to show it, the task of t ravers ing an A T N is in genera l non-determin is t ic 
and requires search . The natural way to search an ATN is t h rough back t rack ing . 
Because in termedia te fai lures are not remembered in such a search , major inef f ic ienc ies 
can result t h rough repet i t ion of the same subparses arr ived at t h rough d i f ferent paths 
th rough the ne twork . Chart pars ing techn iques [ 4 3 , 4 5 , 29] we re des igned as al ternat ives 
to ATNs prec ise ly t o avoid these inef f ic ienc ies. 

• i n e f f i c i e n c y t h r o u g h m e a n i n g l e s s p a r s e s : Normal ly the g rammar of an ATN is purely 
syntact ic and a complete syntact ic parse is p roduced before any semant ic in terpretat ion 
is pe r fo rmed. In tha t s i tuat ion, many spur ious meaning less parses can be p r o d u c e d , 
especial ly if t he grammar is large and comprehens ive . To comba t this, recent parsers [5] 
in the ATN t rad i t ion have tr ied to in terpret each const i tuent as it was p r o d u c e d , t hus 
prevent ing comp le te parses based on cons t i tuen ts that cou ld be p red ic ted to be 
nonsens ica l . 

See [ 37 ,39 ] for more d iscuss ion on the relat ive advantages a n d d isadvantages of ATNs. 

2 . 3 . S e m a n t i c G r a m m a r s 

Language analysis based on semant ic g rammars is jus t l ike syntact ica l ly -dr iven pars ing excep t tha t 

in semant ic g rammars the categor ies used are def ined semant ica l ly as wel l as or instead of 

syntact ical ly . Thus instead of the ca tegory ' noun phrase ' in a syntact ic g rammar , a semant ic 

grammar might have the category, 'descr ip t ion of a sh ip ' , w h i c h is syntact ica l ly a lways a n o u n phrase , 

but has addi t ional s t rong semant ic const ra in ts . Semant ic g rammars were invented by Bur ton [7] for 

'ten or more is not uncommon in large realistic grammars 
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use in SOPHIE [6] , a computer -a ided ins t ruc t ion system for e lec t ron ic c i rcu i t d e b u g g i n g , to deal wi th 

the p rob lems of inef f ic iency due to the genera t ion of syntact ica l ly cor rec t , bu t meaning less, parses 

ment ioned above for ATN-based syntact ic g rammars . ' The goa l was to e l iminate the p roduc t i on of 

mean ing less parses by set t ing up the g rammar so that on ly meaningfu l parses cou ld be produced). To 

do th is , it w a s necessary to categor ize all t he ob jec ts and act ions that the SOPHIE system needed to 

parse to c o n d u c t a conversat ion in its doma in of e lec t ron ic c i rcu i t ry , and then to cons t ruc t the 

g rammar so that, for instance, only a descr ip t ion of a sw i tch cou ld be the ob jec t of a " c l o s e " ac t ion . 

This techn ique , wh i le reta in ing the fragi l i ty of an ATN, wo rked wel l to reduce pars ing inef f ic iency. 

Because the relevant semant ic categor ies were avai lable at parse t ime, it a lso a l lowed semant ic 

in terpretat ion to p roceed as the parse un fo lded. However, the techn ique on ly works proper ly in 

restr ic ted doma ins , like the one ment ioned above, in wh i ch all ob jec ts and their re lat ions can be 

ca tegor ized in advance, a l lowing a g rammar to be bui l t a round the poss ib le semant ic relations.) 

Semant ic g rammars are thus a techn ique useful only for appl ied natural l anguage process ing , not for 

genera l NLP. 

For an example of how semant ic g rammars can be used , cons ider the fo l low ing grammar def in i t ion 

in the formal ism used by LIFER, a system for bu i ld ing semant ic g rammars deve loped by Hendr ix [41] . 
S - > <present> the <attr ibute> o f <ship> 
<present> -> what is | [can y o u ] t e l l me 
<attr ibute> -> length | beam | class 
<ship> -> the <shipname> | <classname> class ship 
<shipname> -> kennedy | enterprise 
<classname> -> k i t t y hawk | la fayet te 

An expanded version of this g rammar was used for access to a da tabase of in format ion abou t US 

Navy ships in the LADDER [57] system, and even the above vers ion is capab le of recogn iz ing such 

inputs as: 

What is the length of the Kennedy? 
Can you tell me the class of the Enterprise? 

What is the length of Kitty Hawk class ships? 

Since the def in i t ions used by LIFER are simi lar to those used for contex t - f ree g rammars , the reader 

shou ld have no di f f icul ty in seeing how these inputs cou ld be recogn ized by t h e above grammar . In 

addi t ion to def in ing a grammar, LIFER also a l lowed an in ter face bui lder to spec i fy the in terpretat ions 

to be p roduced f rom rules that were used in the recogn i t ion of an input . In the above case, this 

resul ted in data base query language s ta tements co r respond ing to the inputs being p roduced as a 

d i rec t result of the recogn i t ion . The da ta base query language s ta tements in e f fec t took the p lace of a 
parse tree and so no separate semant ic in terpretat ion s tage was requ i red . 

Note in the example above that no t all the ca tegor ies are spec ia l i za t ions of pure semant ic 
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categor ies ; <present>, for instance, wi l l parse several phrases, none of wh i ch f i ts into any s tandard 

grammat ica l ca tegory , and wh ich dif fer f rom each other in their syntact ic s t ruc ture , inc lud ing the 

number of verbs they conta in . The abil i ty to cons t ruc t c ross-grammat ica l ca tegor ies l ike th is a l lows a 

semant ic g rammar to incorpora te some features of pa t te rn -match ing pars ing. Also note how s t rong ly 

d i rec ted the recogn i t ion is. The w o r d , " c l a s s " , for ins tance occu rs in two qu i te d i f ferent ways in the 

grammar : once as a ship at t r ibute and the other as part of t he second type of sh ip desc r ip t ion . Thus 

in the (rather sil ly) ques t i on : 

What is the class of Lafayette class ships? 

the appropr ia te ca tegory for " c l a s s " wou ld be used each t ime it appeared w i thout cons ider ing its 

other ro le in the g rammar . This d i rec tedness of recogn i t ion is also useful in bu i ld ing spel l ing 

co r rec t i on into the recogn i t ion process. In an inpu t l ike: 

What is the legnth of the Kennedy? 

the spel l ing of " l e g n t h " need only be checked against the list of sh ip at t r ibutes, rather than the ent i re 

system vocabu lary because a sh ip a t t r ibute is t he only ca tegory that can appear at the p lace where 

the misspel l ing occurs . A f inal advantage of the s t rong top -down d i rec t ion avai lable t h rough 

semant ic g rammars can be seen in LIFER 'S el l ipsis mechan ism wh i ch was in tended to deal w i th input 

sequences such as: 

What is the length of the Kennedy? 
The beam? 

Here the fact that " b e a m " and " l e n g t h " are in the same semant ic g rammar ca tegory a l lows t he 

second input to be interpreted as "Wha t is the beam of the Kennedy?" rather than say " W h a t is t he 

length of the b e a m ? " . See Sect ion 3.1 for more d iscuss ion on el l ipsis mechan isms in genera l and that 

of LIFER in par t icu lar . 

In addi t ion to their numerous advantages for l imited doma in app l ica t ions, semant ic g rammars have 

several d isadvantages, chief of wh i ch is the requ i rement that a new g rammar be deve loped for each 

new doma in , s ince the semant ic ca tegor ies for each doma in wil l be qu i te d i f ferent . However , if t he 

app l ica t ions are s imi lar (e.g. both inc lude da ta base access) , there wil l be many parts of the g rammar 

(e.g. the basic f ramework for quest ions) , that a re the same. A related d isadvantage is that semant ic 

g rammars tend to ge t large very qu ick ly part ly because of the repet i t ion of s imi lar cons t ruc t i ons in 

d i f ferent semant ic ca tegor ies . This makes non- toy semant ic g rammars qu i te hard to cons t ruc t , and 

can result in very " s p o t t y " kind of cove rage of syntac t ic var ia t ion. For ins tance, if the possessive c a n 

be apos t roph ized in the descr ip t ion of a sh ip at t r ibute (i .e. you can say " t h e Kennedy 's l e n g t h " as we l l 

as " the length of t he Kennedy" ) , there is no inherent reason why it shou ld also be apos t roph ized in 

the descr ip t ion of a at t r ibute of a sai lor (i.e. you might not be able to say "o f f i ce r ' s r ank " even t h o u g h 

you can say " rank of an o f f icer " ) because the t w o categor ies are in d i f ferent parts of the g rammar and 
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their recogn i t ion is unre la ted. 

Three approaches have been tr ied to resolve these prob lems. One is to go back to recogn i t ion by a 

syntact ic g rammar before semant ic in terpre ta t ion, but to try to intermix the semant ic and syntact ic 

c o m p o n e n t s much more closely, so that every syntact ic const i tuent is in terpreted as soon as it is 

cons t ruc ted . The RUS system [5] is an example of this approach . It p rov ides a great improvement 

over a pure syntax first approach , but is sti l l not as ef f ic ient as pure semant ic g rammars ; it is also 

d i f f icu l t to incorpora te the pat te rn-match ing possibi l i t ies of semant ic g rammars ment ioned above. 

An al ternat ive app roach , as exempl i f ied by the TEAM system [34] , is to focus in on a speci f ic k ind of 

app l i ca t ion , in the case of TEAM, access to a relat ional database, and abst rac t out the l inguist ical ly 

c o m m o n aspects of a semant ic g rammar for such an app l ica t ion . To bu i ld a spec i f ic in ter face, it is 

then only necessary to fill in a template, as it were , wi th the vocabu la ry and morpho log ica l var iat ion 

requ i red for a speci f ic da ta base. This app roach has the potent ia l to p roduce highly ef f ic ient natural 

language in ter faces, but at the cost of some express ive power . 

The th i rd approach is to comb ine the s t reng ths of several pars ing s t rategies, such as semant ic 

g rammars , syntact ic t rans format ions and pat tern ma tch ing into a s ingle system that maps s t ruc tures 

into more canon ica l fo rms before a t tempt ing to use the full semant ic g rammar , thus a l lowing many 

redundant and unnecessary cons t ruc t ions to be e l iminated [ 1 0 , 1 1 ] . This mul t i -s t rategy app roach has 

been implemented in the DYPAR system [14] and app l ied to data-base query, expert system 

c o m m a n d , and operat ing-system c o m m a n d in ter faces. 

2 . 4 . C a s e - F r a m e I ns tan t ia t ion 

A major deve lopment in computa t iona l l inguis t ics was the inc lus ion of case- f rame instant iat ion in 

the reper to i re of ef fect ive pars ing techn iques . Case f rames were in t roduced by the l inguist Char les 

Fi l lmore in his seminal paper "A Case for C a s e " [28] , and their compu ta t i ona l impor t w a s qu ick ly 

g rasped by several researchers in natura l l anguage process ing , inc lud ing S immons [67 ] , Schank [59] , 

and Riesbeck [54] . Case f rame instant ia t ion is one of the major pars ing techn iques under act ive 

research today. Its recurs ive nature, and its abi l i ty to comb ine bo t tom-up recogn i t ion of key 

cons t i tuen ts with top d o w n instant iat ion of less s t ruc tu red const i tuents g ives th is method very useful 

compu ta t i ona l proper t ies. 
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2.4 .1 . W h a t a r e c a s e f r a m e s ? 

A case f rame consists of a head concep t and a set of roles, or subs id iary concep ts , assoc ia ted in a 

wel l -def ined manner wi th the head concep t . Initially, only sentent ia l - level case f rames were 

invest igated, where the head consists of t he main verb, and the cases inc lude the " a g e n t " tha t carr ies 

out the ac t ion , the " o b j e c t " acted upon , the " l o c a t i o n " in wh ich the ac t ion takes p lace, etc. For 

ins tance, cons ider the sentence: 

"In Elm Street, John broke a window with a hammer for Billy" 

In s impl i f ied gener ic notat ion, the case f rame co r respond ing to this sen tence is: 

[BREAK 
[ c a s e - f rame 

agent: JOHN 
object: WINDOW 
instrument: HAMMER 
recipient: 
directive: 
locative: ELM STREET 
benefactive: B I L L Y 
co-agent: ] 

[ m o d a l s 
t i m e : p a s t 
v o i c e : a c t i v e ] ] 

In the nota t ion above, cases, such as agent are wr i t ten in smal l i tal ics, and thei r f i l lers are in 

uppercase letters. 

Case f rames, as adop ted in computa t iona l l inguist ics, di f fer markedly f rom s imple , purely syntac t ic , 

parse t rees. The re lat ions between the head of the case f rame and the indiv idual cases a re de f ined 

semant ical ly , not syntact ical ly . Hence, a noun in the sub jec t pos i t ion can fill t he agent case, as in our 

example above, or it can fill an object case, as in " the w i n d o w b r o k e " ( the w i n d o w was not t he agen t 

that caused the breakage) , or it can fill t he instrument case, as in " the hammer b roke the w i n d o w " . 

These are d i f ferent semant ic roles p layed by t h e same syntact ic cons t i tuent , " s u b j e c t " . S ince the 

purpose of a natura l language in ter face is to ext ract t h e semant ics of t he input , it behooves the case 

f rame representa t ion to encode expl ic i t ly semant ic d i f fe rences in o therwise simi lar syn tac t ic parse 

t rees. Thus, pars ing into case f rames requires semant i c know ledge , as wel l as syntact ic in fo rmat ion , 

as we shal l see be low. 

Let us examine s o m e other proper t ies of case f rames. In the example above , only some of t he cases 

were instant ia ted. What of the other cases, such as recipient and co-agent? W e shal l get to examp les 

that i l lustrate these momentar i ly . First, cons ider t he mean ing of each case, as out l ined be low: 
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[<HEAD VERB> 
[ c a s e - f rame 

agent: < t h e a c t i v e c a u s a l a g e n t i n s t i g a t i n g t h e a c t i o n > 
object: < t h e o b j e c t upon w h i c h t h e a c t i o n i s d o n e ) 
instrument: <an i n s t r u m e n t u s e d t o a s s i s t i n t h e a c t i o n ) 
recipient: < t h e r e c e i v e r o f an a c t i o n - o f t e n t h e i n d i r e c t o b j e c t ) 
directive: < t h e t a r g e t o f a ( u s u a l l y p h y s i c a l ) a c t i o n ) 
locative: < t h e l o c a t i o n w h e r e t h e a c t i o n t a k e s p l a c e ) 
benefactive: < t h e e n t i t y on whose b e h a l f t h e a c t i o n i s t a k e n ) 
co-agent: <a s e c o n d a r y o r a s s i s t a n t a c t i v e a g e n t ) 

] ] 

If instead of saying " John broke the w i n d o w wi th a hammer " , one were to say " J o h n b roke the 

w i n d o w wi th Mary " , Mary wou ld fill the co-agent case. Presumably John d id no t swing Mary over his 

head and use her as a bat ter ing ram to shatter the w indow, much as he wou ld use an inst rument l ike a 

hammer or a tree b ranch . S ince Mary is tak ing part in caus ing the act ion to happen , regard less of 

whe the r her act ion is independent of, or in suppor t of John ' s ac t ion , she fi l ls the co-agent case. 

In order to i l lustrate the directive case, cons ider " J o h n k icked the ball t owa rds the g o a l " and " J o h n 

f lew the a i rp lane to New Y o r k " . In the former example " the g o a l " fills t he directive case, and in the 

latter "New Y o r k " fi l ls the same case, s ince bo th express the d i rec t ion in wh i ch each respect ive 

ac t ion was per fo rmed. In some early fo rmula t ions of case f rames no d is t inc t ion was made be tween 

locative and directive, but the need to encode expl ic i t ly stat ive versus dynamic in format ion -- p lus the 

need to represent sentences such as " In Yankee Stad ium, John th rew t h e ball at the ca tcher . " that 

instant iate bo th cases led to the accep tance of two , semant ica l ly d is t inct , cases, one encod ing 

g lobal locat ion, the other a local change in locat ion . 

The rec ip ient case is fi l led by " M a r y " in both of the fo l low ing : " J o h n gave Mary a ba l l " and " J o h n 

gave a ball t o Mary " . Note that in th is ins tance w e have syntact ica l ly d is t inc t sen tences that map onto 

a un ique semant ic case f rame representat ion, to wit: 
[ G I V E 

[ c a s e f r a m e 
agent: JOHN 
recipient: MARY 
object: B A L L ] 

. . . ] 

2 . 4 . 2 . R e q u i r e d , op t iona l , and f o r b i d d e n c a s e s 

Each case f rame def ines some requi red cases, some opt iona l cases, and some fo rb idden cases. A 

requ i red case is one that must be present in order for t he verb to make sense. For ins tance, " b r e a k " 

requi res the object case. A sen tence is not comp le te w i thou t it ( try cons t ruc t ing one), bu t no other 

case is requi red. " T h e w indow b r o k e " is a comple te , if not very in format ive, sen tence . An opt ional 
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case is one wh i ch , if present, prov ides more in format ion to the case- f rame representa t ion , but if 

absent, does not harm its semant ic integr i ty . For instance agent, co-agent, and locative £re opt iona l 

cases of " b r e a k " . Forb idden cases are those that canno t be present wi th the head verb. The directive 

and recipient cases are forb idden for the " b r e a k " case f rame. (Again, try cons t ruc t i ng a sen tence 

wi th these cases us ing "b reak " as the head verb.) 

2 . 4 . 3 . C o n c e p t u a l D e p e n d e n c y 

It is of ten useful in natural language process ing to employ a semant ic representa t ion wh i ch 

represents in format ion in as canon ica l a manner as poss ib le . In the ideal canon ica l representa t ion , 

d i f ferent ways of s ta t ing the same in format ion w o u l d be represented ident ical ly , and propos i t ions tha t 

encode simi lar in fo rmat ion , wou ld map into semant ic encod ings that h igh l igh ted the simi lar i t ies wh i le 

retaining the d i f fe rences in an expl ic i t manner . The best known at tempt at a canon ica l semant ic 

representat ion is the Conceptua l Dependency (CD) formal ism deve loped by Schank [59, 60, 62] as a 

reductionistic case f rame representat ion for c o m m o n act ion verbs. Essent ial ly, it a t tempts to 

represent every ac t ion as a compos i t ion of one o r more pr imi t ive ac t ions , p lus in termediate states a n d 

causal re lat ions. 

To use Shank 's example , suppose w e wan t to represent in a case f rame no ta t ion : " J o h n gave Mary 

a b a l l " and "Mary took a bal l f rom J o h n " . These sentences dif fer syntact ica l ly , they di f fer in te rms of 

verb se lect ion, and they di f fer in how their cases are instant iated (e.g., " J o h n " is t he agent of the f i rst 

sentence, and " M a r y " of the second sentence) . However, both sen tences express the propos i t ion 

that a bal l was t ransfer red from John to Mary, a n d , in bo th cases, we can infer that John had the bal l 

before the act ion took p lace, that Mary has it af ter the ac t ion , and that John no longer has it after t h e 

ac t ion . The only s ign i f icant d i f ference is tha t in the first sen tence, John per fo rmed the ac t i on , and in 

the latter Mary d id so . 

In Concep tua l Dependency there is a pr imi t ive act ion ca l led " A T R A N S " (for Abst rac t TRANSfer of 

possess ion, cont ro l or ownership) that encodes the basic semant ics of bo th of these verbs, and many 

more. The CD rep resen ta t i on 7 of these sen tences is: 

7 Some readers may be acquainted with Schank's complex notation of double and triple arrows. The present direct simplified 
notation is virtually isomorphic, somewhat clearer, and closer to the data structures used by most of the computer programs 
that parse into CD and other case frame representations. 
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[ATRANS 
r e l : POSSESSION 
a c t o r : JOHN 
o b j e c t : BALL 
s o u r c e : JOHN 
r e c i p i e n t : MARY] 

" J o h n gave M a r y a b a l l " 

[ATRANS 
r e l : POSSESSION 
a c t o r : MARY 
o b j e c t : BALL 
s o u r c e : JOHN 
r e c i p i e n t : MARY] 

" M a r y t o o k a b a l l f r o m J o h n " 

These two s t ruc tures are very s imple to match against each other to de te rmine prec ise ly in what 

aspec ts the two propos i t ions differ, and in what aspects they are ident ica l . Moreover , in ference rules 

associated wi th ATRANS can be invoked automat ica l ly when " g i v e " and " t a k e " are parsed into these 

s t ruc tures. There are many more verbs that con ta in the ATRANS pr imit ive (such as bequea th , donate , 

steal , sel l , buy, appropr ia te , expropr ia te , etc.). Somet imes ATRANS is used in con junc t i on wi th other 

CD pr imi t ives that cap tu re other aspects of the mean ing . The verb " s e l l " , for ins tance, involves two 

ATRANS pr imit ives in mutual causat ion : 

[ATRANS [ATRANS 
r e l : OWNERSHIP CAUSE r e l : OWNERSHIP 
a c t o r : JOHN > a c t o r : MARY 
o b j e c t : APPLE < o b j e c t : 25 CENTS 
s o u r c e : JOHN CAUSE s o u r c e : MARY 
r e c i p i e n t : MARY] r e c i p i e n t : JOHN] 

" J o h n s o l d an a p p l e t o Ma ry f o r 25 c e n t s " 

The cases used in concep tua l dependency are simi lar but no t ident ical to the set used or ig inal ly in 

case g rammars , a l t hough the basic ideas are the same. One ref inement in CD was to separate agent 

into actor and source, as the two c a n be instant iated by d i f ferent ent i t ies in t he under ly ing semant ic 

pr imit ives. Other CD pr imi t ive ac t ions inc lude: 

Physical t ransfer of loca t ion PTRANS 

MTRANS 

MBUILD 

INGEST 

PROPEL 

ATTEND 

Menta l t ransfer of in fo rmat ion 

Create a new idea or conc lus ion f rom other in fo rmat ion 

Br ing any subs tance into t he body 

App ly a fo rce to an ob ject 

Focus a sense o rgan (e.g., eyes, ears) 
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SPEAK Produce sounds of any sort 

Later work [61] has ex tended this list to inc lude socia l and other in terpersona l ac t ions . 

2 . 4 . 4 . P a r s i n g i n t o c a s e f r a m e s 

Our d iscuss ion of case frames thus far has focused on their s t ruc tura l proper t ies, inc lud ing 

pars imony and clar i ty of representat ion. Now w e turn to t he uses of case f rames in pars ing natura l 

language, and in part icular to cer ta in pars ing techn iques avai lable to parsers w h o s e target 

representat ion is based on case f rames. In essence, parsers bui l t a round case g rammars help to 

comb ine bo t tom up recogni t ion of s t ruc tu r ing cons t i tuents wi th more focused t op -down instant ia t ion 

of less s t ruc tu red , more complex const i tuents . This essent ia l p roper ty is ev idenced in the examp le 

case f rame recogn i t ion a lgor i thm presented be low. 

Thus far we ment ioned that case f rames cons is t of a header and a co l lec t ion of semant ica l ly de f ined 

cases. There is a bi t more to it than that. Each case cons is ts of a fi l ler and a pos i t ional or a lexical 

marker. We saw examples of case f i l lers in the prev ious sec t ions . A pos i t ional case marker says that 

the fil ler of the case occurs in a predef ined locat ion in the su r face s t r ing . A lexical case marker says 

that the case fil ler is preceded by o n e of a smal l set of marker wo rds (usual ly prepos i t ions) in t he 

sur face s t r ing. For instance, cons ider t he fo l lowing input to a natural l anguage in ter face to an 

operat ing system: 

"Copy the fort ran files from the system library to my directory" 

" C o p y " is the case header, the object case is marked posi t ional ly as t he noun phrase occupy ing the 

s imple d i rect ob jec t posi t ion (i.e., the first noun phrase to the r ight of t he verb that is not p receded by 

a preposi t ion) . The fi l ler of the ob ject case is cons t ra ined semant ica l ly to be some in fo rmat ion 

s t ruc tu re in a computer . Hence, the parser knows where in the input to search for the f i l ler of t he 

object case, and moreover knows what to expect in that posi t ion (a noun phrase deno t ing an 

in format ion s t ruc tu re , l ike a file or d i rec to ry in a compu te r ) . The source case is marked lexical ly by 

the prepos i t ion " f r o m " and the recipient case is marked by the prepos i t ion " t o " . Both case f i l lers a re 

cons t ra ined to be n o u n phrases denot ing in format ion repos i tor ies in the compu te r (d i rector ies, tapes, 

etc.). More expl ic i t ly , the case f rame in format ion avai lable t o the parser is: 
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[COPY < h e a d e r - p a t t e r n > 
[object: 

m a r k e r : (POSIT IONAL DIRECT-OBJECT) 
f i l l e r : < i n f o r m a t i o n - s t r u c t u r e > ] 

[source: 
m a r k e r : ( L E X I C A L < f r o m - m a r k e r > ) 
f i l l e r : < i n f o r m a t i o n - r e p o s i t o r y > | < o u t p u t - d e v i c e > ] 

[destination: 
m a r k e r : ( L E X I C A L < t o - m a k e r > ) 
f i l l e r : < i n f o r m a t i o n - r e p o s i t o r y > | < i n p u t - d e v i c e > ] 

] 

W h e r e : 
< h e a d e r - p a t t e r n > - > c o p y | t r a n s f e r | move | . . . 
< f r o m - m a k e r > -> f r o m | i n 
< t o - m a r k e r > - > t o | i n t o | o n t o 

p l u s p a t t e r n s o r N P - l e v e l c a s e f r a m e s t o r e c o g n i z e o u t p u t - d e v i c e s , 
i n p u t - d e v i c e s , i n f o r m a t i o n s t r u c t u r e s , and i n f o r m a t i o n - r e p o s i t o r i e s 

A typ ica l case- f rame pars ing a lgor i thm that operates on th is case f rame da ta s t ruc ture cou ld be 

summar i zed as fo l lows: 

1 . For each case f rame in the grammar , a t tempt an unancho red match of the header pat tern 
against the input st r ing. If none succeed , the input is unparsab le by the g r a m m a r . 8 If one 
or more matches are found , per fo rm the fo l lowing steps for each case header , and the 
one(s) that a c c o u n t for the ent i re input are the possib le parses of the input s t r ing . 

2. Retr ieve the case frame indexed by the recogn ized case header . 

3. At tempt to recogn ize each requi red case, as fo l lows: 

• If the case is marked lexical ly, do an unanchored match for the case marker (a very 
s imple one-or - two word pat tern), and if that succeeds , per fo rm the more comp lex 
recogn i t ion of the case filler by ancho red match to the right of the case marker, or 
by a more complex pars ing st rategy (such as recogn iz ing an embedded case f rame 
star t ing at that locat ion in the input) . 

• If the case is marked posi t ional ly, d o an anchored match of the case fi l ler (or aga in 
a more complex recogni t ion strategy) s tar t ing at the des igna ted po in t in the input 
s t r ing . 

• If the case maker can be marked ei ther way, search f irst for t he lexical marker, and 
fai l ing that at tempt to recogn ize it posi t ional ly. For ins tance, the recipient case in 
GIVE can be marked by the w o r d " t o " (or " u n t o " , etc.) or it c a n appear posi t ional ly 
in the ind i rect object locat ion ( "John gave an apple to Mary " vs " J o h n gave Mary 
an a p p l e " ) . 

An unanchored match is the process of searching for a particular pattern anywhere in the input, as opposed to an 
anchored match, where the match is attempted only starting at a predefined position in the input string. 
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If one or more requi red cases are not recogn ized , return an error cond i t i on . This s igni f ies 
a possib le el l ipsis, incorrect se lect ion of the case f rame, i l l - formed user input , or 
insuf f ic ient g rammat ica l coverage. The fo l lowing sec t ions address issues of robust 
recovery f rom i l l - formed user input . 

4. At tempt to recogn ize all the opt iona l cases by app ly ing the same method used to parse 
the requi red ones. If some are not recogn ized , however, do not genera te er ror 
cond i t ions . 

5. If after all the requi red and opt ional cases have been processed, and there is remain ing 
input, genera te a potent ia l error cond i t i on deno t ing spur ious input, insuf f ic ient coverage , 
or garb led or i l l - formed input that may be recogn ized by more f lexible pars ing st rategies. 

As the case f rame is parsed, the input segments recogn ized as case f i l lers are processed and s to red 

as the value of the co r respond ing cases in the case f rame. A part ia l ly- instant iated case f rame can 

serve to gu ide er ro r -cor rec t ion processes or to fo rmula te focused quer ies to the user [10,35, 38 ] . 

The init ial case f rame select ion phase can be speeded up by index ing the case-header pat terns by the 

words they con ta in and recogn iz ing them in a pure bo t t om-up manner . This bo t tom-up index-based 

process is computa t iona l l y ef fect ive if there are very many case f rames, and each case header 

consis ts of a relatively s imple pat tern. Otherwise, the t o p - d o w n un -ancho red pattern ma tch is 

suf f ic ient ly ef f ic ient (few case frames),, or bo th processes requi re substant ia l compu ta t i on ( large 

numbers of case f rames w i th comp lex header pat terns) . 

Case- f rame instant ia t ion can be app l ied recurs ively to parse relat ive c lauses or any o ther l inguist ic 

s t ruc tures that can be expressed as case f rames. Noun phrases wi th post -nomina l modi f iers (i.e., 

t rai l ing propos i t iona l phrases that modi fy the main noun phrase) , for ins tance, can be encoded and 

recogn ized by an extens ion of the sentent ia l - level case- f rame instant iat ion a lgor i thm presented 

above. Moreover , case- f rame instant ia t ion wo rks in conce r t w i th semant ic g rammars or pat terns 

used to recogn ize any subcons t i tuen ts s u c h as case markers represented as non- termina l nodes in a 

g rammar . 

The advantages of case f rame instant iat ion over o ther pars ing techn iques can be summar i zed as 

fo l lows: 

• Case f rames c o m b i n e bo t tom-up recogn i t ion of s imple s t ruc tu r ing const i tuents , such as 
case headers and case markers, wi th top -down recogn i t ion of semant ica l ly more 
comp lex , but syntact ica l ly less s ign i f i can t case f i l lers. The d i f ferent ia l t rea tment of 
d i f ferent const i tuents p rov ides more ef f ic ient pars ing in genera l , a l lows for el l ipsis 
reso lu t ion, and makes possible some fo rms of er ror recovery , as d iscussed be low. 

• Case f rames comb ine syntax and semant i cs . Posi t ional and case-marker in fo rmat ion is 
used in conce r t wi th semant ic recogn i t ion of case f i l lers, t hus reduc ing ( though cer ta in ly 
not e l iminat ing) s t ructura l and lexical ambigui ty . 
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• Case f rames are a fairly conven ien t representat ion for back -end systems to use. In 
cont rast , parse trees must f irst be in terpreted semant ica l ly , and subsequent ly 
t ransformed into a representat ion more conven ient for o ther modu les in the system. 

2 . 5 . R o b u s t P a r s i n g 

Any natural language inter face wh i ch is used in a pract ica l app l i ca t ion wi th a mul t i tude of users 

must be able to hand le input that is ou ts ide its g rammar or expec ta t ions in var ious ways. When 

peop le use language spontaneous ly , whether in spoken or wr i t ten fo rm, they inevi tably make mistakes 

and these wi l l accoun t for many of the ex t ragrammat ica l u t terances that a natural language in ter face 

wil l receive. Given the present l imited state of NLP, a natural l anguage in ter face must also be 

prepared for input that is, as far as the user is c o n c e r n e d , per fect ly cor rec t , but wh i ch the parser 

canno t recognize because of its own l imited compe tence . Some types of ex t ragrammat ica l 

u t terances (see [37, 39] for more comp le te accoun ts ) are l isted be low w i th example u t terances that 

might be encoun te red by an interface to a da ta base of co l lege cou rses in wh i ch the cou rses are 

ident i f ied by a the name of a depar tment fo l lowed by a number . 

• spel l ing er rors 

tarnsfer Jim Smith from Econoics 237 too_ Mathematics 156 

Note that some spel l ing errors can result in d i f ferent cor rect ly spel t wo rds (e.g. " t o o " ) . 

• novel wo rds 

transfer Smith out of Economics 237 to Basketwork 100 
Here w e suppose that "ou t o f " is not l isted as a (mul t iword) prepos i t ion co r respond ing to 
the source case marker of transfer, and tha t " B a s k e t w o r k " is not in the in ter face 's 
d ic t ionary of depar tment names. 

• spur ious phrases 

please enroll Smith if that's possible in I think Economics 237 

• el l ipsis or other f ragmentary u t te rances 

also Physics 314 

This might be the a fo l low-up input to the prev ious one . 

• unusua l wo rd order 

in Economics 237 Jim Smith enroll 

• missrng words 

enroll Smith Economics 237 

Here the " i n " is miss ing, but the mean ing is st i l l per fect ly c lear. 

Unless a natural language inter face can deal wi th p rob lems in these c lasses easi ly, it wil l appear very 

uncoopera t i ve and s tup id to its users, w h o wi l l tend ei ther not to use it if they have that cho ice , or to 
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use it w i th a h igh- level of f rust ra t ion. We will examine techn iques avai lable to deal wi th some of the 

above dev ia t ions f rom grammat ica l i ty in more deta i l . 

Spel l ing errors are the most c o m m o n and normal ly the most easi ly co r rec ted of all g rammat ica l 

dev iat ions. The usual basic approach w h e n a w o r d is found to be outs ide the vocabu lary of a natura l 

language inter face is to compare the w o r d against a set of k n o w n words and subst i tu te the w o r d (or 

words) f rom that list found to be c losest to the u n k n o w n word acco rd ing to some metr ic and sub jec t 

to some thresho ld of c loseness. We do not have t ime here to go into the methods of compar i son , but 

clearly, the process wil l be made more ef f ic ient and less p rone to error by shor ten ing the list of w o r d s 

against wh i ch to compare the unknown w o r d . For this reason, methods of l anguage analysis, such as 

semant ic g rammars and case- f rame ins tant ia t ion, that are able to apply s t rong top -down cons t ra in ts 

to their recogn i t ion a re at a s igni f icant advan tage when it comes to spel l ing co r rec t i on . For ins tance , 

in: 

tarnsfer Jim Smith from Econoics 237 too Mathematics 156 

a system based on case- f rame instant ia t ion such as w e examined in Sec t ion 2.4 need only c o m p a r e 

" E c o n o i c s " against its list of depar tment names rather than against its who le vocabulary . Th is abi l i ty 

is par t icu lar ly impor tan t in the case of " t o o " in th is example, because " t o o " is a real word tha t m igh t 

wel l be in the sys tem's vocabulary, and w i thou t the s t rong pred ic t ion that it shou ld be a prepos i t ion 

mark ing a case of " t rans fe r " , the system wou ld be unable to co r rec t it (a match against t he w h o l e 

vocabu lary wou ld make " t o o " the best match) or even not ice that it is misspel t . 

Whereas spel l ing cor rec t ion can be dea l t w i th at t he lexical level, o ther fo rms of g rammat ica l 

deviat ion requi re modi f ica t ion to a NLP sys tem's grammat ica l expec ta t ions . The way in wh i ch th is 

can be accomp l i shed di f fers markedly by app roach . In pattern ma tch ing , fo r ins tance, the obv ious 

app roach is part ial pat tern match ing as a t tempted in t he FlexP system [37] . Pat terns are d e e m e d to 

match part ial ly if most but not all their e lements actual ly do match the input . Clear ly, th is can be 

useful for missing or ext ra words , but is not usefu l in t he case of unusual w o r d order . Moreover , in 

pract ice it tu rns out that some e lements of a pat tern are more impor tant than others , and unless 

a l lowance is made for these d i f ferences, it is d i f f icu l t to dec ide exact ly how much of a pat tern needs 

to match before the pat tern as a who le can be dec la red to have ma tched . 

Deal ing wi th g rammat ica l deviat ion in an ATN-based system tu rns out to be ext remely di f f icul t . T h e 

cur rent pos i t ion in the network is a very impor tan t p iece of state in fo rmat ion for the opera t ion of an 

ATN. If an input shou ld be sl ightly ung rammat i ca l , even by a s i ng le 'wo rd , it is very hard to f ind the 

appropr ia te state to j ump to that wou ld enab le t h e parse to con t inue . Th is assumes, moreover , that it 

is poss ib le to de te rmine exact ly where the input has depar ted f rom the g rammar ' s expecta t ions . T h e 
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back t rack ing search used wi th most ATNs can make this di f f icul t . Work by Weischede l and Black [71] 

has deal t w i th ext ragrammat ica l i ty caused by incor rec t agreements that can be resolved by relaxing 

the pred ica tes on ATN arcs, and Kwasny and Sondhe imer [47] have looked into add ing ex t ra a rcs to 

ATNs on a dynamic basis to make the g rammar fit the input. Earl ier work on speech pars ing [77] also 

tr ied to use ATNs in an is land-dr iven mode . 

A more recent deve lopment in robust pars ing by Carbonel l and Hayes [12, 38 ] uses a construction 

specific app roach that fits in well w i th semant ic g rammars and case f rame instant ia t ion. The basic 

idea is to tai lor pars ing strategies to speci f ic cons t ruc t ion types; this not on ly results in ef f ic ient 

pars ing of g rammat ica l input , bu t also permi ts bui l t - in recovery s t rategies that exp lo i t the 

charac ter is t i cs of the part icular cons t ruc t i on type. For ins tance, the fo l lowing s imple recovery 

s t ra tegy works qui te wel l for s imple imperat ive case f rames: 

skip over unexpected input unt i l a case marker is found; 
parse skipped segments against unf i l l ed cases. 

If this s t rategy is app l ied to: 

transfer Economics 247 to Physics 317 Smith 

" E c o n o m i c s 247 " and " S m i t h " wil l init ial ly be sk ipped over, wi th " to Physics 3 1 7 " being cor rec t ly 

parsed s ince " t o " is a val id case marker.- Then the sk ipped segments wil l be cor rec t ly parsed against 

the unf i l led cases, " s o u r c e - c o u r s e " and " s t u d e n t " , respect ively, leading to a parse ident ica l to that 

for: 

transfer Smith from Economics 247 to Physics 317 

Such methods of robust pars ing are under act ive invest igat ion at the momen t wi th the chief 

ou ts tand ing prob lem being the coord ina t ion of mul t ip le, independent , cons t ruc t ion-spec i f i c pars ing 

st rategies on the same input. 

3. Dialogue Phenomena 
In add i t ion to recogn iz ing indiv idual sen tences , the p rob lem of in teract ive commun i ca t i on th rough 

natura l language, be it commun ica t i on be tween man and mach ine or c o m m u n i c a t i o n be tween two 

peop le , entai ls d i scourse phenomena that t ranscend indiv idual sentences. 

• A n a p h o r a — Pronouns and other anaphor ic re ferences (words l ike " i t " , " t h a t " or 
" o n e " ) refer to concep ts descr ibed previously in a d ia logue. Anaphor ic reso lu t ion entai ls 
ident i fy ing the referents of these p lace-ho lder words . In teract ive d ia logues invite the use 
of anaphora , m u c h more than s impler da ta base query s i tuat ions. There fore , as natural 
language in ter faces increase in complex i ty and expand thei r doma in of app l i ca t ion , 
anaphor ic reso lu t ion becomes an increas ing ly impor tant p rob lem. 

• D e f i n i t e n o u n p h r a s e s — Noun phrases often serve as another type of anaphor ic 
re ference by referr ing to prev ious ly ment ioned concep ts , much l ike t he less speci f ic 



30 

anaphors do . Usually such phrases are f lagged by a def in i te p r o n o u n (e.g., " t h e " ) . As 
Grosz [32] no ted , resolv ing the referent of def in i te noun phrases or any o ther anaphors 
often requ i res an unders tand ing of the p lann ing s t ruc ture under ly ing coopera t i ve 
d iscourse . 

o E l l i p s i s — People often use sen tence f ragments to express a comp le te p ropos i t ion . 
These terse u t te rances must be f i l led out in the con tex t of the d ia logue . Sentent ia l level 
el l ipsis has long been recogn ized as ub iqu i tous in d iscourse . However , semantic ellipsis, 
where el l ipsis occurs th rough semant ica l ly incomple te propos i t ions rather than t h rough 
syntact ical ly incomple te s t ruc tures , is a lso an impor tan t p h e n o m e n o n . The el l ipsis 
resolut ion method presented in Sec t ion 3.1 addresses both k inds of el l ipsis. 

• E x t r a g r a m m a t i c a l u t t e r a n c e s — Inter ject ions, d ropped art ic les, false star ts , 
misspel l ings, and other fo rms of g rammat ica l dev iance abound . Develop ing robust 
parsing techn iques that to lerate er rors has been the focus of much recent w o r k 
[12, 38, 40, 46 , 71], as d iscussed in the p reced ing sec t ion . 

• M e t a - l i n g u i s t i c u t t e r a n c e s — Intra-sentent ia l meta language has been invest igated to 
some degree [42, 56] , but its more c o m m o n inter-sentent ia l coun te rpa r t has received l i t t le 
at tent ion [17] . However, u t te rances about other u t te rances (e.g., co r rec t i ons of p rev ious 
commands , such as "I meant to t ype X i ns tead " or "I shou ld have said ...") are not 
in f requent , and an init ial s tab is be ing made at t h i s . p r o b l e m [36] . Note that it is a 
cogni t ive ly less demand ing task for a user to cor rec t a prev ious u t te rance than to repeat 
an expl ic i t sequence of c o m m a n d s (or worse yet, to de tec t and undo expl ic i t ly each and 
every unwan ted consequence of a mis taken c o m m a n d ) . 

• I n d i r e c t s p e e c h a c t s — Occas iona l l y users of natura l language in ter faces wil l resor t to 
indi rect speech acts [ 2 , 5 2 , 6 5 ] , especial ly in connec t i on w i th in ter-sentent ia l 
meta language or by stat ing a des i red state of affairs and expec t ing the system to supp ly 
the sequence of act ions necessary t o ach ieve that state. 

Our own empi r ica l s tudies sugges t that users of natura l language in ter faces avail themselves of 

d iscourse phenomena whenever such dev ices help in fo rmula t ing shor t , succ inc t l inguist ic 

express ions over lengthier , more expl ic i t ones . Th is observat ion is summar ized as fo l lows: 

T e r s e n e s s p r i n c i p l e : Users of natural language interfaces insist on being as terse as 
possible, independent of task, communication media, typing ability, or instructions to the 
contrary, without sacrificing the flexibility of expression inherent in natural language 
communication.9 

This principle may be viewed as a surprisingly strong form of Grice's maxim of brevity [31]. 
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3 . 1 . C a s e - F r a m e E l l i p s i s R e s o l u t i o n 

In order to i l lustrate the ubiqui ty of el l ipsis in interact ive d ia logues t h r o u g h a natural language 

inter face, let us look at the XCALJBUR pro ject , whose object ive is to prov ide f lexible natural language 

access (comprehens ion and generat ion) to the XSEL exper t system [50] . XSEL, the Digital Equ ipment 

Corpora t ion ' s au tomated sa lesman's assistant, advises on select ion of appropr ia te VAX c o m p o n e n t s 

and p roduces a sales order for automat ic conf igura t ion by the R1 system [49] . Part of the XSEL task 

is to prov ide the user wi th in format ion about DEC componen ts , hence subsuming the data-base query 

task. However , unl ike a pure data base query system, an exper t system in ter face must also in terpret 

c o m m a n d s , unders tand assert ions of new in format ion , and carry out task-or ien ted d ia logues (such as 

those d iscussed by Grosz [32]). XCALIBUR, in part icular , deals wi th c o m m a n d s to modi fy an order , as 

wel l as in format ion requests per ta in ing to its present task or its data base of VAX componen t parts. In 

the near fu ture it shou ld process c lar i f icat ional d ia logues when the under ly ing expert system (i.e. 

XSEL) requires addi t iona l in format ion or adv ice, as i l lustrated in the sample d ia logue below: 

>What is the largest 11780 fixed disk under $40,000? 

The rp07-aa is a 516 MB fixed pack disk that costs $38,000. 

>The largest under $50,000? 

The rp07>aa. 

>Add two rp07-aa disks to my order. 

Line item 1 added: (2 rp07-aa) 

>Add a printer with graphics capability 

fixed or changeable font? 

>fixed font 

lines per minute? 

>make it at least 200, upper/lowercase. 

Ok. Line item 2 added: (1 Ixy11-sy) 

>Tell me about the Ixy11 

The Ixy11 is a 240 l/m line printer with plotting capabilities. 

For deta i ls of the XCALIBUR inter face, the reader is referred to [ 1 4 , 1 5 , 1 8 ] . Here w e focus only on 

i l lustrat ing the case- f rame el l ipsis reso lu t ion me thod . 

The XCALIBUR system handles el l ipsis at the case- f rame level. Its cove rage appears to be a 

superset of the L IFER/LADDER system [ 4 1 , 5 7 ] and the PLANES el l ipsis modu le [70 ] . A l though it 

hand les most of the el l ipsed ut terances we encoun te red , it is not meant to be a genera l l inguist ic 

so lu t ion to the el l ipsis phenomenon . The fo l lowing examples are i l lustrat ive of the k ind of sen tence 

f ragments the cur rent case- f rame method handles . For brevi ty, assume that each sentence f ragment 

occu rs immediate ly fo l lowing the init ial query be low. 
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INITIAL QUERY: "What is the price of the three largest single port fixed media disks?" 

"Speed?" 

"Two smallest?" 

"How about the price of the two smallest?" 

"also the smallest with dual ports" 

"Speed with two ports?" 

"Disk with two ports." 

In the representat ive examples above, punc tua t ion is of no help, and pure syntax is of very l imited 

uti l i ty. For ins tance, the last three phrases are syntact ica l ly s imi lar ( indeed, the last two are 

ind is t inguishable) , bu t each requires that a di f ferent subst i tu t ion be made on parse of the p reced ing 

query. 

El l ipsis is resolved di f ferent ly in the p resence or absence of s t rong d iscourse expecta t ions . In the 

former case, the d i scourse expecta t ion ru les are tested f irst, and , if they fail to resolve the sen tence 

f ragment , the contex tua l subst i tu t ion ru les are t r ied. If there are no s t rong d iscourse expecta t ions , 

the contex tua l subst i tu t ion rules are invoked direct ly. 

Exemplary discourse expectation rule: 

I F : The system genera ted a query f o r c o n f i r m a t i o n or 
d i s c o n f i r m a t i o n of a proposed va lue of a f i l l e r 
of a case in a case frame in f o c u s , 

THEN: EXPECT one or more of the f o l l o w i n g : 
1) A c o n f i r m a t i o n or d i s c o n f i r m a t i o n p a t t e r n . 
2 ) A d i f f e r e n t but s e m a n t i c a l l y p e r m i s s i b l e f i l l e r 

of the case frame in quest ion ( o p t i o n a l l y r e p e a t i n g 
the a t t r i b u t e or p r o v i d i n g the case m a r k e r ) . 

3) A comparat ive or e v a l u a t i v e p a t t e r n . 
4) A query f o r p o s s i b l e f i l l e r s or c o n s t r a i n t s on 

p o s s i b l e f i l l e r s of the case in q u e s t i o n . 
[ I f t h i s e x p e c t a t i o n is conf i rmed , a sub-d ia logue 

i s e n t e r e d , where p r e v i o u s l y focused e n t i t i e s 
remain in f o c u s . ] 

T h e fo l low ing d ia logue f ragment, presented w i thou t fur ther commenta ry , i l lustrates how these 

expecta t ions c o m e into play in a focused d ia logue : 

>Add a line printer with graphics capabilities. 

Is 150 lines per minute acceptable? 

>No, 320 is better Expectations 1,2 &3 
(or) other options for the speed? Expectation 4 
(or) Too slow, try 300 or faster Expectations 2 & 3 

The u t te rance " t ry 300 or faster" is syntact ica l ly a comp le te sen tence, but semant ica l ly it is jus t as 

f ragmentary as the prev ious ut terances. T h e s t rong d i scou rse expecta t ions , however , suggest tha t it 

be processed in the same manner as syntact ica l ly incomple te u t terances, s ince it sat isf ies the 

expecta t ions of the interact ive task. The te rseness pr inc ip le operates at all levels: syntact ic , semant ic 
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and pragmat ic . 

The con tex tua l subst i tu t ion rules explo i t the case- f rame representa t ion of quer ies and c o m m a n d s 

d iscussed in the prev ious sec t ion . The s c o p e of these rules, however , is l imited to the last user 

in teract ion of appropr ia te type in the d ia logue focus , as i l lustrated be low. The rules search the 

el l ipsed f ragment for case fi l lers (or case markers and fil ler pairs) to subst i tu te for co r respond ing 

cases in the parse of the prev ious input . Subst i tu t ion can occu r at a top level (sentential) case f rame 

or in embedded (relat ive-clause or noun-phrase) case f rames. Th is p rocess resolves el l ipses such as: 

>What is the size of the 3 largest single port fixed media disks? 
>And the price and speed? 

and : 

>What is the size of the 3 largest single port fixed media disks? 
>disks with two ports? 

Note that it is imposs ib le to resolve th is k ind of el l ipsis in a genera l manner if the prev ious query is 

s tored verbat im or as a semant i c -g rammar parse t ree. "D isks w i th two por ts " wou ld at best 

co r respond to some < d i s k - d e s c r i p t o r > non- te rmina l , and hence , acco rd i ng to the LIFER 

a lgor i thm [ 4 1 , 57 ] , wou ld rep lace the ent i re phrase "s ing le por t f i xed med ia d i s k s " that co r responded 

to < d i s k - d e s c r 1 p t o r > in the parse of the or ig inal query. However , an in formal pol l of potent ia l 

users suggests that the prefer red in terpreta t ion of the el l ipsis retains the prev ious in format ion in the 

or ig inal query. The el l ipsis resolut ion process, there fore , requ i res a f iner g ra in subst i tu t ion me thod 

than s imply inser t ing the h ighest level non- termina ls in the e l l ipsed input in p lace of the ma tch ing 

non- termina ls in the parse t ree of the prev ious u t te rance. 

Tak ing advan tage of the fact that a case f rame analysis of a sen tence or ob jec t descr ip t ion cap tu res 

the mean ingfu l semant ic re lat ions a m o n g its cons t i tuen ts in a canon i ca l manner, a part ial ly 

instant iated nomina l case f rame can be merged wi th the prev ious case f rame as fo l lows: 

• Subst i tu te any cases instant iated in the or ig inal query that the el l ips is spec i f ica l ly 
overr ides. For ins tance "w i t h two p o r t s " over r ides "s ing le po r t " in our examp le , as bo th 
entai l d i f ferent values of the same case fi l ler, regard less of their d i f fe rent syntact ic ro les. 
( "S ing le p o r t " in the or ig inal query is an adject iva l cons t ruc t i on , whereas "w i th two 
po r t s " is a post -nomina l modi f ier in the el l ipsed f ragment . ) 

• Retain any cases in the or ig inal parse that are not expl ic i t ly con t rad ic ted by new 
in fo rmat ion in the el l ipsed f ragment . For ins tance, " f i xed m e d i a " is re ta ined as part of the 
disk desc r ip t ion , as are all the sentent ia l - level cases in the or ig inal query , such as the 
quant i ty speci f ier and the pro jec t ion a t t r ibu te of t he query ( "s i ze " ) . 

• Add cases of a case f rame in the query that are not instant ia ted there in , bu t are spec i f ied 
in the el l ipsed f ragment . For ins tance, the " f i xed h e a d " desc r ip to r is a d d e d as the media 
case of the d isk nominal case f rame in resolv ing the e l l ipsed f ragmen t in the fo l lowing 
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example : 

>Which disks are configurable on a VAX 11-780? 
>Any configurable fixed head disks? 

• In the event that a new case f rame is ment ioned in the el l ipsed f ragment , who lesa le 
subst i tu t ion occu rs , much l ike in the semant ic g rammar a p p r o a c h . For ins tance, if af ter 
the last example one were to ask " H o w about tape dr ives?" , the subst i tu t ion w o u l d 
replace " f i xed head d i sks " .w i t h " t a p e d r i ves " , ra ther than rep lac ing only " d i s k s " a n d 
p roduc ing the phrase " f ixed head tape d r i ves " , wh i ch is mean ing less in the cu r ren t 
doma in . In these instances the semant ic re lat ions cap tu red in a case f rame 
representat ion and not in a semant ic g rammar parse t ree prove immater ia l . 

T h e key to case- f rame ell ipsis reso lu t ion is ma tch ing co r respond ing cases, rather than su r face 

str ings, syntact ic s t ruc tu res , or non-canon ica l representa t ions. Whi le cor rec t l y ins tant ia t ing a 

sentent ia l or nomina l case frame in the pars ing p rocess requi res semant ic know ledge , some of w h i c h 

can be rather doma in speci f ic , o n c e the parse is a t ta ined, the resul t ing canon i ca l represen ta t ion , 

encod ing appropr ia te semant ic re lat ions, can a n d shou ld be exp lo i ted to p rov ide the system w i th 

addi t iona l funct iona l i ty such as the present el l ipsis reso lu t ion method . For more deta i ls and examp les 

of t he rules that per fo rm case- f rame subst i tu t ion , see the XCALIBUR repor t [14]. 

3 . 2 . M o r e c o m p l e x p h e n o m e n a 

In addi t ion to el l ipsis and anaphora , there are more comp lex p h e n o m e n a that must be addressed if 

one is to unders tand and s imulate human d iscourse . Th is type of deeper unders tand ing has not yet 

been incorpora ted into pract ical natural l anguage in ter faces, not least because much mo re bas ic 

abil i t ies are sti l l not deal t wi th comple te ly adequate ly . However , as natura l l anguage in te r faces 

increase in sophis t ica t ion (as they surely wi l l ) , these more comp lex p h e n o m e n a wi l l need to be dea l t 

w i th , so as a f inal top ic in th is tutor ia l , we wi l l look at some examp les of these more esoter ic d i scou rse 

phenomena . 

3 . 2 . 1 . G o a l - d e t e r m i n a t i o n i n f e r e n c e 

T h e interpretat ion of an ut terance may d e p e n d on the in ferred conversa t iona l goa ls of the speaker . 

Cons ider the fo l low ing set of examples, in wh i ch the same u t te rance s p o k e n in somewha t d i f fe rent 

contex ts el ic i ts radical ly di f ferent responses . These responses d e p e n d on the in terpre ta t ion of the 

init ial u t terance, in w h i c h the at t r ibut ion of goals t o the speaker plays a d o m i n a n t ro le . 

P a s s e r - b y : Do you know how to get to Elm Street? 

P e r s o n on t h e s t r e e t c o r n e r : 
Walk towards that tall building and Elm Street is the fifth or sixth on your left 

The passer-by 's quest ion was qu i te natural ly in terpreted as an ind i rec t speech act , s ince the 

i n fo rmat ion sought (and given) was not whe the r the know ledge of get t ing to Elm Street w a s present , 
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but rather how actual ly to get there. Lest the mistaken impress ion be given that it is a s imple matter to 

ident i fy indirect speech acts computat iona l ly , cons ider the fo l lowing var iant to ou r example: 

P a s s e r - b y : Do you know how to get to Elm Street? 

P e r s o n r e a d i n g a s t r e e t map and h o l d i n g an e n v e l o p e w i t h an 
E l m S t r e e t a d d r e s s on i t : 

No, I haven't found it; could you help me? 

In the second example, the l istener infers that the goal of the passer-by is to render assis tance, and 

there fore the initial u t terance is in terpreted as a d i rect query of the know ledge state of the l istener, in 

order to know whether assistance is requ i red . Hence, the passer-by 's ques t ion is not an indirect 

speech act in this example . 

Nor is the task of the interpreter of such ut terances only to ext ract a binary dec is ion on the presence 

of a speech act f rom goa l expecta t ions . The se lect ion of which ind i rec t speech act is meant of ten 

rests on contex tua l at t r ibut ion of d i f ferent goals to the speaker . Consider , for ins tance, the fo l lowing 

contex tua l var iant of our previous example : 

P a s s e r - b y : Do you know how to get to Elm Street? 

W a i t i n g c a b b i e : Sure, hop in. How far up Elm Street are you going? 

In this example, the cabb ie in terpreted the goa l of the passer-by as want ing a ride to an Elm Street 

loca t ion . Making sure the cabb ie knows the dest inat ion is merely ins t rumenta l to the inferred goa l . 

The soc ia l re lat ion between a cabb ie and a (potent ial) cus tomer is largely respons ib le for t r igger ing 

the goa l a t t r ibut ion. Thus, the passer-by 's u t te rance in this examp le is also also in terpreted as an 

ind i rect speech act , bu t a d i f ferent one f rom the first example (i.e., wan t ing to be dr iven to the 

dest inat ion vs. want ing to know how to nav igate to the dest inat ion) . In summary , three total ly d i f ferent 

speech acts are at t r ibuted to ident ical u t terances as a funct ion of d i f ferent goals inferred f rom 

contex tua l i n f o r m a t i o n . 1 0 

Example Speech act 

1) Or ig ina l examp le Ind i rect in fo rmat ion request 
2) Map reader Direct in format ion request 
3) Cabb ie example Indi rect act ion request 

For additional discussion of goal-determination inferences in discourse comprehension see [2, 16, 29]. 
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3 . 2 . 2 . S o c i a l ro le c o n s t r a i n t s 

The relat ive soc ia l roles of the d iscourse par t i c ipants af fects their in terpreta t ion of u t te rances as 

i l lustrated below: 

Army G e n e r a l : I want a juicy Hamburger. 
A i d e : Yes sir! 

C h i l d : I want a juicy Hamburger. 
M o t h e r : Not today, perhaps tomorrow for lunch. 

P r i s o n e r 1 : I want a juicy hamburger. 

Pr i sone r 2 : Yeah, me too. All the food here tastes like cardboard. 

Clearly, the in terpretat ion of the phrase " I wan t a ju i cy h a m b u r g e r " d i f fers in each examp le wi th no 

con tex t present beyond the di f fer ing soc ia l ro les of the par t ic ipants , and their consequen t potent ia l 

for ac t ion . In the f irst example a d i rec t o rder is in fe r red , in the second a request , and in the th i rd only a 

genera l assert ion of a (presumably unat ta inable) goa l . There fore , comprehend ing a d ia logue rests 

cr i t ica l ly on know ledge of social roles [ 1 6 , 3 3 ] . Moreover , socia l ro le cons t ra in ts prov ide par t of the 

set t ing essent ia l in mak ing goal a t t r ibut ions, and there fo re impinge (albeit indirect ly) u p o n goa l 

de te rmina t ion in ferences d iscussed in the p rev ious sec t ion . In uncons t ra ined d iscourse there is 

s t rong in teract ion be tween goal expec ta t ions , soc ia l ro le cons t ra in ts , ind i rect speech acts, a n d meta

language u t te rance in terpretat ion. 

4. Conclusion 
This tu tor ia l has presented a brief overv iew of t he cur ren t state of the ar t of app l ied natura l 

l anguage process ing — the business of mak ing pract ica l c o m p u t e r systems that c o m m u n i c a t e w i th 

their users t h r o u g h natural language. W e have desc r i bed the way this style of natura l l anguage 

process ing di f fers f rom the more genera l open -ended kind also s tud ied in Al and f rom the a p p r o a c h 

to natura l l anguage in L inguis t ics and Cogn i t i ve Psycho logy . As we have seen , p rac t ica l natura l 

l anguage in ter faces can current ly only be cons t ruc ted to per fo rm l imited tasks wi th in rest r ic ted 

doma ins , and we have examined and c o m p a r e d the var ious techn iques that have been emp loyed to 

cons t ruc t such inter faces. Further deta i ls on any of the systems or t echn iques we have desc r i bed 

can , of cou rse , be ob ta ined by fo l lowing the large set of re ferences we have prov ided. A reader w i th a 

more genera l des i re for fur ther in fo rmat ion may be par t icu lar ly interested in [20, 58, 74 ] , and a reader 

w i th a des i re to see some implementa t ion deta i ls of systems i l lustrat ive of the cogn i t ive s imu la t ion 

app roach may wish to look at [62] wh i ch inc ludes unusual ly comp le te descr ip t ions of a smal l number 

of natura l language process ing systems. 



Conc lus ion 37 

References 

1 . A l len, J. F. A Plan Based Approach to Speech Act Recognition. Ph.D. Th . , Universi ty of To ron to , 
1979. 

2. Al len, J. F. and Perrault , C. R. "Ana lyz ing Intent ion in Ut te rances . " Artificial Intelligence 15, 3 
(1980), 143-178. 

3 . Anderson , J . R.. Language, Memory, and Thought. Lawrence Er lbaum, 1976. 

4 . Bobrow, D. G. and Fraser, J . B. An Augmen ted State Trans i t ion Network Analysis P rocedure . 
Proc. Int. Jt. Conf. on Art i f icial In te l l igence, Wash ing ton , D. C , 1969, pp. 557-567. 

5. Bobrow, R . J . The RUS System. BBN Repor t 3878, Bolt , Beranek, and N e w m a n , 1978. 

6 . B rown , J . S. and Bur ton , R. R. Mul t ip le Representat ions of Know ledge for Tutor ia l Reason ing . In 
Representation and Understanding, Bob row, D. G. and Col l ins, A., Ed. ,Academic Press, New York , 
1975, pp. 311-349. 

7. Bur ton , R. R. Semant ic Grammar: An Engineer ing Techn ique for Cons t ruc t ing Natural Language 
Unders tand ing Systems. BBN Repor t 3453, Bolt, Beranek, and Newman , Inc., Cambr idge , Mass., 
December , 1976. 

8 . Carbone l l , J . R. Mixed-Ini t iat ive Man-Compu te r Dia logues. Tech . Rept. 1970, Bolt, Beranek, and 
Newman, Inc., Cambr idge , Mass., 1971 . 

9 . Carbone l l , J . G. Subjective Understanding: Computer Models of Belief Systems. Ph.D. T h . , Yale 
Universi ty, 1979. 

1 0 . Carbone l l , J. G. and Hayes, P. H. Robust Parsing Using Mul t ip le Cons t ruc t ion-Spec i f i c 
Strategies. In Natural Language Processing, L. Bole, Ed. , (publ icat ion fo r thcoming ) , 1983. 

1 1 . Carbone l l , J. G. Towards a Robust , Task-Or ien ted Natural Language In ter face. 
W o r k s h o p / S y m p o s i u m on Human Compu te r In teract ion, Georg ia Tech In format ion Sc iences , 
March , 1981 . 

1 2 . Carbone l l , J. G. and Hayes, P. J . Dynamic St ra tegy Select ion in Flexible Pars ing. Proc. of 19th 
Annual Meet ing of t h e Assoc. f o r C o m p u t . L ing. , S tanford Universi ty, June, 1981 , pp. 143-147. 

1 3 . Carbone l l , J . G., Boggs, W. M., Mau ld in , M. L. and An ick , P. G. The XCALIBUR Project, A Natural 
Language Inter face to Expert Systems. Proceed ings of the Eighth Internat ional Jo in t Con fe rence o n 
Art i f ic ial In te l l igence, 1983. 

1 4 . Carbone l l , J . G., Boggs, W. M., Mau ld in , M. L. and An ick , P. G. XCALIBUR Progress Repor t # 1 : 
First Steps Towards an Integrated Natural Language Inter face. Carneg ie-Mel lon Universi ty C o m p u t e r 
Sc ience Depar tment , 1983. 

1 5 . Carbone l l , J . G., Lark in , J. H. and Reif, F. Towards a Genera l Scient i f ic Reason ing Eng ine . 
Carneg ie-Mel lon Universi ty Compute r Sc ience Depar tment , 1983. CIP # 4 4 5 

1 6 . Carbone l l , J . G.. Subjective Understanding: Computer Models of Belief Systems. A n n Arbor , M l : 
UMI research press, 1981. 

1 7 . Carbone l l , J . G. Beyond Speech Acts : Meta-Language Ut terances, Soc ia l Roles, and Goa l 
Hierarchies. Prepr in ts of the Workshop on Discourse Processes, Marsei l les, France, 1982. 



38 

1 8 . Carbone l l , J . G. D iscourse Pragmat ics in Task-Or iented Natura l Language Interfaces. 
P roceed ings of the 21st annual meet ing of the Assoc ia t ion for Computa t iona l L ingu is t ics , ACL-83 , 
1983. 

1 9 . Charn iak, E. C. Toward a Model of Ch i ld ren 's Story Comprehens ion . T e c h . Rept. TR-266, MIT Al 
Lab, Cambr idge , Mass., 1972. 

2 0 . Charn iak, E. and Wi lks, Y. (Eds.). Computational Semantics. Nor th -Ho l land , 1976. 

2 1 . Chomsky , N.. Syntactic Structures. Mou ton , The Hague, 1957. 

2 2 . Chomsky, N.. Aspects of the Theory of Syntax. MIT Press, 1965. 

2 3 . Cohen , P. R. and Perraul t , C. R. "E lements of a P lan-Based Theory of Speech Ac t s . " Cognitive 
Science 3 (1979), 177-212. 

2 4 . Colby, K. M. S imulat ions of Belief Systems. In Computer Models of Thought and Language, 
Schank , R. C. and Colby, K. M., Ed. ,Freeman, San Franc isco , 1973, pp. 251-286. 

2 5 . Cu l l ing ford , R. Script Application: Computer Understanding of Newspaper Stories. Ph.D. Th . , 
Compu te r Sc ience Dept., Yale University, 1978. 

2 6 . De jong , G. Skimming Stories in Real-Time. Ph.D. Th. , C o m p u t e r Sc ience Dept., Yale Univers i ty , 
1979. 

2 7 . Earley, J . " A n ef f ic ient context - f ree pars ing a lgo r i t hm. " Comm. ACM 13, 2 (1970), 94-102. 

2 8 . Fi l lmore, C. The Case for Case. In Universals in Linguistic Theory, Bach and Harms, Ed. ,Hol t , 
Rinehart , and Wins ton , New York, 1968, pp. 1-90. 

2 9 . Frederk ing, R. A Rule-Based Conversat ion Part ic ipant . P roceed ings of the 19th Meet ing of t he 
Assoc ia t ion for Computa t iona l L inguis i tcs, A C L - 8 1 , 1 9 8 1 . 

3 0 . Gazdar, G. Phrase St ructure Grammars and Natural Language . Proc. E ighth Int. Jt. Conf . on 
Art i f ic ial Inte l l igence, Kar ls ruhe, August , 1983, pp. 556-565. 

3 1 . Gr ice , H. P. Conversat iona l Postulates. In Explorations in Cognition, D. A. Norman and D. E. 
Rumelhar t , Eds., F reeman, San Franc isco, 1975. 

3 2 . Grosz, B. J . The Representat ion and Use of Focus in a Sys tem for Unders tand ing Dia logues. 
Proc. Fifth Int. Jt. Conf . on Art i f ic ial Inte l l igence, MIT, 1977, pp . 67-76. 

3 3 . Grosz, B. J . Ut terance and Object ive: Issues in Natural L a n g u a g e C o m m u n i c a t i o n . P roceed ings 
of t he Sixth Internat ional Joint Con fe rence on Art i f ic ial In te l l igence, IJCAI -79 ,1979, pp . 1067-1076. 

3 4 . Grosz, B. J. T E A M : A Transpor tab le Natural Language In ter face System. Proc. Conf. on Appl ied 
Natural Language Process ing, Santa Mon ica , February, 1983. 

3 5 . Hayes P. J . A Cons t ruc t ion Speci f ic A p p r o a c h to Focused Interact ion in Flexib le Pars ing. Proc. 
of 19th Annua l Meet ing of the Assoc. for Comput . L ing. , S tanford Universi ty, June , 1981 , pp. 149-152. 

3 6 . Hayes, P. J. and Carbone l l , J . G. A Framework for Process ing Cor rec t ions in Task-Or iented 
Dia logs. P roceed ings of the Eighth Internat ional Jo in t Con fe rence on Art i f ic ial In te l l igence, 1983. 

3 7 . Hayes, P. J . and Mourad ian , G. V. "F lex ib le Pars ing . " American Journal of Computational 
Linguistics 7, 4 (1981), 232-241 . 



Conc lus ion 39 

3 8 . Hayes, P. J . and Carbonel l , J . G. Mul t i -St rategy Const ruc t ion-Spec i f i c Pars ing for Flexible Data 
Base Query and Update. Proc. Seventh Int. Jt. Conf . on Art i f ic ial Inte l l igence, Univ. of Brit ish 
Co lumbia , Vancouver , August , 1981, pp. 432-439. 

3 9 . Hayes, P. J . and Reddy, D. R. "S teps Toward Gracefu l Interact ion in Spoken and Wri t ten Man-
Machine C o m m u n i c a t i o n . " International Journal of Man-Machine Studies 18 (1983). 

4 0 . Hayes, P. J . and Carbonel l , J . G. Mul t i -St rategy Parsing and its Role in Robus t Man-Mach ine 
Commun ica t i on . T e c h . Rept. CMU-CS-81-118, Carneg ie-Mel lon Universi ty Compu te r Sc ience 
Depar tment , May, 1981 . 

4 1 . Hendr ix, G. G. Human Engineer ing for Appl ied Natural Language Process ing . Proc. Fifth Int. Jt . 
Conf. on Art i f ic ia l Inte l l igence, MIT, 1977, pp . 183-191. 

4 2 . Josh i , A. K. Use (or Abuse) of Meta l inguis t ic Devices. Unpub l i shed Manusc r ip t 

4 3 . Kap lan, R. M. A Genera l Syntact ic Processor . In Natural Language Processing, Rust in, R., 
Ed. ,A lgor i thmics Press, New York, 1973, pp . 193-241. 

4 4 . Kap lan, S. J . Cooperative Responses from a Portable Natural Language Data Base Query 
System. Ph.D. Th. , Dept. of Computer and Informat ion Sc ience , Universi ty of Pennsylvania, 
Phi ladelphia, 1979. 

4 5 . Kay, M. The MIND System. In Natural Language Processing, Rust in , R., Ed. ,A lgor i thmics Press, 
New York, 1973, pp. 155-188. 

4 6 . Kwasny, S. C. and Sondheimer , N. K. Ungrammat ica l i ty and Ext ragrammat ica l i ty in Natura l 
Language Unders tand ing Systems. P roceed ings of the 17th Meet ing of the Assoc ia t ion for 
Computa t iona l L inguis t ics , ACL-79 ,1979 , pp . 19-23. 

4 7 . Kwasny, S. C. and Sondheimer , N. K. "Re laxat ion Techn iques for Pars ing Grammat ica l ly Ill-
Formed Input in Natural Language Unders tand ing Sys tems. " American Journal of Computational 
Linguistics 7, 2 (1981), 99-108. 

4 8 . Marcus , M. A.. A Theory of Syntactic Recognition for Natural Language. MIT Press, Cambr idge , 
Mass., 1980. 

4 9 . McDermot t , J. R 1 : A Rule-Based Conf igurer of Compute r Systems. Carneg ie-Mel lon Universi ty 
Compute r Sc ience Depar tment , 1980. 

5 0 . McDermot t , J. XSEL: A Compute r Sa lesperson 's Assistant. In Machine Intelligence 10, Hayes, 
J. , M ich ie , D. and Pao, Y-H. , Eds., Ch iches ter UK: Ellis Ho rwood L td . , 1982" , pp . 325-337. 

5 1 . Park ison, R. C , Colby, K. M., and Faught , W. S. "Conversa t iona l Language Comprehens ion 
Using Integrated Pat tern-Match ing and Pars ing . " Artificial Intelligence 9 (1977), 111-134. 

5 2 . Perrault , C. R., Al len, J . F. and C o h e n , P. R. Speech Ac ts as a Basis for Unders tand ing Dia log 
Coherence . Proceed ings of the Second Con fe rence on Theoret ica l Issues in Natural Language 
Process ing, 1978. 

5 3 . Petr ick, S.R. A Recognition Procedure for Transformational Grammars. Ph.D. Th. , Dept. of 
Modern Languages , MIT, Cambr idge, Mass. , 1965. 

5 4 . Riesbeck, C. Concep tua l Analysis. In Conceptual Information Processing, R. C. Schank, 
E d . A m s t e r d a m : Nor th-Hol land, 1975, ch . 4 , pp. 83-156. 



40 

5 5 . R iesbeck, C. K. and Schank, R. C. Comprehens ion by Compute r : Expecta t ion-Based Analys is of 
Sentences in Context . Tech . Rept. 78, Compu te r Sc ience Dept., Ya le Universi ty, 1976. 

5 6 . Ross, J . R. "Me taanapho ra . " Linguistic Inquiry (1970). 

5 7 . Sacerdo t i , E. D. Language Access to Dis t r ibuted Data w i th Error Recovery. Proc. Fifth Int. Jt . 
Conf. on Art i f ic ial In te l l igence, MIT, 1977, pp. 196-202. 

5 8 . Schank , R. C. and Colby, K. M. (Eds.). Computer Models of Thought and Language. F reeman, 
San Franc isco , 1973. 

5 9 . Schank , R. C . Conceptual Information Processing. Ams te rdam: Nor th -Ho l land, 1975. 

6 0 . Schank , R. C. and Abelson, R. P.. Scripts, Goals, Plans and Understanding. Hi l ls ide, N J : 
Lawrence Er lbaum, 1977. 

6 1 . Schank , R. C. and Carbonel l , J . G. Re The Get tysburgh Address : Represent ing Soc ia l and 
Pol i t ica l Acts . In Associative Networks, Findler, Ed. ,New York : Academic Press, 1979. 

6 2 . Schank , R. and Riesbeck, C Inside Computer Understanding. Lawrence Er lbaum Assoc ia tes , 
New Jersey, 1980. 

6 3 . Schank , R. C , Lebowi tz , M., B i rnbaum, L. "An Integrated Unders tander . " American Journal of 
Computational Linguistics 6, 1 (1980), 13-30. 

6 4 . Sear le, J . R.. Speech Acts. Cambr idge Universi ty Press, 1969. 

6 5 . Sear le, J . R. Indi rect Speech Acts . In Syntax and Semantics, Volume 3: Speech Acts, P. Co le 
and J . L. Morgan , Eds., New York: Academic Press, 1975. 

6 6 . Sidner, C. L. Towards a Computa t iona l Theory of Def in i te Anaphora Comprehens ion in Engl ish 
Discourse. Tech . Rept. TR-537, MIT Al Lab, Cambr idge , Mass. , 1979. 

6 7 . S immons , R. F. Semant ic Networks: Thei r Computa t ion and Use for Unders tand ing Engl ish 
Sentences. In Computer Models of Thought and Language, Schank , R. C , and Colby, K. M., 
Ed. ,Freeman, San Franc isco , 1973, pp. 63-113. 

6 8 . Smal l , S. L. and Rieger, C. Parsing and Comprehend ing w i th W o r d Exper ts (A Theory and its 
Real izat ion). In Strategies for Natural Language Processing, R ing le and Lehner t , Ed . ,Lawrence 
Er lbaum, 1982. 

6 9 . Smal l , S., Cotre l l , G., and Shastr i , L. T o w a r d Connec t ion i s t Pars ing. AAAI -82 , Univ. of 
P i t tsburgh, P i t tsburgh, August , 1982, pp. 247-250. 

7 0 . Wal tz, D. L. and G o o d m a n , A. B. Wr i t ing a Natural L a n g u a g e Data Base System. IJCAIVproc, 
IJCAI -77 ,1977, pp . 144-150. 

7 1 . We ischede l , R. M. and Black, J . "Respond ing to Potent ia l ly Unparseab le Sen tences . " American 
Journal of Computational Linguistics 6 (1980), 97-109. 

7 2 . We izenbaum, J . "EL IZA - A Compu te r P rogram for the S tudy of Natura l L a n g u a g e 
Commun ica t i on be tween Man and Mach ine . " Comm. ACM 9, 1 (Jan. 1966), 36-45. 

7 3 . Wi lks, Y. A. Pre ference Semant ics. In Formal Semantics of Natural Language, Keenan , 
Ed. ,Cambr idge Universi ty Press, 1975. 



C o n c l u s i o n 41 

7 4 . W i n o g r a d , T.. Language as a Cognitive Process, Volume I: Syntax. Add i son Wesley, 1982. 

7 5 . W o o d s , W. A. "T rans i t i on Ne twork G r a m m a r s for Natura l L a n g u a g e Ana lys is . " Comm. ACM 73, 
10 (Oct . 1970), 591-606. 

7 6 . W o o d s , W. A., Kap lan , R. M., and Nash-Webber , B. T h e Lunar S c i e n c e s L a n g u a g e Sys tem: Final 
Repor t . T e c h . Rept . 2378, Bol t , Beranek , and N e w m a n , Inc., Cambr idge , Mass. , 1972. 

7 7 . W o o d s , W. A., Bates, M., B r o w n , G., B ruce , B., Cook , C , K lovs tad , J . , M a k h o u l , J . , Nash-Webber , 
B., Schwar t z , R., Wol f , J . , and Zue , V. S p e e c h Unde rs tand ing Sys tems - Final Techn i ca l Repor t . 
T e c h . Rept . 3438 , Bol t , Beranek , a n d N e w m a n , Inc., C a m b r i d g e , Mass. , 1976. 


